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Magnitude-Corrected and Time-Aligned
Interpolation of Head-Related Transfer Functions

Johannes M. Arend , Christoph Pörschmann , Stefan Weinzierl , and Fabian Brinkmann

Abstract—Head-related transfer functions (HRTFs) are essen-
tial for virtual acoustic realities because they contain all cues
for localizing sound sources in three-dimensional space. Acous-
tic measurements are one way to obtain high-quality HRTFs. To
reduce measurement time, cost, and complexity of measurement
systems, a promising approach is to capture only a few HRTFs on
a sparse sampling grid and then upsample them to a dense HRTF
set by interpolation. However, HRTF interpolation is challenging
because small changes in source position can result in significant
changes in the HRTF phase and magnitude response. Previous
studies have greatly improved the interpolation by time-aligning
the HRTFs in pre-processing, but magnitude interpolation errors
remain a problem, especially in contralateral regions. Building
on time-aligned interpolation, we propose a post-interpolation
magnitude correction derived from a frequency-smoothed HRTF
representation. Our technical evaluation based on 96 individual
simulated HRTF sets shows that the magnitude correction reduces
subject-averaged magnitude errors in the higher frequency range
by up to 1.5 dB when averaged over all directions and by up
to 4 dB in the contralateral region. As a result, interaural level
differences in the upsampled HRTFs are also improved. The accom-
panying perceptual evaluation shows that the magnitude correction
significantly reduces perceived coloration and results in a more
stable and accurate perceived source position. Additional technical
evaluations show that the proposed method outperforms current
machine learning based algorithms, can be used with measured
HRTFs, and is superior to using a dummy head HRTF set even
when only six source positions are used for upsampling.

Index Terms—Binaural rendering, head-related transfer
functions (HRTFs), interpolation, spatial upsampling.
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I. INTRODUCTION

H EAD-RELATED transfer functions (HRTFs) describe the
direction-dependent acoustic filtering of incident sound

due to the listener’s morphology. They contain monaural and
binaural cues that the auditory system uses for localization in
the median plane (up/down) and horizontal plane (left/right),
respectively. The monaural cues arise from spectral changes
caused by the head, torso, and especially the pinnae, where sound
is reflected and diffracted, resulting in direction-dependent pat-
terns. The binaural cues arise from comparing both ear signals
and are a combination of interaural time differences (ITDs),
which mainly result from the distance between the ears, and
interaural level differences (ILDs), which mainly result from
the acoustic shadowing of the head [1].

HRTFs are essential for binaural rendering, meaning the
reproduction of spatial sound scenes over headphones. Binaural
rendering allows virtually placing listeners in an acoustic scene,
giving them the impression that they are present and immersed in
the virtual acoustic reality. As such, binaural rendering is widely
used, for example, in virtual or augmented reality (VR/AR)
applications, in the playback of immersive music content, or
in acoustic simulations and auralizations [2], [3].

High-quality binaural rendering requires HRTF sets with a
dense spatial resolution. Particularly sensitive listeners were able
to reliably discriminate a 2°–3° discretization from a 1◦ grid in
a three-alternative forced-choice listening test. Interestingly, the
same threshold was found for horizontal and vertical head move-
ments, although only spectral and no binaural cues are effective
in the latter [4]. Dummy head HRTF sets with high spatial resolu-
tion are commonly obtained by time-consuming sequential mea-
surements [5], [6], [7], [8], while speed-optimized methods are
used for measurements of human subjects, using (semi)circular
loudspeaker arcs in combination with signal processing methods
that allow continuous rotation of the subject or the arcs [8], [9],
[10], [11]. An appealing approach to reduce the effort, cost, and
complexity of measurement systems for individual HRTFs is to
measure only a few HRTFs on a sparse spatial sampling grid
and then upsample them to a dense HRTF set by interpolation.
Conventional measurement systems for acquiring individual
HRTFs could thus use fewer loudspeakers and avoid rotation or
rotate faster. In addition, simplified measurement systems that
require significantly less equipment were recently introduced
as an alternative to the complex conventional systems [12],
[13], [14]. For such systems, advanced interpolation methods are
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essential for upsampling the sparse and sometimes irregularly
sampled HRTF sets to high-quality dense sets [14], [15], [16].

Many interpolation methods for HRTFs have been developed
and studied in the last decades (see, for example, [17, Ch. 2.6]
for an overview). The interpolation of HRTFs in the spherical
harmonics (SH) domain is popular in spatial audio research and
applications [18], [19], [20], [21]. This interpolation approach
first decomposes the HRTF set into spherical basis functions
using the SH transform (also called spherical Fourier transform).
The resulting spatially continuous SH representation allows
interpolation by applying the inverse SH transform to recon-
struct an HRTF for any direction. Another frequently studied
interpolation approach is decomposing an HRTF set based on
principal component analysis (PCA) and reconstruction with
interpolated PCA weights [22]. Other interpolation algorithms
use a weighted superposition of neighboring HRTFs and differ
mainly in the computation of the weights (Barycentric, Natural-
Neighbor, Nearest-Neighbor, or Inverse-Distance [23], [24],
[25], [26], [27]). More recently, machine learning methods have
been applied for HRTF interpolation using autoencoders [28],
generative adversarial networks [29], [30], or convolutional
neural networks [31]. Choosing the best interpolation algorithm
or method depends on the application. However, perceptually
transparent upsampling from a sparse HRTF set is challenging
in any case because the HRTF magnitude and phase responses
vary greatly with small spatial changes.

The rapid spatial phase changes in HRTFs stem mainly from
the off-center ear position [20], [32], [33], due to which the
distances between each ear and the sampling points (source
positions) of a spherical sampling grid are not constant. This
varying distance introduces broadband group-delay differences
between HRTFs for different source positions (see initial delay
in horizontal plane HRIRs in Fig. S1 in the supplementary
material [34]) that are challenging to interpolate, especially with
sparse sampling of the phase response. A common approach
to this issue is to time-align the HRTFs before interpolation
by removing the direction-dependent group delay and recon-
structing it after the interpolation by reversing the alignment.
Several alignment methods were proposed [18], [19], [20], [35]
that achieve a similar reduction in interpolation errors [21]. The
methods can successfully recover the ITD, which is the main
perceptually relevant temporal information in head-related im-
pulse responses (HRIRs, time-domain equivalent of the HRTFs),
even for extremely sparse sampling grids with only 6 direc-
tions [21]. While time alignment generally improves the results
of any interpolation method [17], [21], [27], [35], the gain in
performance varies. For SH interpolation, up to three times fewer
directions are required for perceptually transparent interpolation
when using alignment [21].

Besides these rapid spatial phase changes, there are also rapid
spatial changes in the magnitude response that occur (a) for
contralateral source positions and (b) at high frequencies where
HRTFs are dominated by position-dependent pinna effects. In
the former case (a), sound traveling around the front, back,
and top of the head reaches the shadowed (contralateral) ear
with similar delays and amplitudes. Thus, small changes in the
source position cause phase changes that result in constructive or
destructive superposition of these contributions, manifested as

interference patterns that change particularly rapidly over space
and frequency (see horizontal plane HRTFs in [34, Fig. S1]).
Current interpolation methods have major problems with these
rapid changes, typically resulting in loudness/coloration artifacts
and instabilities [36], especially in the contralateral region,
that are clearly audible when compared to renderings using a
dense reference HRTF set [21]. This highlights the need for
magnitude-specific pre- and post-processing, which to the best
of our knowledge has not yet been done for HRTF interpolation.

In this article, we propose an approach to further reduce inter-
polation errors associated with rapid spatial magnitude changes,
thereby reducing the minimum number of HRTFs required for
perceptually transparent interpolation. The proposed algorithm
is based on time-aligned interpolation and introduces an addi-
tional postprocessing step for magnitude correction, specifically
aimed at reducing remaining coloration artifacts. For this pur-
pose, the frequency resolution of the HRTF is reduced to that
of an auditory filter bank with center frequencies distributed
on an equivalent rectangular bandwidth scale [37, Ch. 2]. The
resulting frequency-smoothed magnitude responses of the in-
put HRTFs have less magnitude changes over space and can
therefore be interpolated with fewer errors. The interpolation
of these auditory-smoothed HRTFs is performed in parallel and
then serves as a reference for the magnitude correction, which is
applied to the upsampled HRTFs in postprocessing. Notably, the
proposed method does not require any additional input to derive
the magnitude-correction filters, and it can be combined with
any time-alignment and interpolation approach. We refer to the
proposed method as Magnitude-Corrected and Time-Aligned
(MCA) interpolation.

This article introduces MCA interpolation as a general ap-
proach for HRTF interpolation. Section II describes the proposed
method and introduces a publicly available reference imple-
mentation. Section III presents a detailed technical evaluation
based on 96 individual simulated HRTF sets and one particular
interpolation and alignment method, showing that MCA outper-
forms conventional time-aligned interpolation of sparse HRTF
sets with 6 to 170 sampling points, as evidenced by improved
magnitude structure and ILDs in the spatially upsampled HRTFs.
Next, Section IV describes a listening experiment and its results,
showing the perceptual improvements due to the proposed mag-
nitude correction. Finally, Section V discusses and summarizes
the results, compares them with previous studies, and details
the effects of using measured HRTFs and other interpolation or
alignment methods.

II. METHOD

The block diagram in Fig. 1 shows the principle of MCA
interpolation and how it is linked to time-aligned interpolation.
The processing is identical for the left and right ear, and we
omitted the dependency on the ear, direction, and frequency for
clarity. To highlight the generic nature of the proposed algorithm,
we use abstract operators to denote the time alignment T {·},
interpolation I{·}, and auditory smoothing A{·} that can be
realized in different ways.

Let H be the sparse frequency domain input HRTF set of size
[Qs, F ], where Qs is the number of points of the sparse grid
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Fig. 1. Block diagram of MCA interpolation. A sparse HRTF set is upsampled to a dense set by conventional time-aligned interpolation and then corrected in
magnitude using correction filters obtained based on the interpolated auditory-smoothed HRTFs, resulting in the final magnitude-corrected dense HRTF set. The
blocks with black headers indicate transfer functions, and the blocks with gray headers indicate signal processing operations following the notation used throughout
the article. Conventional time-aligned interpolation is highlighted to illustrate the contributions of MCA interpolation.

and F the number of frequency bins. H enters two independent
processing threads. On the one hand, a dense HRTF set Ĥ of
size [Qd, F ] is computed by conventional time-aligned HRTF
interpolation, where Qd is the number of points of the dense
grid. For this purpose, H is first time-aligned, resulting in
HT = T {H}, and interpolated/upsampled to a dense spatial
sampling grid, yielding ĤT = I{HT}, where ·̂ denotes inter-
polated data. Finally, the time alignment is reversed, leading to
Ĥ = T −1{ĤT}.

On the other hand,H is processed with an auditory-motivated
frequency smoothing that models the approximately logarith-
mically spaced critical bands of the cochlea [37, Ch. 2]. The
nonlinear smoothing AH = A{H} is implemented by filtering
with FA = 41 Gammatone filters B(fc) included in the the
Auditory Toolbox [38] and summing the output over frequency f

A{H} = 10 log10
∑
f

|B(fc)||H|2 , (1)

where fc are the center frequencies distributed on an equivalent
rectangular bandwidth scale between 50 Hz and 20 kHz. This
results in a magnitude-only (zero-phase) HRTF representation
of size [Qs, FA] with Fa < F . The smoothing compresses
the range of magnitude values (black dotted line in Auditory
Smoothing pictogram in Fig. 1) and reduces the spatial
complexity compared to H because the compression inherently
reduces differences between neighboring HRTFs. Note that
other methods, such as fractional-octave smoothing [39], may
be equally appropriate to implement A{·}, since the primary
goal is to reduce the spatial complexity of the HRTF.

In the next step, AH is interpolated to the same dense target
grid, yielding an interpolated auditory-smoothed dense HRTF

set ÂH = I{AH} of size [Qd, FA]. The central hypothesis be-
hind MCA interpolation is that ÂH exhibits smaller interpolation
errors than Ĥ due to the magnitude compression and reduced
spatial complexity that result from the smoothing. It therefore
serves as a perceptually motivated target magnitude response for
the upsampled HRTF set.

Consequently, ÂH is used to derive magnitude-only correction
filters to reduce interpolation errors in Ĥ . To obtain the correc-
tion filters, auditory smoothing is also applied to Ĥ , yielding
the auditory-smoothed interpolated dense (zero-phase) HRTF
set A

̂H = A{Ĥ} of size [Qd, FA]. The raw correction filters of
the same size are then obtained by element-wise spectral division

Craw =
ÂH

A
̂H

. (2)

The raw filters are then interpolated from auditory resolution
to the original frequency resolution of H using cubic spline
interpolation, yielding the final correction filters C of size
[Qd, F ]. In the last step, the filters are applied to the interpolated
HRTFs Ĥ by element-wise spectral multiplication ĤC = CĤ .
This ensures that the final magnitude-corrected dense HRTF set
ĤC of size [Qd, F ] matches the target magnitude response.

Our implementation provides additional options for designing
C. It can be converted to minimum-phase filters, derived from
their cepstrum, to avoid the pre-ringing of zero-phase filters [40].
Furthermore, relevant when using SH interpolation, C can op-
tionally be set to 0 dB below the so-called spatial aliasing
frequency fA = Nc/(2πr0) below which SH interpolation is
physically correct. Here, c denotes the speed of sound, r0 the
head radius, and N corresponds to the SH order of the sparse
HRTF set [21], [41], [42]. Because fA is only an approximation,
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the correction filters are linearly faded from 0 dB at fA2−1/3 to
their original value at fA, thereby introducing a third-octave
safety margin below fA. Furthermore, the maximum gain of
C can be restricted using soft-limiting applied separately for
each frequency bin [43, Eq. (4)]. The soft-limiting provides
a safety measure in case the interpolated auditory-smoothed
HRTFs ÂH contain errors. Such errors might result in undesired,
excessive boosts in C, which could lead to audible artifacts or
cause problems if the input HRTFs exhibit a low signal-to-noise
ratio.

We provide a reference implementation of MCA interpolation
as part of the SUpDEq (Spatial Upsampling by Directional
Equalization) Matlab toolbox1, using additional routines from
AKtools [7] for filter design and signal processing. MCA inter-
polation is included in the function supdeq_interpHRTF,
which provides three different approaches to perform the
time alignment T {·} (SUpDEq, Onset-Based Time-Alignment,
Phase Correction [19], [20], [21], [35]) as well as three ap-
proaches for the interpolation I{·} (SH, Natural-Neighbor,
Barycentric [21], [26], [27]). For a detailed description of these
procedures, we kindly refer the interested reader to the above
references.

III. TECHNICAL EVALUATION

We evaluated MCA interpolation compared to conventional
time-aligned interpolation to investigate the improvements
achieved with the proposed magnitude correction. For the eval-
uation, we used all 96 numerically simulated individual HRTF
sets from the HUTUBS database [10] to demonstrate the general
applicability of MCA interpolation across subjects. We chose
to use simulated instead of measured HRTFs because, as far
as we know, there is no freely available dataset of individual
HRTFs containing (error-free) data at low elevation angles.
When using simulated HRTFs, the performance of the interpola-
tion algorithm can be examined in isolation, and method-related
interpolation errors do not mix with other types of errors due to
missing or erroneous data or the approaches used to approximate
missing data (see, e.g., [44]). Throughout the technical and
perceptual evaluation, we implement conventional time-aligned
interpolation using SUpDEq for time alignmentT {·} and SH for
interpolation I{·}, and apply the additional magnitude correc-
tion filters in the case of MCA interpolation (see Section III-A
for details on the parameterization of the methods). For clarity,
we elaborate on the effects of using measured HRTFs and
different alignment and interpolation methods in the Discussion
in Section V.

In the following, we first describe the parameterization of
MCA interpolation as used in the present work, and then present
an application example where we illustrate important processing
stages of MCA interpolation and the magnitude structure of the
correction filters using one selected HRTF set. Next, we discuss
results based on all HRTF sets, focusing on spectral differences
between the interpolated HRTFs and their reference and to what
extent the interpolation affects binaural cues (i.e., the ILDs and

1Available: https://github.com/AudioGroupCologne/SUpDEq

ITDs). Both aspects are also important from a perceptual point of
view. The spectral components dominate up/down localization
and perceived coloration [45], whereas the binaural cues are
essential for left/right localization [1], [46].

A. Parameterization

To generate the sparse input HRTF sets H , we spatially
resampled the individual full-spherical HRTF sets from the
HUTUBS database in the SH domain to Lebedev grids of order
N = 1− 10 (6− 170 sampling points). For the evaluation, we
upsampled/interpolated these sparse HRTFs sets to a dense
Fliege grid with 900 sampling points (N = 29), which is well
suited for full-spherical magnitude error analysis, as well as to
a circular grid with a resolution of 1◦ in the horizontal plane,
which is ideal for analysis of binaural cues.

As interpolation method I{·}, we used SH interpolation with
an SH order corresponding to the respective sparse sampling
grid, and we applied SUpDEq [19], [21] for time alignment,
which achieves the alignment T {H} through a spectral division
of H with analytical rigid sphere transfer functions (STFs)
for corresponding directions of the sparse grid. The reversed
alignmentT −1{H} after interpolation is performed by a spectral
multiplication with STFs for the corresponding directions of
the dense target grid. This approach is described in detail in
Pörschmann et al. [19, Eq. (1)–(7)]. The optimal head radius
for the STFs was calculated according to Algazi et al. [47]
based on each subject’s head width, height, and length. The
left and right ear position for the STFs was defined as φ =
[90◦, 270◦] and θ = [0◦, 0◦] for all subjects. Azimuth angles
φ = {0◦, 90◦, 180◦, 270◦} denote directions/positions in front,
to the left, behind and to the right; elevation angles of φ =
{90◦, 0◦,−90◦} directions/positions above, in front, and below.
The magnitude-correction filters C were designed as minimum-
phase filters. Furthermore, the filters were set to 0 dB below
the respective spatial aliasing frequency fA of each individual
sparse HRTF set. No soft-limiting was applied to the correction
filters throughout this study, as preliminary tests indicated no
detrimental effects of unlimited magnitude correction.

B. Application Example

The application example uses the individual HRTF set of
subject no. 91 (arbitrarily chosen) from the HUTUBS database,
resampled to a sparse HRTF set on a Lebedev grid with 26
sampling points (N = 3). Calculation of the optimal head radius
for subject no. 91 yielded r0 = 8.89 cm, and the spatial aliasing
frequency for this example is fA ≈ 1.84 kHz.

Fig. 2 illustrates different important stages of the processing
for single left and right ear HRTFs. The plot on the top left
shows an HRTF of the sparse input set H for the direction
Ω = (φ, θ), with φ = 135◦ and θ = −35◦, as well the respective
auditory-smoothed HRTF of AH. The plot on the top right
shows an HRTF of Ĥ after time-aligned SH interpolation for
Ω = (90◦, 0◦) as well as the auditory-smoothed interpolated
HRTF A

̂H and the interpolated auditory-smoothed HRTF ÂH

for that direction. The plot clearly indicates differences between
A

̂H and ÂH, especially at the contralateral right ear, leading to

https://github.com/AudioGroupCologne/SUpDEq
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Fig. 2. Important processing stages of MCA interpolation for single HRTFs (subject no. 91). For simplicity, the lines for the left and right ear have the same
color, but are labeled L/R to distinguish them. Top left: HRTF of sparse input set H for Ω = (135◦,−35◦) and the respective auditory-smoothed HRTF of AH.

Top right: Interpolated HRTF (SUpDEq-processed SH interpolation at N = 3) of Ĥ for Ω = (90◦, 0◦) and the respective auditory-smoothed interpolated HRTF

of A
Ĥ

and interpolated auditory-smoothed HRTF of ÂH. Bottom left: Correction filter C for this specific individual HRTF and direction. Bottom right: HRTF of

the reference set HR, the interpolated HRTF of Ĥ , and the magnitude-corrected interpolated HRTF of ĤC for this subject and direction.

the correction filter C for this specific individual HRTF and
direction, as shown in the next plot on the bottom left. The
plot on the bottom right shows the reference HRTF HR for
Ω = (90◦, 0◦), obtained from the dense full-spherical HRTF
set, as well as Ĥ for that direction obtained by conventional
time-aligned SH interpolation and the magnitude-corrected ver-
sion ĤC as obtained by MCA interpolation. At the ipsilateral
left ear, Ĥ and ĤC both closely follow the reference, mainly
because time-aligned SH interpolation already provides low
interpolation errors for ipsilateral directions [19], [21], and thus
almost no magnitude correction is applied. At the contralateral
ear, however, differences are more severe, and ĤC matches the
reference much better at frequencies above fA than Ĥ . It clearly
shows that the magnitude correction in MCA interpolation can
efficiently compensate for (broad-band) interpolation errors at
the contralateral ear, as evident in Ĥ by the magnitude increase
at higher frequencies.

To examine which directions are affected the most by the
magnitude correction for this particular example, Fig. 3 shows
the frequency-averaged absolute magnitude of the left-ear cor-
rection filters C for all 900 directions of the target Fliege grid.
The plot reveals that the magnitude correction operates in large
areas along the spherical sampling grid. The correction is partic-
ularly strong in the contralateral region, meaning for directions
with φ = 270◦ ± 30◦. In general, strong filtering is expected
in this region. The complex interference patterns that occur in
the contralateral region for lateral sound incidence can usually
not be reconstructed correctly from sparse sampling, leading
to interpolation artifacts in this region. The smoothed HRTF,
on the other hand, exhibits smaller spatial magnitude changes

Fig. 3. Frequency-averaged absolute magnitude of the left-ear correction
filters C over 900 directions of the target Fliege grid. Subject no. 91, SUpDEq-
processed SH interpolation at N = 3.

and weaker interference patterns that can be interpolated with
less errors. Consequently, the differences between A

̂H and ÂH

are usually greatest in this region, and the strongest (broadband)
magnitude corrections must be applied to correct the interpolated
HRTFs Ĥ and yield the enhanced HRTF set ĤC. The magnitude
correction, however, also applies at the rear for directions with
φ = 180◦ ± 25◦ and even more so for directions close to the
median plane with φ = 30◦ ± 20◦, most probably also due to
complex diffraction and interference patterns. In the ipsilateral
region at directions with φ = 90◦ ± 30◦, only minor magnitude
correction applies because (a) conventional time-aligned SH
interpolation already yields good results in this region and (b)
similar interpolation errors might occur inA

̂H and ÂH, resulting
in only minor corrections. We observed similar magnitude struc-
tures for other subjects from the HUTUBS database, especially
in the ipsilateral and contralateral regions. For the directions
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Fig. 4. Frequency-dependent signed magnitude of the left-ear correction filters
C over the horizontal plane. Subject no. 91, SUpDEq-processed SH interpolation
at N = 3.

close to the median plane, however, the correction filters differ
among subjects regarding the maximum absolute magnitude,
with many of the subjects requiring less correction in this region
than in the example shown here.

Fig. 4 shows the frequency-dependent signed magnitude of
left-ear correction filters C in the horizontal plane for this
particular example. Interestingly, the figure reveals prominent
broadband gains in the contralateral region extending from
240◦ ≤ φ ≤ 260◦ and 280◦ ≤ φ ≤ 300◦. These gains will most
likely correct for notches in the STFs applied for time alignment
in the SUpDEq method. However, in a rather small region
at φ = 270◦ ± 5◦, the filters attenuate significantly, especially
at frequencies above 10 kHz, which may compensate spatial
aliasing artifacts caused by the SH interpolation. Furthermore,
as intended, the filters converge towards 0 dB below fA. The
described magnitude structure in the contralateral region with
prominent gains and attenuations is similar for all subjects of
the HUTUBS database. However, the magnitude behavior of
C for other azimuths and frequencies above 10 kHz is quite
individual and varies depending on the subject.

C. Magnitude Errors

This section analyzes the order-dependent magnitude interpo-
lation errors for all 96 individual HRTF sets. For each subject s
and direction Ω of the target grid, we determined the magnitude
error ΔG(fc,Ω, s) as the absolute energetic difference between
the upsampled HRTFs X = {Ĥ, ĤC} and the respective refer-
ence HRTFs HR in auditory filters with center frequency fc as

ΔG(fc,Ω, s) =

∣∣∣∣10 log10 A{X}
A{HR}

∣∣∣∣ . (3)

Averaged errors used in the following are denoted by omit-
ting the corresponding symbol. Thus, ΔG(fc, s) describes the
subject-specific error averaged across direction, ΔG(Ω) repre-
sents the error averaged across frequency and subject, and the
single value errorΔG is the average across frequency, direction,
and subject.

Fig. 5 shows the left-ear error ΔG with the standard deviation
(SD) across subjects for MCA interpolation (with magnitude
correction, ΔG based on ĤC) and conventional time-aligned
interpolation (without magnitude correction, ΔG based on Ĥ)
for frontal and contralateral regions and SH orders up toN = 10.

Fig. 5. Frequency-, direction-, and subject-averaged left-ear magnitude error
ΔG± SD across subjects over SH orders in the frontal (FT) and contralateral
(CL) region. SUpDEq-processed SH interpolation without (W/O) and with (W/)
magnitude correction (MC).

The errors were calculated by averaging across directions with
25◦ great circle distance from Ω = (0◦, 0◦) for the frontal con-
dition and Ω = (270◦, 0◦) for the contralateral condition. As
expected, the errors decrease with increasing SH order and are
generally highest at the contralateral ear. The largest improve-
ments due to the magnitude correction generally occur at lower
ordersN ≤ 5. At these orders and in the contralateral region, the
magnitude correction reduces errors by up to 1 dB compared to
interpolation without magnitude correction. For N = 1, the av-
erage errors in the contralateral region are similar, indicating that
the magnitude correction cannot further improve the magnitude
structure of interpolated HRTFs in this particular case. In the
frontal region, the improvements are smaller, with the highest
enhancement at N = {3, 4}. Notably, the standard deviation
slightly decreases for conditions with magnitude correction,
indicating that MCA more consistently reduces interpolation
errors across subjects. HRTFs in the ipsilateral region similarly
benefit from magnitude correction as HRTFs in the frontal
region, which is why we do not show additional error plots for
the ipsilateral region.

To get a better overview of the spatial distribution of the mag-
nitude errors, Fig. 6 shows the frequency- and subject-averaged
left-ear error ΔG(Ω) over space for the SH orders N = 1− 5.
In addition, the plots show ΔG in text boxes, allowing direct
comparison of the errors based on a single numerical value.
Except for N = 1, where both approaches perform similarly,
MCA interpolation reduces the errors for all directions (and
each examined HRTF set), generally leading to better interpo-
lation results than conventional time-aligned interpolation. The
maximum errors in the contralateral region differ noticeably,
especially for N = {2, 3}, with about 4.7 dB and 3.8 dB without
magnitude correction and 2.9 dB and 2.7 dB with magnitude
correction for these SH orders. In addition to being smaller in
magnitude, the errors in the contralateral region are also spatially
less extended for HRTFs with magnitude correction and N ≥ 2.
In the frontal, ipsilateral, and rear regions, interpolation errors
are on average already below 1 dB at N = 3 with magnitude
correction.
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Fig. 6. Frequency- and subject-averaged left-ear magnitude error ΔG(Ω) and frequency-, direction-, and subject-averaged left-ear magnitude error ΔG (in text
box) for the SH orders N = 1− 5. SUpDEq-processed SH interpolation without (top) and with (bottom) magnitude correction.

The frequency-dependent direction-averaged individual left-
ear errors ΔG(fc, s) in Fig. 7 also clearly show the improve-
ments through MCA interpolation. For N ≥ 2, the errors above
the SH-order-dependent spatial aliasing frequency are notice-
ably smaller in HRTFs with magnitude correction. At frequen-
cies above 10 kHz, the average error is up to 1.5 dB lower for
MCA interpolation than for conventional time-aligned interpo-
lation, indicating less audible coloration and better preserva-
tion of individual monaural localization cues. Moreover, with
MCA interpolation, there are fewer individual outliers and the
standard deviations are smaller, resulting in maximum values
of about 0.71 dB and 0.56 dB for HRTFs without and about
0.37 dB and 0.30 dB for HRTFs with magnitude correction for
N = {2, 3}. This further confirms that magnitude correction
improves consistency across individuals.

Last, Fig. 8 provides a closer look at individual frequency-
dependent magnitude errors at the ipsi- and contralateral ear for
the source position Ω = (90◦, 0◦). Lateral source positions are
of particular interest because the interference patterns they cause
at the contralateral ear are especially challenging to interpolate,
and the resulting rather strong interpolation errors are clearly
audible, as shown in our previous listening experiment [21].
In the specific case of time-aligned SH interpolation of sparse
HRTFs, contralateral ear HRTFs usually exhibit strong interpo-
lation errors in the form of spatial aliasing artifacts, caused by the
high spatial order of the contralateral interference patterns. In the
frequency domain, spatial aliasing appears as the characteristic
excessive increase in magnitude at higher frequencies. Fig. 8
shows how the magnitude correction of MCA interpolation can

significantly reduce these errors at the contralateral ear above
fA (see also Fig. 4). Consequently, the average error at the
contralateral ear above 4 kHz is about 4 dB lower with MCA
interpolation than with time-aligned interpolation only. In line
with previous observations, the standard deviation decreases
when applying magnitude correction, resulting in maximum
values of about 3.90 dB without and 1.50 dB with magnitude
correction. The errors for the ipsilateral ear are similar regardless
of the interpolation method applied. Here, conventional time-
aligned interpolation already performs well, and the magnitude
correction cannot reduce the errors much further. Consequently,
the frequency- and subject-averaged magnitude error ΔG(Ω)
at the ipsilateral ear is almost the same for both methods (about
0.5 dB), whereas at the contralateral ear it is significantly reduced
by the magnitude correction from about 2.28 dB to only 0.70 dB.

D. Binaural Cues

This section examines SH-order-dependent ILD and ITD
errors for all 96 individual interpolated HRTF sets. For each
subject s, we determined the broadband ILD as the energetic
ratio of the left and right ear HRIRs. We then calculated the
absolute ILD errors for 360 directions Ω in the horizontal plane
(i.e., 0◦ ≤ φ ≤ 359◦, θ = 0◦) as

ΔILD(Ω, s) =

∣∣∣∣ 10 log10
∑

x2
l∑

x2
r︸ ︷︷ ︸

ILD of x

− 10 log10

∑
h2
R,l∑

h2
R,r︸ ︷︷ ︸

ILD of hR

∣∣∣∣ (4)
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Fig. 7. Direction-averaged left-ear magnitude error ΔG(fc, s) and frequency-, direction-, and subject-averaged left-ear magnitude error ΔG (in text box) for
the SH orders N = 1− 5. SUpDEq-processed SH interpolation without (top) and with (bottom) magnitude correction.

Fig. 8. Magnitude error ΔG(fc,Ω, s) and frequency- and subject-averaged
magnitude errorΔG(Ω) (in text box) at the ipsilateral (IL) left and the contralat-
eral (CL) right ear for Ω = (90◦, 0◦). SUpDEq-processed SH interpolation at
N = 3 without (top) and with (bottom) magnitude correction.

where x = {ĥ, ĥC} denotes the interpolated HRIRs and hR the
respective reference HRIRs, and the subscripts l and r indicate
the left and right ear, respectively.

To determine the ITD errors, we estimated the low-frequency
ITD as the differences in time-of-arrival (TOA) between the left
and right ear. We then calculated the absolute ITD errors in the
horizontal plane for each subject s as

ΔITD(Ω, s) = | [O(xl)−O(xr)]︸ ︷︷ ︸
ITD of x

− [(O(hR,l)−O(hR,r)]︸ ︷︷ ︸
ITD of hR

|

(5)

where O denotes the abstract operator for TOA estimation in
HRIRs. In the present case, the TOAs were estimated using onset
detection with a threshold of−10 dB in relation to the maximum
values of the 10 times upsampled and low-pass-filtered HRIRs
(8th order Butterworth filter, cut-off frequency 3 kHz, see [48]).

Fig. 9 shows the individual ILD errors ΔILD(Ω, s) in the
horizontal plane along with the mean, the standard deviation
across subjects, and the direction- and subject-averaged ILD
error ΔILD in text boxes for SH orders N = 1− 5. To indi-
cate the errors’ perceptual importance, the dashed lines show
the direction-independent broadband just-noticeable difference
(JND) of 1 dB [1, Tab. 2.4]. MCA interpolation results in lower
ILD errors than time-aligned interpolation. The greatest reduc-
tion in ILD errors occurs for lateral and rear source positions
(i.e., |φ| � 90◦), demonstrating the logical consequence of the
independent magnitude correction for the left and right ear
HRTFs, that is, reduced (broadband) ILD errors.

Even at N = 1, where the overall magnitude error with MCA
interpolation was not clearly lower (cf. Section III-C), the ILD
errors are significantly decreased, with a reduction in the mean
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Fig. 9. Horizontal plane ILD error ΔILD(Ω, s) and direction- and subject-averaged ILD error ΔILD (in text box) for the SH orders N = 1− 5. SUpDEq-
processed SH interpolation without (top) and with (bottom) magnitude correction.

maximum error of more than 2 dB. With magnitude correction,
already at N = 3, the mean error is in the range of the JND
for all horizontal directions, and at N = 4, also the standard
deviation across subjects approaches the JND (maximum value
of about 0.93 dB), and the mean maximum error is decreased by
more than 3 dB. Surprisingly, at N = 5, the ILD errors at lateral
positions for the magnitude-corrected HRTFs increase slightly
again by about 1–2 dB in average, although one would expect
the errors to decrease with increasing SH order. We assume that
these are sampling-scheme-dependent artifacts and that by using
other input grids instead of the employed Lebedev grid, the errors
would distribute differently in the horizontal plane or decrease
with increasing SH order as expected (cf. [49]).

Last, Fig. 10 shows the individual horizontal plane ITD
errors ΔITD(Ω, s) along with the mean, the standard devia-
tion across subjects, and the direction- and subject-averaged
ITD error ΔITD in text boxes for SH orders N = 1− 5. The
direction-dependent JND was calculated by linear interpolation
between the broadband JNDs of 20 μs at φ = {0◦,±180◦} and
100 μs at φ = ±90◦ [50]. Analyzing ITD errors is critical to
determine whether the post-interpolation filtering for magnitude
correction negatively affects ITDs. Overall, the ITD errors are
below the JND for all SH orders, subjects, and directions exam-
ined, regardless of whether magnitude correction was applied,
indicating no perceptual impairments or localization errors in the
interpolated HRTFs related to ITDs. The low errors are due to
the applied SUpDEq time-alignment method, which is the most
accurate analytical alignment procedure because it considers
wave-based effects that affect the low-frequency ITDs [21], [51].

Importantly, the error plots reveal that the additional filtering of
the interpolated HRTFs for magnitude correction has no negative
impact on their broadband ITDs. Rather, the ITDs are slightly
improved at N ≥ 3 when using MCA interpolation.

IV. PERCEPTUAL EVALUATION

The technical evaluation showed that the proposed method
significantly reduces magnitude and ILD errors in the interpo-
lated HRTFs. To demonstrate the perceptual relevance of these
improvements, we conducted a listening experiment using the
Spatial Audio Quality Inventory (SAQI) [52], where listeners
compare a test stimulus with a reference and rate the perceived
differences on a continuous scale. The test stimuli were static
and moving virtual noise sources, rendered using interpolated
HRTFs with or without the magnitude correction. The reference
stimuli were rendered using the corresponding dense reference
HRTF set. Listeners were asked to rate the perceived differences
according to the four attributes difference, coloration, source
position, and spatial disintegration.

A. Participants

Twenty-six listeners (ages 23–40 years, M = 28 years, Md =
27.5 years, SD = 4.5) with self-reported normal hearing partic-
ipated in the experiment voluntarily. Most of them were mas-
ter’s students in Audio Communication and Technology, some
were members of our laboratory. Twenty-one had previously
performed listening experiments. On average, the participants
spent 3.5 hours per day listening to, playing, or working with
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Fig. 10. Horizontal plane ITD errors ΔITD(Ω, s) and direction- and subject-averaged ITD error ΔITD (in text box) for the SH orders N = 1− 5. SUpDEq-
processed SH interpolation without (top) and with (bottom) magnitude correction.

audio. All participants were naive as to the purpose of the study,
and all gave informed consent to participate in the study and to
the publication of the results.

B. Setup

The experiment took place in a soundproof and acoustically
treated audiometric booth (Desone A:BOX System ZS, Size G,
background noise level of about 18 dB(A)) at the Technische
Universität Berlin. Participants were seated on an office chair in
front of a screen displaying the graphical user interface (GUI) of
a custom Matlab application that controlled the experiment. The
audio playback was controlled by a Pure Data patch triggered
by the Matlab application using Open Sound Control messages.
As audio interface, digital-to-analog converter, and headphone
amplifier, we employed an RME Fireface UCX with a sampling
rate of 44.1 kHz. For playback, we used Sennheiser HD650
headphones at a playback level of 62 dB(A).

C. Stimuli

For the listening experiment, we employed simulated dummy
head HRTFs of the FABIAN head and torso simulator [7], which
is subject no. 1 from the HUTUBS database. Similar to the
technical evaluation in Section III, the reference HRTFs were re-
sampled in the SH domain to Lebedev grids of order N = 1− 3
(6, 14, and 26 sampling points) and the resulting sparse HRTF
sets were interpolated to a dense Lebedev grid with 2702 points
(N = 44) using SUpDEq-processed SH interpolation without
and with magnitude correction. We decided to examine only
N = 1− 3 because the technical evaluation suggested that the
strongest (perceptual) effects occur at these SH orders, and
because good interpolation even at such low orders would be

particularly important in practice. To simplify the generation of
the moving virtual sources in further processing, the interpolated
and reference HRTF sets were transformed to the SH domain at
N = 44, which is artifact-free due to the ultra-dense sampling
grid and the high SH order. The described processing resulted
in seven different HRTF sets, that is, the reference, three inter-
polated datasets without magnitude correction (N = {1, 2, 3},
W/O MC), and three with magnitude correction (N = {1, 2, 3},
W/ MC).

With each of these seven different HRTF sets, we gener-
ated two static and one moving virtual noise source. For the
static sources, we employed a 1 s pink noise burst with 20 ms
cosine-squared onset/offset ramps, followed by 0.1 s silence.
In line with our previous study [21], we chose Ω = (330◦, 0◦)
and Ω = (90◦, 0◦) as the sound source positions, hereafter
referred to as frontal and lateral sound source, respectively.
The static virtual noise sources were synthesized by extracting
the corresponding HRTF using the inverse SH transform and
convolving it with the pink noise test signal. For the moving
sources, we employed a 5 s pink noise with 20 ms cosine-squared
onset/offset ramps, followed by 0.5 s of silence. The moving
source started in front of the listener at Ω = (0◦, 0◦), moved
through the right hemifield at an angular speed of 36◦ per second,
and ended behind the listener atΩ = (180◦, 0◦). It was generated
by overlap-add convolution of 512-sample blocks of the pink
noise signal with the HRTF for the source position corresponding
to the starting point of each block. As for the static sources, the
HRTFs were obtained using the inverse SH transform.

The stimuli were equalized with a generic headphone com-
pensation filter by convolution with the inverse common transfer
function (also called diffuse field transfer function) of the refer-
ence HRTF set. Finally, the stimuli were loudness-normalized
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according to ITU-R BS.1770-4 [53] and saved as WAV files with
44.1 kHz sample rate and 24-bit resolution.2

D. Procedure

In the experiment, participants directly compared the test
stimuli against the reference for the four selected SAQI attributes
difference, coloration, source position, and spatial disintegra-
tion, which constitute the dependent variables. Following a
3× 3× 2-factorial multivariate within-subjects design with the
within-subjects factors source type (frontal, lateral, moving), SH
order (N= {1, 2, 3}), and method (W/O MC, W/ MC), each par-
ticipant rated 18 conditions per attribute, for a total of 72 ratings.

The experiment was split into three blocks, presented in
randomized order, each containing all ratings for one source
type. Within blocks, participants always rated difference first,
followed by ratings for the remaining three attributes only if
they reported any perceptual differences at all. The order of the
remaining attributes was randomized, and the GUI highlighted
the current attribute so that participants always knew which
quality to rate. For each attribute, the six conditions (SH order ×
method) were presented in randomized order on a single rating
GUI with six sliders for rating differences and buttons A (refer-
ence condition) and B (test condition) for looped audio playback.
Participants were instructed to establish a rank order between the
conditions on each rating screen while always comparing each
test condition against the reference. They could switch between
stimuli as often and in any order as they wished and take pauses at
will. In the case of the moving sound source, we asked the partici-
pants to wait until the movement was complete before switching.

Before the experiment, participants received verbal and writ-
ten instructions on the procedure and a detailed description of the
four attributes to ensure they all interpreted the terms similarly.
To familiarize themselves with the setup and procedure, they
had to complete a training session before the actual experiment,
which consisted of two static and two moving sound source
conditions to be compared in terms of difference to the respective
reference. A complete experimental session lasted about 45 to 60
minutes, including pre- and post-experimental questionnaires,
instructions, and training.

E. Data Analysis

We analyzed the results for each attribute using a three-way
repeated measures ANOVA with the within-subjects factors
source type, SH order, and method. Visual inspection of the
data and Shapiro-Wilk tests for normality, corrected for mul-
tiple hypothesis testing, revealed no considerable violations
of normality. Nevertheless, we corrected for slight violations
of ANOVA assumptions using the Greenhouse-Geisser correc-
tion [54]. For more detailed analysis, we performed paired t
tests (two-tailed) at a 0.05 significance level, corrected with the
Hochberg correction [55] for multiple testing. Note that for the
sake of clarity, we will not report all the parameters of each t
test in the following.

2To get a perceptual impression of the stimuli, we refer the interested reader
to the audio files provided in the supplementary material [34].

TABLE I
RESULTS OF THE THREE-WAY REPEATED MEASURES ANOVAS FOR THE

ATTRIBUTES DIFFERENCE, COLORATION, SOURCES POSITION, AND SPATIAL

DISINTEGRATION, EACH WITH THE WITHIN-SUBJECTS FACTORS SOURCE TYPE

(ST), SH ORDER (SH), AND METHOD (M)

F. Results

Fig. 11 shows the results of the experiment in the form of
box plots, where zero ratings denote no perceptual differences
and lower ratings generally indicate better agreement with the
reference (i.e., smaller perceptual differences). Table I summa-
rizes the results of the ANOVAs, which yielded significant main
effects, but also significant two-way, and for the source posi-
tion attribute even three-way, interaction effects of the factors
source type, SH order, and method. This indicates a complex
condition-dependent pattern of ratings, but as the interaction
effects are ordinal in most cases, the main effects remain fully
interpretable.

The ratings for difference and coloration clearly show the
effects of SH order and method, leading to a similar trend of de-
creasing differences with increasing SH order and lower ratings
for conditions with magnitude correction compared to the same
conditions without correction in most cases. Thus, the magni-
tude correction results in considerable perceptual improvements,
especially for the lateral source, where all difference and col-
oration ratings are significantly lower than those for conditions
without magnitude correction, as examined by pairwise t tests
(all p ≤ .001). Only for N = 1 and the frontal source, MCA
interpolation results in significantly higher coloration artifacts
(p < .001). Notably, the ratings for the moving source show the
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Fig. 11. Results of the listening experiment. Interindividual variation in ratings for the four attributes (panels) as a function of source type (left, center, right per
panel), SH order (abscissa), and method (color). The box plots show the median and the (across participants) interquartile range (IQR) per condition. The whiskers
display 1.5 × IQR below the 25th or above the 75th percentile and outliers beyond that range are indicated by gray circles.

same trends, but are generally lower and more similar across
methods and SH orders.

The source position ratings also clearly show the effects of SH
order and method, with a trend toward lower ratings especially
for N > 2 and, in most cases, smaller perceptual differences for
conditions with magnitude correction. Of particular interest is
the trend that differences in lateral source position are generally
smaller for stimuli with magnitude correction, which is, how-
ever, statistically significant only at N = 3 (p < .001). These
results indicate that the smaller magnitude and ILD errors in
magnitude-corrected HRTFs lead to improved localization, and
that this effect is most pronounced for lateral sources. In contrast,
for the frontal source and N = 1, the change in source position
was rated significantly higher for the stimulus with magnitude
correction (p < .001). This might be explained by the slightly
higher magnitude errors of MCA interpolation at N = 1, as
observed in the technical evaluation.

The ratings for spatial disintegration also clearly reflect
the (interaction-)effects of method and source type, that is,
lower differences for conditions with magnitude correction and
strongest differences between the methods for the lateral source.
Pairwise comparisons revealed significantly lower ratings for
MCA interpolation for all lateral source conditions as well as
for the frontal source at N = 3 (all p < .001). These findings
suggest that, especially for lateral sources, the suppression of
high-frequency spatial aliasing artifacts (at the contralateral
ear) by the magnitude correction perceptually improves the
spatial integrity of the source and prevents the source from
widening or fragmenting into spatially distributed frequency
components.

For a more compact overview of the results, we pooled
the ratings for each attribute over source type and calculated
marginal means for SH order × method. The resulting plots
in Fig. 12 clearly show the perceptual improvements by the
magnitude correction, with significant differences indicated by
non-overlapping within-subjects confidence intervals [56], as
calculated for each attribute based on the main effect of method.
For all attributes, magnitude-corrected HRTFs yielded signif-
icantly lower ratings, again demonstrating that the reduction
of interpolation errors by the magnitude correction is clearly
audible and enhances the quality of the binaural reproduction.
However, the SH order at which significant improvements occur
varies by attribute. For difference and coloration, the ratings for
stimuli with magnitude correction are significantly lower than
for those without correction at N = {2, 3} (all p < .001), for
source position, the ratings are significantly lower only atN = 3
(p < .001), whereas for spatial disintegration, the ratings are
significantly lower at all SH orders (all p ≤ .003). The latter
indicates that the magnitude correction preserves the spatial
integrity of the source independent of SH order. Another inter-
esting observation is that MCA interpolation more often leads to
significant perceptual improvements as the SH order increases.
In total, there are five such cases for MCA interpolation, but only
two for conventional time-aligned interpolation (all p ≤ .001).
This indicates that MCA interpolation requires fewer additional
HRTFs to achieve significant perceptual improvements (e.g., an
increase from 6 to 14 sampling points instead of 6 to 26 points
for difference and coloration).

Note that for all attributes, but especially for difference and
coloration, the effects described above are to a great extent
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Fig. 12. Marginal means of the ratings as a function of SH order (abscissa) and method (color) for the four attributes. The error bars display 95% within-subjects
confidence intervals [56], based on the error term of the respective main effect of method.

driven by the effect of source type, and in particular by the
ratings for the lateral source, as indicated by the significant
(interaction-)effects for source type (see Table I) and by the
marginal mean plots for source type × method in Fig. S10 in
the supplementary material [34]. Thus, for the lateral source,
conventional time-aligned interpolation usually results in the
largest perceptual differences in comparison to the reference,
whereas MCA interpolation provides strong perceptual benefits
especially for these conditions and generally leads to much more
consistent ratings across source type.

V. DISCUSSION

For the spatial upsampling of sparse HRTF sets, various
interpolation approaches and pre- and post-processing methods
have been developed to reduce interpolation errors. Most current
methods perform similarly well, but magnitude interpolation
errors, especially in contralateral regions, remain challenging
and still require relatively dense sampling for perceptually
transparent interpolation [21], [27]. To further reduce these
interpolation errors, and thus reduce the minimum number of
HRTFs required for perceptually transparent interpolation, we
introduced MCA interpolation, a generic approach for HRTF
interpolation that combines magnitude correction with any of
the recent time-alignment and interpolation approaches. The fol-
lowing sections discuss the performance of MCA interpolation
compared to previously proposed approaches (Sections V-A to
V-D) and elaborate on the method’s suitability for measured
data (Section V-E) and its sensitivity to parameterizations (Sec-
tion V-F).

A. Effect of the Magnitude Correction

The technical evaluation based on 96 individual simulated
HRTFs showed that, compared to time-aligned SH interpolation
with SUpDEq processing [19], [21], the magnitude correction
of MCA significantly reduces spectral errors in the interpolated
HRTFs for all tested subjects and thus improves the quality of the
upsampled HRTF sets. The improvements are most pronounced
at lower SH orders N ≤ 5 and contralateral/rear regions, as
time-aligned interpolation already performs well in frontal and
ipsilateral regions and at higher SH orders. The analysis further

revealed that magnitude-corrected and time-aligned SH inter-
polation at N = 3 (16 sampling points) has similar error levels
as conventional time-aligned SH interpolation at N = 6 (49
points), thus reducing the number of points by about a factor
of three in this case.

The analysis of binaural cues in interpolated HRTFs revealed
a considerable reduction of ILD errors as a consequence of
the independent magnitude correction for the left and right
ear, especially for lateral and rear source positions. For MCA
interpolation, the subject-averaged ILD errors are already in
the JND range at N = 3, whereas sole time-aligned SH in-
terpolation [19] requires SH orders N ≥ 6 for similarly low
error levels. The ITD error analysis showed that the additional
filtering of the HRTFs for magnitude correction has no negative
effect on the ITDs. In addition, the evaluation confirmed results
from previous studies that SH interpolation with SUpDEq time
alignment yields negligible ITD errors below the JND even at
N = 1 [21].

The listening experiment confirmed the perceptual relevance
of the results from the technical evaluation, showing significant
improvements in perceived difference and coloration for the SH
order N = {1, 2}, in source position for N = 3, and in spatial
disintegration for all tested orders N = {1, 2, 3}. Notably, the
results for difference and coloration were quite similar, sug-
gesting that coloration is a major factor in generally perceived
differences. Perceptual improvements were strongest for the
lateral source, demonstrating that magnitude correction in the
contralateral region is of high perceptual relevance, and less
for the frontal source, where time-aligned interpolation already
works well and the magnitude correction is small. Somewhat
surprisingly, the results showed comparably small perceptual
improvements for the moving source. This may be explained by
the fact that subjects often reported that they found the moving
source harder to judge because of the longer stimulus duration
and because large differences to the reference were only apparent
when the source was to the side. However, ten subjects explicitly
used the SAQI option to rate the moving source using self-named
attributes. For example, subjects reported that some stimuli
had better loudness continuity, steadier source movements, bet-
ter externalization, and fewer high frequency artifacts in the
contralateral region as the source moved laterally. Analysis of the
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self-named attributes revealed that in almost all cases these better
ratings were attributed to stimuli with magnitude correction.

Generally, the broadband magnitude correction of the MCA
method aims at reconstructing the energy in auditory bands and
is by design incapable of perfectly reconstructing the detailed
fine structures within each band. Hence, remaining audible
coloration may result from (a) errors when interpolating the
auditory-smoothed HRTF set AH or (b) not considering the fine
structure during magnitude correction.

B. Effect of Interpolation and Alignment Approaches

In a separate study [57], we investigated the effect of different
interpolation approaches (SH [18], [21], Natural-Neighbor [27])
and time-alignment methods (SUpDEq [19], [21], Onset-Based
Time-Alignment [35], Phase Correction [20]), showing that
the magnitude correction improves the interpolation result in
each case. Furthermore, with magnitude correction, interpola-
tion errors are almost identical regardless of the approach used,
whereas without magnitude correction, there are clear differ-
ences between the approaches, especially in the contralateral
region and for a small number of sampling points. Importantly,
this means that the most appropriate approach for a particular
application can now be used without the method-specific detri-
mental effects that can occur without the additional magnitude
correction.

Despite the fact that the correction filters always contain their
maximum energy in the contralateral region, the structure of the
magnitude correction filters over space and frequency is differ-
ent for each approach (see Figs. S2-S7 in the supplementary
material [34]). In the contralateral region, the correction filters
always exhibit strong attenuation when using SH interpolation
and broadband gains when using SUpDEq and Phase Correction
for alignment, which both rely on spherical head models. The
correction filters contain the least energy when using Onset-
Based Time-Alignment, which does not assume a spherical
head model, especially when combined with Natural-Neighbor
interpolation.

C. Comparison to Machine Learning Based Approaches

Recently, various machine learning based approaches for
HRTF interpolation/upsampling have been proposed. Often, the
studies use the log-spectral difference (LSD) as a magnitude
error measure to evaluate the difference between the reference
and the upsampled HRTF sets. To allow comparison with our
method, we calculated the frequency-, direction-, and subject-
averaged left-ear LSDs for the 96 simulated HUTUBS HRTF
sets after upsampling from sparse Lebedev grids of SH order
N = 1− 10 to a dense Fliege grid with N = 29 using MCA
interpolation as in Section III. The results are summarized in
Tab. S1 in the supplementary material [34].

Overall, MCA interpolation seems to outperform all examined
machine learning based interpolation approaches for N ≥ 2
regarding the LSD metric. Only for N = 1 the methods perform
similarly, sometimes with slightly lower errors for the machine
learning approaches. For instance, Ito et al. [28] applied

autoencoders with source position conditioning for HRTF
interpolation and reported a constant LSD (for frequencies up to
16 kHz) of about 4.30 to 4.20 dB (see [28, Fig. 2]) for upsampled
sparse HRTF sets with spherical t-design orders of 2−13 (i.e.,
9–196 sampling points). In comparison, MCA interpolation
already results in a lower LSD (for frequencies up to 16 kHz)
of 4.02 dB at N = 2 (which, depending on the grid, can be only
9 sampling points), and further decreases to 3.37 dB, 2.94 dB,
and 2.56 dB at N = {3, 4, 5}, respectively (see [34, Tab. S1]).
Jian et al., [31] proposed a convolutional neural network for
HRTF interpolation/upsampling. The authors report full-range
LSDs of about 5.6 dB, 5.25 dB, 4.25 dB, and 3.75 dB for 6,
12, 23, and 105 sampling points, respectively (see [31, Fig. 9]),
which is comparable with N = {1, 2, 3, 8} (6, 14, 26, and 110
sampling points on a Lebedev grid), leading to lower LSDs of
about 5.46 dB, 4.51 dB, 3.84 dB, and 2.13 dB when applying
MCA interpolation. Furthermore, the standard deviations across
subjects are considerably smaller for MCA interpolation (cf.
[34, Tab. S1] and [31, Fig. 9]). Most recently, Siripornpitak
et al. [29] used generative adversarial networks in a pilot study
restricted to upsampling in the horizontal, median, and frontal
plane. Hogg et al. [30, preprint] then generalized this approach
to spherical grids, which enables a comparison with MCA
interpolation. The authors report full-range LSDs of 5.29 dB,
4.91 dB, 4.32 dB and 3.13 dB for 5, 20, 80, and 320 sampling
points, respectively (see [30, Tab. II]). In comparison, MCA
leads to a little higher LSD forN = 1 (6 sampling points), but to
clearly lower LSDs for N ≥ 2. The standard deviations across
subjects are similar for both methods (cf. [34, Tab. S1] and [30,
Tab. II]). As a side, Hogg et al. also report LSDs for time-aligned
Barycentric interpolation, which are also higher than LSDs
for MCA interpolation, again showing that MCA interpolation
outperforms conventional methods (see also Section V-B).

D. Comparison to Dummy Head HRTFs

Ultimately, upsampling is a means of HRTF individualization,
and it is therefore interesting to compare upsampling errors
with errors that would occur when using dummy head HRTFs
as an alternative to individualization. Therefore, we computed
the magnitude, ILD, and ITD errors as shown in Figs. 7, 9,
and 10 between all simulated individual human HRTFs and
the simulated FABIAN dummy head, which is also included
in the HUTUBS database. Fig. S8 in the supplementary ma-
terial [34] shows that upsampling already outperforms dummy
head HRTFs when using only 6 sampling points (N = 1). In
this case, the magnitude errors are similarly large, ILD errors
are on average 0.4 dB smaller, and ITD errors are on average
4 μs smaller. In addition, maximum errors are smaller if using
upsampling (about 2 dB for the magnitude error and ILD, and
80 μs for the ITD).

E. Suitability for Measured HRTFs

We deliberately evaluated MCA interpolation with a dataset
of 96 simulated HRTFs to exclude problems with missing data
at low elevations from the analysis. However, MCA will most
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likely be used for measured data in real-world applications. To
account for this, we applied MCA interpolation to the measured
full-spherical HRTF sets of the KU100 dummy head [6] and
FABIAN head-and-torso simulator [7]. The plots in Fig. S9 in
the supplementary material [34] show that results for measured
and simulated data are well comparable, with only a few minor
differences. Errors for frontal sources are generally slightly
higher (0.1 dB to maximally 0.5 dB for N > 1), which may
be related to noise in the measured data. In the contralateral
region, opposite effects occur, with slightly lower errors for
measured data (maximally 0.5 dB at N = 1). In this case, noise
in the measured data may reduce the depth of the interference
structures discussed in the introduction, which could make the
HRTFs easier to interpolate. Finally, errors for lateral sources
are about 1 dB larger for the FABIAN dummy head, but only at
N = 1, which might be an effect of the torso that increases the
spatial order of the HRTFs.

F. Sensitivity to Parameterization

The proposed algorithm can be modified or parameterized
at certain points, and we compared different configurations
during development. In particular, we investigated whether using
fractional-octave smoothing instead of frequency smoothing
with auditory filters improves the interpolation results, but we
found no drastic differences between the two smoothing meth-
ods. Further, we examined whether soft-limiting should be used
in general and to what extent it affects the interpolation results.
Here, we found that soft-limiting the filters to 6 dB with a smooth
knee (e.g., 3–6 dB) yields similar results as when no limiting is
applied at all, suggesting that, in general, few correction filters
have really strong level boosts and that soft-limiting is not strictly
necessary in most cases.

G. Future Work

In future work, we aim at improving the magnitude correction.
The remaining errors after MCA interpolation may indicate
that even the auditory-smoothed sparse input HRTFs still have
such high spatial complexity that common HRTF interpolation
methods cannot produce error-free results. As a consequence,
errors in the final upsampled HRTF set ĤC would automatically
be smaller if the interpolation results of the auditory-smoothed
sparse input HRTF had fewer errors. In future research, we
thus aim to find either (a) an improved interpolation method
for auditory-smoothed HRTFs that produces fewer interpolation
errors and/or (b) a more compact and perceptually valid repre-
sentation of the input HRTF to further reduce the spatial com-
plexity. Furthermore, we plan to evaluate MCA interpolation
for irregular [15] and/or incomplete [44] sparse sampling grids.
Also for such cases, we assume that the magnitude correction in
MCA interpolation can significantly reduce interpolation errors
and improve the quality of the upsampled HRTFs. Finally, a
perceptual experiment to determine the number of sampling
points that are required for interpolation artifacts to become
inaudible [21] would add valuable information.

VI. CONCLUSION

In this article, we presented magnitude-corrected and time-
aligned (MCA) interpolation, a novel approach for spatial up-
sampling of HRTFs. To the best of our knowledge, it is the first
approach that explicitly targets a reduction of magnitude inter-
polation errors by combining time-aligned interpolation with
post-interpolation magnitude correction based on an analysis
and processing of the HRTFs in auditory bands. The technical
and perceptual evaluation of the algorithm showed that it outper-
forms previous upsampling methods and can be generalized to
HRTFs from different databases, which highlights its potential
to further reduce the minimum number of HRTFs required for
perceptually transparent interpolation.
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