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How Robust are Audio Embeddings for Polyphonic
Sound Event Tagging?

Jakob Abeßer , Member, IEEE, Sascha Grollmisch , and Meinard Müller , Fellow, IEEE

Abstract—Sound classification algorithms are challenged by the
natural variability of everyday sounds, particularly for large sound
class taxonomies. In order to be applicable in real-life environ-
ments, such algorithms must also be able to handle polyphonic
scenarios, where simultaneously occurring and overlapping sound
events need to be classified. With the rapid progress of deep learn-
ing, several deep audio embeddings (DAEs) have been proposed
as pre-trained feature representations for sound classification. In
this article, we analyze the embedding spaces of two non-trainable
audio representations (NTARs) and five DAEs for sound classi-
fication in polyphonic scenarios (sound event tagging) and make
several contributions. First, we compare general properties like
the inter-correlation between feature dimensions and the scattering
of sound classes in the embedding spaces. Second, we test the
robustness of the embeddings against several audio degradations
and propose two sensitivity measures based on a class-agnostic and
a class-centric view on the resulting drift in the embedding space.
Finally, as a central contribution, we study how a blending between
pairs of sounds maps to embedding space trajectories and how
the path of these trajectories can cause classification errors due to
their proximity to other sound classes. Throughout our analyses,
the PANN embeddings have shown the best overall performance
for low-polyphony sound event tagging.

Index Terms—Sound event tagging, sound polyphony, deep
audio embeddings, embedding space.

I. INTRODUCTION

THE ability to recognize sounds is of vital importance
for navigating through different everyday environments.

Each environment comes with its unique set of sounds whose
detection and categorization is an essential part of auditory scene
analysis. While sound event detection aims at localizing sound
events in time, sound event tagging (SET) focuses solely on
classifying all sound classes occurring in a given scene [1].

Sounds from the same class can exhibit large differences in
timbre, duration, and loudness. This intrinsic variability already
makes the classification of isolated sound events (sound event
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classification) a challenging task. Real-life environments are
often characterized by multiple sound sources, which are audible
at the same time. In this article, we focus on the challenge of
classifying overlapping sounds in such scenarios, a task which
we refer to as sound event tagging (SET).

Deep neural networks, which are a core component of state-
of-the-art sound classification and tagging algorithms, require
large amounts of training data if they are trained in a supervised
fashion. In many application scenarios however, only limited
amounts of annotated data are available. Transfer learning has
been successfully used for SET [2], [3], [4], [5], [6] to pre-train
deep neural networks on large datasets and later fine-tune them
for novel (down-stream) tasks with limited amounts of training
data. The intermediate layer representations of such networks
(embeddings) have been shown to be powerful features for
several audio classification tasks [7] and related tasks such as
audio source separation [8] and acoustic scene classification [9].

As the main contribution of this article, we compare various
(pre-trained) audio embeddings for SET, i. e., sound event clas-
sification in polyphonic scenarios. We focus our investigations
on lower sound polyphony degrees and study how mixtures
of different sound classes are represented in the embedding
spaces of two non-trainable audio representations (NTARs) and
five deep audio embeddings (DAEs), which are pre-trained and
then applied for SET. Second, we test the robustness of the
embeddings against three different types of audio degradations,
which are common in real-life sound monitoring applications.
To this end, we propose to measure the resulting embedding drift
in the embedding space both from a class-agnostic and from a
class-centric view. Finally, as a central contribution, we investi-
gate how overlapping sounds are represented in the embedding
spaces. For this we implement a continuous blending between
sound pairs and study the resulting trajectories in the embedding
space. We aim to understand how the path of these trajectories
can cause sound misclassification due to its proximity to other
sound classes. Fig. 1 illustrates how audio degradations (middle)
and blending between sounds (bottom) may influence the audio
clip’s position in the embedding space. In the first example,
a car sound is first modified to have a lower volume and then
mixed with ambient background sounds. In the second example,
an alarm sound is continuously blended with a car sound. As
illustrated, the resulting shifts and trajectories in the embedding
space can cause confusions with other sound classes (e. g., bird
calls).

The remainder of this article is organized as follows. Section II
provides an overview of the relevant scientific work. Section III
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Fig. 1. Mapping of audio clips to embedding representations (top). Measuring
the robustness of audio embeddings against audio degradations such as loudness
variations and background noise (middle) and for mixtures of overlapping sound
events (bottom).

describes the general procedure for extracting embeddings from
audio signals. Furthermore, this section introduces the NTARs
and DAEs compared in this article. Section IV explains how
we generate and augment audio recordings with overlapping
sounds to serve as a dataset. As the main part of this article,
we discuss methods for exploring different embedding spaces
(see Section V) and the robustness of embedding representations
with respect to degradations of the audio signal (see Section VI).
Furthermore, we study in Section VII the embedding space
trajectories of blended sounds. Finally, Section VIII concludes
this article.

We publish relevant data and source code alongside this article
to enable reproducibility of the experiments.1

II. RELATED WORK

The paradigm of transfer learning was successfully used
in various disciplines ranging from computer vision, natural
language processing, to speech processing [10]. In the field of
audio analysis, DAEs were trained either in a supervised or self-
supervised fashion [11]. A common self-supervised learning
strategy is contrastive learning [12], [13], [14], where embedding
representations are learnt to capture similarity relationships
between data instances or augmented versions thereof. While
most DAEs operate solely in the audio domain, relationships
between audio data and other modalities can be modeled by
learning joint embedding spaces. Such cross-modal embeddings
were applied for several audio-visual tasks such as identity
verification [15], audio-visual stream correspondence [4], scene
classification [16], text-based audio retrieval [14], [17], [18],

1[Online]. Available: https://github.com/jakobabesser/embedding_
robustness_2022

and cross-modal retrieval based on audio, images, and text [13].
Further knowledge and constraints can be integrated during the
learning process, for instance, using additional loss terms for
regularization [19].

While most deep audio embeddings rely on spectrogram-like
feature representations such as the Mel-spectrogram [2], [3],
[4], [12], Lopez-Meyer et al. [20] propose a convolutional
neural network (CNN) architecture that maps raw audio clips
to an embedding representation in an end-to-end fashion. Kong
et al. [5] combine both waveform-based and spectrogram-based
features in deriving the PANN embeddings. Deep generative
models for audio synthesis [21] or music synthesis [22] on a
waveform-level often use encoder–decoder network architec-
tures to learn suitable embedding representations [23], which
can further be be regularized to control the perceptual properties
of the synthesized audio [24].

DAEs have been applied for a large variety of down-stream
tasks. Most audio embeddings are trained on the AudioSet [25],
which to date is the largest set of audio files from different
domains, including speech, environmental sounds, and music.
Previous work has shown that DAEs trained for sound clas-
sification perform well for related tasks such as urban sound
tagging [26], [27], [28], acoustic scene classification [9], and
various other audio classification tasks ranging from music to
industrial sounds [7]. Notably, DAEs are also effective for tasks
outside of their original training data domain such as audio cap-
tioning [29], [30], speech enhancement [31], and for detecting
COVID-19 in respiratory-related sounds like breathing, cough,
and speech [32]. Furthermore, DAEs have been used for SED
in order to inform algorithms for source separation [8], [33] and
speech denoising algorithms [34].

In the context of transfer learning, the most common way to
evaluate embedding representations is to measure their perfor-
mance on a set of down-stream tasks [4], [5], [7]. The Holistic
Evaluation of Audio Representations (HEAR) benchmark rep-
resents the largest effort so far to evaluate embeddings for a large
number of down-stream tasks [35].

In addition to such general performance evaluations, em-
bedding spaces have been investigated to better understand the
predictions of classification models. For multi-class classifica-
tion tasks, it is common to visualize embedding spaces after
applying dimensionality reduction techniques such as Principal
Component Analysis (PCA), t-Distributed Stochastic Neigh-
bor Embedding (t-SNE), or Uniform Manifold Approximation
and Projection (UMAP). Such visualizations allow for testing
whether class instances form well separated clusters in the em-
bedding space. A common observation is that class separability
typically improves in the embedding space from layer to layer,
which supports the idea of hierarchical feature learning [36].
We study in detail how sound classes scatter in the embedding
spaces of different audio representations in Section V-B.

The analysis of DAEs can provide powerful cues about char-
acteristics of the input data of a neural network. As shown by
Stacke et al. in [37], a discrepancy between embedding space
distributions of two datasets can be used as a proxy to quantify
domain shift. Similarly, changes in the embedding space have
been investigated as indicator for the robustness of embedding
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Fig. 2. Audio clips are segmented into one-second blocks from which em-
bedding vectors are extracted and averaged. Block-level embedding vectors are
then concatenated to yield a final embedding vector.

representations towards degradations of the audio signal [38].
While this previous study investigated only the OpenL3 and
YamNet embeddings, we follow in this article a similar approach
to measure the robustness of seven different audio represen-
tations towards audio degredations in Section VI. While most
prior work focused on multi-class classification tasks, the study
of embedding spaces for multi-label tasks such as SET is a
relatively new field of research [39], [40]. To the best of our
knowledge, no prior work investigated embedding spaces for
SET.

III. AUDIO REPRESENTATIONS

In this section, we first explain the general procedure of
embedding extraction from audio files. Then, we introduce
seven audio representations, which we compare in our exper-
iments. These representations include two non-trainable audio
representations (NTARs) as discussed in Section III-B and five
pre-trained deep audio embeddings (DAEs) as discussed in
Section III-C.

A. Embedding Extraction

In the following, we explain how we extract embedding
vectors from monaural audio clips x ∈ RL·fs . We enforce the
clip duration to be an integer multiple of seconds by applying
zero-padding if necessary.L ∈ N denotes the number of seconds
andfs ∈ N denotes the sample rate in Hz. As visualized in Fig. 2,
we first partition the audio clip x into L non-overlapping blocks
xb ∈ Rfs of one-second duration. An embedding function f
maps each block xb to a block-level embedding matrix Zb

as f : xb ∈ Rfs �→ Zb ∈ REb×M with Eb ∈ N denoting the
embedding size and M ∈ N denoting the feature rate in Hz.
Afterwards, we average Zb over the time frames and obtain an
embedding vector zb ∈ REb . Finally, we stack all block-level
embedding vectors to a final embedding vector z ∈ RE with
E = L · Eb. In our experiments, we analyze 5s long audio files,
henceL = 5. As an alternative, variable-length input clips could
be processed using a shingle-based approach [41], where mul-
tiple pre-defined fixed-size embedding matrices are extracted
from longer audio clips using an overlap of 50 %.

When analyzing a set of N ∈ N audio clips, we stack their
embedding vectors to an embedding matrix Z ∈ RN×E . As
basis for distance calculations in the corresponding embed-
ding space, we apply z-score normalization to Z. As will be

TABLE I
COMPARISON OF ALL COMPARED AUDIO REPRESENTATIONS IN TERMS OF THE

BLOCK-LEVEL EMBEDDING MATRIX SIZE Eb AND FEATURE RATE M , THE

STACKED EMBEDDING SIZE E, AS WELL AS THE TRAINING OBJECTIVE OF THE

DAES (SL - SUPERVISED LEARNING, SSL - SELF-SUPERVISED LEARNING)

discussed in the following sections, most investigated audio
representations have different time resolutions. The presented
approach of averaging over block-level embeddings leads to the
same temporal resolution of one second for each embedding,
which we believe is a good compromise that allows to capture
time-dependent sound characteristics.

Table I summarizes all audio representations, which are com-
pared in this article: The embedding dimensionality Eb and
feature rate M of the block-level embedding matrices Zb as
well as the embedding dimension E of the stacked embeddings
z are provided. The training objective (last column) of the DAEs
is either supervised learning (SL) or self-supervised learning
(SSL).

B. Non-Trainable Audio Representations

As baseline representations, we use the librosa Python li-
brary [42] to compute two NTARs, which characterize the
time-frequency energy distribution in the audio clips. Here,
we use a sample rate of fs = 22.05 kHz (as in [43]), a
hopsize of 1024 samples (46.4ms), and a blocksize of 2048
samples (92.9ms). The first representation is a log-magnitude
Mel-spectrogram (MelSpec) using 128 Mel bands. As sec-
ond representation, we compute the first 13 Mel-frequency
Cepstral Coefficients (MFCC) as a compact representation of
the spectral envelope. Both NTARs have a feature rate of
M = 22 Hz.

C. Deep Audio Embeddings

In addition to the NTARs introduced in Section III-B, we
investigate five pre-trained DAEs, which are based on different
CNN and Transformer architectures. All DAEs were trained on
the AudioSet dataset [25], which is the largest audio dataset to
date covering different audio domains. The AudioSet includes
around two million audio clips, which are weakly-labeled with
an average of 2.7 labels per file. The dataset covers 527 sound
classes. All DAEs except for the PANN embeddings use Mel-
spectrogram variants as input features, however with different
number of Mel bands and time resolution (hopsize). As shown in
the original publications, the performance of the DAEs is greatly
influenced by their parameters. We use the best-performing
models here and do not include further ablation studies related
to model parameters. While this section provides a high-level
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overview over the applied deep audio embeddings, a detailed list
of model parameters are provided on the accompanying website.
Since all DAEs rely on NTARs as input representations, we
hypothesize that DAEs in general will show a better performance
on the SET task.

Kumar et al. [3] proposed a CNN with 12 convolutional layers
with intermediate pooling and a final global pooling operation
to make use of the weak labels of the AudioSet. The network
processes Mel-spectrograms with 128 Mel bands as input rep-
resentations. Finally, the layer activations of the penultimate
convolutional layer are used as (Kumar) embedding vector with
Eb = 1024 and a feature rate of M = 1 Hz.

The OpenL3 [4] embeddings are DAEs that are trained in
a self-supervised fashion. This approach does not require any
labeled data but instead uses audio–visual correspondences as
training objective. The underlyingL3-Net was initially proposed
in [44] and includes two sub-networks for audio and image
processing, respectively, and several fusion layers. The audio
sub-network processes Mel-spectrograms using a stack of four
convolutional layers with intermediate max pooling. Multiple
configurations of the OpenL3 embeddings exist which were
trained on different subsets of the AudioSet dataset. We use the
“music” configuration with 256 Mel bands and an embedding
size of Eb = 512, which has shown to outperform the “en-
vironmental” configuration for various datasets including the
ESC-50 dataset [4], [7]. The embeddings have a feature rate of
M = 42 Hz.

The Pretrained Audio Neural Network (PANN) embeddings
were introduced by Kong et al. [5]. Among several tested
network architectures, the “Wavegram-Logmel-CNN” model
performed best for the AudioSet (sound) tagging task. The
used CNN14 model includes a total of 12 convolutional layers
combined with two final dense layers. Opposed to the other
three DAEs, the PANN embeddings combine as input a learnable
waveform-based input feature (wavegram) and a non-trainable
Mel-spectrogram with 64 Mel bands. Furthermore, a final global
pooling operation aggregates the full temporal context of a given
audio file by combining max and average pooling. The final
dimensionality of thePANN embedding matrix isEb = 512with
a feature rate of M = 1 Hz.

The VGGish embeddings [2] are based on a modified version
of a VGG model [45] that includes five convolutional layers
and three final dense layers. The network takes log-magnitude
Mel-spectrograms with 64 Mel bands as input. Each VGGish
embedding vector has a size of Eb = 128 with a feature rate of
M = 1 Hz.

As alternative to the convolutional neural network architec-
ture, we incorporate the Audio Spectrogram Transformer (AST)
model [46] as DAE, which takes sequences of Mel-spectrogram
patches as input. In particular, we use the PaSST-S model
proposed in [6], which was trained using a strategy referred to as
structured patchout. The patchout technique involves removing
randomly chosen patches from the input sequence. In structured
patchout, the removed patches are selected in such way that
they cover the entire frequency range at one particular time
window or, vice versa, the entire clip duration at a specific fre-
quency range. This approach is comparable to data augmentation

TABLE II
DESCRIPTIONS AND LABELS FOR FIVE DIFFERENT AUDIO DEGRADATIONS

WITH CORRESPONDING AUDIOMENTATIONS PARAMETER SETTINGS BELOW

techniques used for SpecAugment [47]. Each PaSST embed-
ding vector has a size of Eb = 1295 with a feature rate of
M = 20 Hz.

IV. EXPERIMENTAL DATASET

For our investigations, we use an augmented version of the
ESC-50 dataset [48], which is a freely-available sound recogni-
tion dataset that has been widely used as benchmark for SET2. It
includes 2000 5s-long isolated sound recordings from 50 sound
classes. The dataset covers a large variety of sound classes
that range from domestic and urban sounds, over nature and
animal sounds, to human non-speech sounds. As all DAEs are
pre-trained on the AudioSet dataset, we consider the audio clips
of the ESC-50 dataset as previously unseen and hence as suitable
data for our experiments.

Our research focus is on embedding space analysis for SET.
To this end, we create 1000 random pairs of sounds taken from
the ESC-50 dataset. Given our random sound assignment, the
large majority of 98.2% of the sound pairs include sounds
from different classes. From each sound pair, we create six
mixtures by blending between the sound pairs. In addition to its
unprocessed version, we create four degraded versions of each
mixture using the methods listed in in Table II. These versions
are used in Section VI to study the robustness of different audio
representations towards audio degredations. We refer to this
dataset as “ESC50Mix” in the following.3

For the m-th random sound pair (xm,1, xm,2) with
xm,1 ∈ RL·fs , xm,2 ∈ RL·fs with L = 5 and m ∈ [1 : 1000],
we create sound mixtures using a mixture coefficient
γg ∈ {0, 0.2, 0.4, 0.6, 0.8, 1} (indexed by g ∈ {1 : 6}) and ap-
ply a degradation function Λa (indexed by a ∈ {1 : 5}) as

xm,g,a = Λa (γg · xm,1 + (1− γg) · xm,2) (1)

with m denoting the sound pair index. The mixing indices
g ∈ {1, 6} result in the isolated sounds xm,2 and xm,1, respec-
tively, while g ∈ [2 : 5] result in mixtures of both sounds. No
normalization is applied to the original ESC-50 audio clips.

2[Online]. Available: https://github.com/karolpiczak/ESC-50
3The dataset has been published at https://zenodo.org/record/7913031
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Fig. 3. Inter-correlation strength αi for different audio representations. Error
bars indicate standard deviation across feature dimension pairs.

As detailed in Table II, we use the audiomentations4

Python library to implement loudness reduction, additive Gaus-
sian noise, as well as low-frequency and high-frequency boost
as degradation functions Λa. In total, the ESC50Mix dataset
includes 30000 audio clips. Given an embedding function f(·),
each sound mixture xm,g,a is mapped to its corresponding
embedding vector zm,g,a ∈ RE as

zm,g,a = f(xm,g,a). (2)

For the experiments conducted in this article, we stack the em-
bedding vectors of all 1000 sound pairs separately for each com-
bination of embedding function and audio degradation method
as an embedding matrix Z ∈ R1000×E .

V. EMBEDDING SPACE EXPLORATION

In this section, we introduce several measures to explore
the embedding space distributions of the audio representations
introduced in Section III.

A. Inter-Correlation

We investigate the redundancy of an audio representation by
measuring the average pair-wise correlation between its feature
dimensions. We use the sample Pearson correlation coefficient
as correlation measure. It is defined as

r(q, v) =

∑K
i=1(qi − μq)(vi − μv)√∑K

i=1(qi − μq)2
√∑K

i=1(vi − μv)2
(3)

for two vectors q ∈ RK and v ∈ RK with K ∈ Z and their
means μq ∈ R and μv ∈ R, respectively.

Given a stacked embedding matrix Z ∈ RN×E of N row-
wise stacked embedding vectors z ∈ RE , we measure the inter-
correlation strength αi as

αi =
1

E(E − 1)

∑
i∈[1:E]

∑
j∈[1:E]
j �=i

|r(Z[:, i], Z[:, j])| (4)

withZ[:, i] ∈ RN denoting the i-th column ofZ. For simplicity,
we only investigate the non-degraded isolated sound recordings
(a = 1, g ∈ {1, 6}).

As shown in Fig. 3, DAEs are less redundant audio represen-
tations than NTARs as their inter-correlation strength is lower.

4https://github.com/iver56/audiomentations

Fig. 4. Possible embedding space configurations with four well-separated
classes (left) and four partially overlapping classes (right). The intracluster
distance Δ for the purple class as well as the intercluster distance δ between the
purple and blue classes are shown as examples.

This holds in particular for the DAEs trained in a supervised
fashion (Kumar, PANN, and VGGish). The high value for
MelSpec is expectable since adjacent filters in the triangu-
lar filterbank for the Mel-frequency mapping overlap. MFCC,
OpenL3, and PaSST show similar inter-correlation strength
values.

B. Class Scattering

If we consider a multi-class classification scenario, an ideal
embedding space has dense and well-separated clusters for each
class as shown on the left side of Fig. 4. In contrast, as shown on
the right side, partially overlapping classes can cause confusions
between adjacent classes and hence complicate the task for a
subsequent classification model. In this section, we use the Dunn
Index (DI) [49] and the Davies-Bouldin Index (DBI) [50] as
two established separation measures to characterize the class
scattering in the embedding space for the non-degraded isolated
sound recordings (a = 1, g ∈ {1, 6}).

Given a set Z = {z ∈ RE} of embedding vectors of isolated
sounds, let Zi = {z ∈ Z | c(z) = i} be the subset of all em-
bedding vectors labeled with class c(z) ∈ [1 : C] where C ∈ N
denotes the number of classes. The class centroids in the em-
bedding space are computed as

μi =
1

|Zi|
∑
z∈Zi

z. (5)

The intracluster distance Δi measures the average distance of
all class samples to their class centroid as

Δi =
1

|Zi|
∑
z∈Zi

d(z, μi) (6)

where d(·) denotes the Euclidean distance. The intercluster dis-
tance δi,j measures the distance between the two class centroids
of class i and j as

δi,j = d(μi, μj). (7)

Based on these concepts, the Dunn IndexαDI looks for the closest
pair of clusters as well as the most spread cluster to derive a

https://github.com/iver56/audiomentations
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Fig. 5. Dunn Index (DI) and Inverted Davies-Bouldin Index (DBI) for different
audio representations. Higher values indicate a better class separability.

separation measure as

αDI =

mini,j∈[1:C]
i�=j

δi,j

maxi∈[1:C] Δi
(8)

This measure follows a “pessimistic” view and only considers
the most poorly segregated and widely dispersed classes.

As a second measure, the Davies-Bouldin Index first com-
putes pair-wise cluster similarity measures as

Ri,j =
Δi +Δj

δi,j
(9)

Then, for each class, the most similar other class is identified
and these similarity values are finally averaged as

αDBI =
1

C

∑
i∈[1:C]

max
j∈[1:C]
j �=i

Ri,j (10)

Since αDBI decreases with improved class separability, we use
the inverted DBI measure (1/αDBI) as a separation measure of
a given clustering.

Fig. 5 summarizes the two measures for all audio representa-
tions. Both measures show a similar trend that DAEs in general
yield a better class scattering in the embedding space. At the
same time, there is no clear evidence whether DAEs trained in a
supervised or self-supervised fashion show a better separability.

VI. SENSITIVITY TO AUDIO DEGRADATIONS

In this section, we aim to measure the sensitivity of audio
representations against different types of audio degradations.
Such degradations are caused by acoustic variations such as
background noise and loudness variations, which often appear in
real-world sound monitoring scenarios. Ideally, an embedding
function f(·) is robust against such audio degradations since
they do not change the semantics of the sound classes to be
recognized.

As illustrated in Fig. 6, we consider two types of sensitivity
measures. In the class-agnostic measure ψa (see left side of
Fig. 6), we do not take the class membership of embedding
vectors into account. Instead, we consider only the distance
between the non-degraded embedding vector z and the degraded
embedding vector zd:

ψa =
1

|Z|
∑
z∈Z

d(z, zd). (11)

Fig. 6. Class-agnostic view (left side) and class-centric view (right side)
for computing the sensitivity towards a degradation function, which causes a

embedding vector z to move to zd. For the class-centric view, z(+)
d

and z(−)
d

show two cases where the embedding vector moves either towards or away from
its corresponding class centroid μz.

Fig. 7. Sensitivity measures ψa (upper plot) and ψc (lower plot) observed per
audio representation and degradation type. Error bars indicate standard deviation
across test samples. Horizontal dashed lines indicate global averagesψa andψc

over both sensitivity values.

In the class-centric measure ψc (see right side of Fig. 6), we
measure the “drift” of an embedding vector relative to its corre-
sponding class centroid μc(z):

ψc =
1

|Z|
∑
z∈Z

(
d(z, μc(z))− d(zd, μc(z))

)
. (12)

Positive values for ψc indicate that an embedding vector moves
towards its class centroid whereas negative values indicate a drift
away from it.

In our experiment, we analyze the degraded versions of the
isolated sound recordings in the ESC50Mix dataset (g ∈ {1, 6}).
Fig. 7 illustrates the mean sensitivity values and the correspond-
ing error bars based on the standard deviation computed over
all audio recordings. The class-agnostic sensitivity measure ψa

show that the “Noise” degradation has the strongest impact on
the embeddings and generally causes the embeddings to move
away from their class centroids with the exception of MFCC,
where ψc remains almost zero on average. This is expectable, as
the MFCC provide a decorrelated approximation of the spectral
envelope, which naturally suppresses noise.

On the other hand, the “Quiet” degredation, which reduces
the loudness, leads to an embedding drift for all representations
except for MelSpec. Notably, the MFCCs seem robust to such
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Fig. 8. Two possible embedding space trajectories that are obtained by blend-
ing between two sounds z0 and z1. Given a sound mixture zg of these sounds, the
plots show the distancesd0,d1, andd∗ towards the corresponding class centroids
μ0 and μ1 as well as the closest out-of-class centroid μ∗. The trajectory (black
dotted line) indicates a “wrapped” continuous path on a submanifold embedded
in a high-dimensional feature space.

degradation as they tend to drift towards their class centroids
which does not introduce a higher risk for misclassifications. The
two audio degradations “BoostHigh” and “BoostLow”, which
alter the spectral envelope, have a stronger effect on the DAEs
than on the NTARs. However, both do not cause a strong drift
towards or away from the class centroids. In summary, while
this investigation revealed individual strengths and weaknesses
of all embeddings, the PaSST as well as the PANN embeddings
appear to be in overall the most robust representations against
the investigated audio degradations.

VII. SOUND BLENDING TRAJECTORIES

In this experiment, we investigate how a blending between two
isolated sounds maps to a trajectory between their embedding
vectors. We argue that if such a trajectory passes by other classes
in the embedding space, misclassification can be caused. Fig. 8
illustrates this idea: Given the embedding vectors z0 and z1 of
two isolated sounds, we investigate the trajectory corresponding
to the embedding vectors of the mixtures zg of both sounds,
which according to (1) depends on the mixing coefficient g. In
this experiment, we do not apply any audio degradation (a = 1).

A. Embedding Space Distances

Given an example mixture zg along this trajectory, we mea-
sure its embedding space distance to the class centroids μ0 and
μ1 of both isolated sounds as d0 = d(zg, μ0) and d1 = d(zg, μ1)
as well as its distance to the closest out-of-class centroid μ∗

z as
d∗ = d(zg, μ

∗
z). Fig. 8 illustrates two possible trajectories: The

first trajectory (left plot) passes by two other classes (purple
triangles, green pentagons) and shows potential for sound mis-
classification. The second trajectory (right plot) remains close to
the original classes (blue stars, orange circles) and the mixtures
remain further away from out-of-class centroids.

Fig. 9 shows the dependence of the three distance values
d0, d1 and d∗ on the mixing parameter g for different audio
representations. The plots show the mean values averaged over
all 1000 sound pairs to illustrate general trends. We make several
observations: First, d∗ has a convex shape and is consistently
below d1 and d2 for the NTARs as well as for OpenL3. This

Fig. 9. Subplots show for all embedding types the distancesd0 andd1 between
the mixture embeddings z to the class centroidsμz,0 andμz,1 of the correspond-
ing sound classes as well as the distance d∗ to the closest out-of-class centroid
μ∗z. A likelihood measure for class confusion is derived as min(d0, d1)− d∗
and shown here only for positive values.

property is disadvantageous for SET as it indicates that both
the isolated sounds as well as the mixtures tend to remain
closer to out-of-class centroids than to their corresponding
class centroids. When looking at the supervised DAEs (Ku-
mar, PANN, PaSST, and VGGish), d∗ has a concave shape,
which indicates that for stronger mixtures (g ∈ {0.4, 0.6}), the
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Fig. 10. Multi-label SET performance of a two-layer MLP model measured
as macro-level mean average precision (mAP), which is shown for differ-
ent embeddings and different types of sound mixtures based on the mixing
coefficient g.

potential for confusion with other classes is smaller than for
isolated sounds (g ∈ {0, 1}) or soft mixtures (g ∈ {0.2, 0.8}).
We further illustrate in Fig. 9 a likelihood measure for class
confusion derived asmax(0,min(d0, d1)− d∗). In particular for
the PANN and PaSST embeddings, we have the desired property
that min(d0, d1) < d∗ holds true for all mixture coefficients g.
Therefore, we expect the structure of the embedding spaces of
both the PANN and PaSST embeddings to be most suitable for
low-polyphony SET among the investigated audio representa-
tions as class confusions due to proximate out-of-class centroids
being mostly avoided.

B. SET Experiment

Complementary to the embedding space distance investiga-
tions presented in Section VII-A, we run a SET experiment
using the ESC50Mix dataset. We use the first 800 sound pairs
as training data and the last 200 sound pairs as test data. Again,
we focus on the non-degraded audio clips (a = 1) and consider
all gain factors g when compiling the training and test datasets.
Consequently, all SET models are trained and evaluated with
both single-label and multi-label audio clips. In particular, we
obtain single-label annotations for all audio clips with only
one sound being audible (γg = 0 and γg = 1) and multi-label
annotations for all sound mixtures.

Inspired by [7], we use a two-layer Multi-Layer Perceptron
(MLP) model as a classifier to process the embeddings, which
consists of a first layer with 128 neurons and a Rectified Linear
Unit (ReLU) activation function and a second layer of 50 neurons
with a sigmoid activation function. All models are trained for 150
epochs using binary crossentropy loss, the Adam optimizer [51]
with a learning rate of 10−3, and a batch size of 32. We ran-
domly use 20 % of the training set as validation set and use
early stopping on the validation loss to stop the training. The
macro-average mean average precision (mAP) is computed as
evaluation metric.

Fig. 10 summarizes the mAP values obtained for three types
of sound mixtures ranging from isolated sounds (g ∈ {0, 1})
over mixtures of one predominant and one background sound

(g ∈ {0.2, 0.8}) to mixtures of two sounds of similar intensity
(g ∈ {0.4, 0.6}). It comes by no surprise that we can observe
a decrease in mAP from single-label audio clips with isolated
sounds to multi-label audio clips. Interestingly, the tagging
models perform slightly better for the multi-label clips when
both sounds have a similar intensity. The NTARs perform
significantly worse than the DAEs. Presumably, the shallow
MLP model is less expressive using NTARs, which characterize
sounds only by the shape of their spectral envelopes. DAEs, in
contrast, are trained to capture more complex temporal-spectral
patterns. When comparing the different DAEs, the PANN em-
bedding perform best followed by OpenL3 and PaSST embed-
dings, which perform en par. This confirms our findings from
Section VII-A, where DAEs clearly outperformed the NTARs.
As only exception, the OpenL3 embeddings perform better
than expected based on the observed embedding space distance
relationships.

VIII. CONCLUSION

Motivated by the challenges of deploying machine listening
approaches for real-life application scenarios, we study in this
article the suitability of two non-trainable audio representations
(NTARs) as well as five deep audio embeddings (DAEs) for SET.
We first investigated general properties of these embeddings
such as the redundancy caused by feature inter-correlations as
well as the class separability in the embedding spaces. Then, we
assessed the robustness of the embeddings against four types
of audio degredations. We proposed two measures based on a
class-agnostic and a class-centric view on the resulting embed-
ding drift in the embedding space. We observed that both NTARs
and DAEs have individual weaknesses while the PaSST and
PANN embeddings seem to be the most robust representations.

As a main contribution of this article, we blended between
random sound pairs to create sound mixtures and studied the
resulting embedding space trajectories to assess the risk of sound
misclassification. This arises if sound mixtures are too close to
other sound classes in the embedding space. Again, we found
that the embedding space of the PANN embeddings seems to
be structured in such way that sound mixtures generally remain
close enough to their original sound classes, which leads to su-
perior SET performance. Our analyses so far are based on a low
sound polyphony of two overlapping sounds. As future work,
new training approaches should be developed to learn DAEs
which better account for sound mixtures of higher polyphony
degrees, which are common in real-world soundscapes. Another
open question is, how the proposed embedding space trajectories
can be generalized to higher sound polyphony degrees with a
rapidly increasing number of sound permutations.
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[44] R. Arandjelović and A. Zisserman, “Look, listen and learn,” in Proc. IEEE
Int. Conf. Comput. Vis., Venice, Italy, 2017, pp. 609–617.

[45] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” in Proc. Int. Conf. Learn. Representations,
San Diego, CA, USA, 2015, pp. 1–14.

[46] Y. Gong, Y.-A. Chung, and J. Glass, “AST: Audio spectrogram trans-
former,” in Proc. Annu. Conf. Int. Speech Commun. Assoc., 2021,
pp. 571–575.

[47] D. S. Park et al., “SpecAugment: A simple augmentation method for
automatic speech recognition,” in Proc. Annu. Conf. Int. Speech Commun.
Assoc., Graz, Austria, 2019, pp. 2613–2617.

https://dx.doi.org/10.1109/ICASSP39728.2021.9413528
https://dcase.community/documents/challenge2021/technical_reports/DCASE2021_Du_124_t1.pdf
https://dcase.community/documents/challenge2021/technical_reports/DCASE2021_Du_124_t1.pdf
https://dcase.community/documents/challenge2020/technical_reports/DCASE2020_Iqbal_38_t5.pdf
https://dcase.community/documents/challenge2020/technical_reports/DCASE2020_Iqbal_38_t5.pdf
https://dx.doi.org/10.1109/TASLP.2023.3293015
https://zenodo.org/record/3955228


ABEßER et al.: HOW ROBUST ARE AUDIO EMBEDDINGS FOR POLYPHONIC SOUND EVENT TAGGING? 2667

[48] K. J. Piczak, “ESC: Dataset for environmental sound classification,” in
Proc. 23 rd Annu. ACM Conf. Multimedia, Brisbane, Australia, 2015,
pp. 1015–1018.

[49] J. C. Dunn, “A fuzzy relative of the ISODATA process and its use in
detecting compact well-separated clusters,” J. Cybern., vol. 3, no. 3,
pp. 32–57, 1973.

[50] D. L. Davies and D. W. Bouldin, “A cluster separation measure,” IEEE
Trans. Pattern Anal. Mach. Intell., vol. PAMI- 1, no. 2, pp. 224–227,
Apr. 1979.

[51] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimiza-
tion,” in Proc. Int. Conf. Learn. Representations, San Diego, USA, 2015.
[Online]. Available: https://dare.uva.nl/search?identifier=a20791d3-1aff-
464a-8544-268383c33a75

Jakob Abeßer (Member, IEEE) received the
Diploma in computer engineering from the Tech-
nische Universität Ilmenau, Ilmenau, Germany, in
2008. In 2014, he received the Ph.D. degree in media
technology. Since 2008, he has been a Research Sci-
entist with the Fraunhofer Institute for Digital Media
Technology (IDMT), Ilmenau. In 2010, he was with
the Centre of Excellence in music, mind, body and
brain, University of Jyväskylä, Jyväskylä, Finland, for
a research stay. His dissertation, supervised by Prof.
Gerald Schuller, deals with automatic transcription,

classification, and synthesis of bass guitar recordings. From 2012 to 2017, he
further joined the University of Music Franz Liszt, Weimar, Germany, as a
Research Associate in the Jazzomat research project under supervision of Prof.
Martin Pfleiderer. Since 2018, he has been a Principal Investigator and since
2021, a Senior Scientist with Fraunhofer IDMT. He is also currently a Visiting
Researcher with the Semantic Audio Processing Group headed by Prof. Meinard
Müller with International Audio Laboratories, Erlangen, Germany. Working
towards a habilitation degree, his research interests include intersection between
machine listening and music information retrieval.

Sascha Grollmisch received the engineering diploma
in Media Technology in 2009 from Technische Uni-
versität Ilmenau, Illmenau. He started his career as
a Software Developer with Fraunhofer Institute for
Digital Media Technology (IDMT). Motivated by his
passion for music, he was later part of the spin-
off company Songquito, which distributes the music
education software Songs2See, developed within a
long-term research project with Fraunhofer IDMT.
For their effort in developing one of the first fully
interactive music learning games, the Songquito team

was the recipient of the Innovation and Entrepreneur Award of the German
Informatics Society. In the following years, Sascha’s interest and knowledge in
automatic music and audio analysis grew stronger with several industry projects,
changing his role from software developer to deep learning Researcher. With
the ACMus research project, Sascha started working toward the Ph.D. degree
with Technische Universität Ilmenau, in 2019. His thesis focuses on few-shot
and semi-supervised deep learning for audio classification tasks from industrial
sounds to music recordings.

Meinard Müller (Fellow, IEEE) received the
Diploma in mathematics and Ph.D. degree in com-
puter science from the University of Bonn, Bonn,
Germany, in 1997 and 2001, respectively. After the
Postdoctoral studies (2001-2003) in Japan and Habil-
itation (2003-2007) in multimedia retrieval in Bonn,
he was a Senior Researcher with Saarland University,
Saarbrücken, Germany, and the Max-Planck Institut
für Informatik (2007-2012), Saarbrücken, Germany.
Since 2012, he has held a Professorship for Semantic
Audio Signal Processing with the International Audio

Laboratories Erlangen, Erlangen, Germany, a joint institute of the Friedrich-
Alexander-Universität Erlangen-Nürnberg (FAU) and the Fraunhofer Institute
for Integrated Circuits IIS. His research interests include music processing,
music information retrieval, audio signal processing, and motion processing.
He was a Member of the IEEE Audio and Acoustic Signal Processing Tech-
nical Committee (2010-2015), Member of the Senior Editorial Board of the
IEEE Signal Processing Magazine (2018-2022), and Member of the Board of
Directors, International Society for Music Information Retrieval (2009-2021,
being its President in 2020/2021). In 2020, he was elevated to IEEE Fellow for
contributions to music signal processing.

https://dare.uva.nl/search?identifier=a20791d3-1aff-464a-8544-268383c33a75
https://dare.uva.nl/search?identifier=a20791d3-1aff-464a-8544-268383c33a75


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


