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Bilateral Cochlear Implant Processing of Coding
Strategies With CCi-MOBILE, an Open-Source
Research Platform

Ria Ghosh

Abstract—While speech understanding for cochlear implant (CI)
users in quiet is relatively effective, listeners experience difficulty
in identification of speaker and sound location. To assist for better
residual hearing abilities and speech intelligibility support, bilat-
eral and bimodal forms of assisted hearing is becoming popular
among CI users. Effective bilateral processing calls for testing
precise algorithm synchronization and fitting between both left
and right ear channels in order to capture interaural time and
level difference cues (ITD and ILDs). This work demonstrates
bilateral implant algorithm processing using a custom-made CI
research platform - CCi-MOBILE, which is capable of capturing
precise source localization information and supports researchers
in testing bilateral CI processing in real-time naturalistic envi-
ronments. Simulation-based, objective, and subjective testing has
been performed to validate the accuracy of the platform. The
subjective test results produced an RMS error of 1+-8.66° for source
localization, which is comparable to the performance of commercial
CI processors.

Index Terms—Cochlear implant (CI), coding strategies,
temporal offset, Interaural time duration (ITD), bilateral CIs, ILD,
channel synchronization.

1. INTRODUCTION

HE cochlear! implant (CI) is a surgical device that is
T capable of restoring hearing functionality for individuals
with severe to profound hearing loss. A receiver coil and a set
of 16 to 24 electrodes (depending upon the CI manufacturer)
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comprise the implanted part of the CI. These electrodes mimic
the functionality of the human hair follicles, that involves con-
verting incoming analog sound signals into electric signals for
auditory nerve processing. An external behind-the-ear (BTE)
processor captures incoming audio and converts it into digital
biphasic pulse trains through a signal processing routine [1],
[21, [3], [4]. This routine (see [5] for more detail) is based on
a relationship between the amplitude/frequency components of
speech and the intracochlear electrodes. Information about the
number of electrodes to be excited and the desired current levels
are encoded in the biphasic pulse train, which then stimulates
the implanted electrode array connected to the auditory nerve
endings. Specifically, the BTE processor allows the signal to
be passed through a set of bandpass filters with frequency
allocations equivalent to the tonotopic nature of the cochlea and
then rectified to analyze the envelope spectrum. Logarithmic
compression is then applied to map the power spectral densities
to clinical (auditory based) units for each electrode. Stimulation
of electrodes occurs in a continuous, interleaved manner based
on biphasic pulse generation from the timing and amplitude
range set from the cochlear implant recipient’s electric sensi-
tivity thresholds (also known as a MAP) [6].

The main difference between the biological process of audi-
tory nerve stimulation and the implant triggered artificial stimu-
lation is that there are millions of hair follicles in a healthy human
ear controlling the wide frequency of audio signals whereas
a cochlear implant only has a max of 24-30 electrodes that
can be implanted in the ear for capturing and translating the
entire audio frequency. For that reason, even after successful
cochlear implantation in one ear, certain CI users have issues in
identifying the direction of sound and communicating properly
as they tend to continue losing their substantial residual hearing
in their better non-implanted ear. Also, transitioning to bilateral
CIs when understanding speech with hearing aids (HA) becomes
extremely residual, has been found to be highly beneficial to both
bilateral and bimodal HA users [7], [8].

Previous studies have reported impression of improved local-
ization ability as well as better perception of speech by bilateral
cochlear implantees (BiCIs) [9], [10]. Certain cases like, minor
differences in the surgical process during simultaneous implan-
tation, time intervals between the sequential cochlear implan-
tation, possibility of the residual hearing loss due to failure of
surgery, mismatch in manufacturer types for each implant, are

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/


https://orcid.org/0000-0002-9107-1781
https://orcid.org/0000-0003-1382-9929
mailto:ria.ghosh@utdallas.edu
mailto:john.hansen@utdallas.edu

1840

some factors that might lead to performance deterioration of CI
users. To make the adjustment process better, a few approaches
have been suggested for better optimization of the fittings in such
cases [11], [12], [13], [14], but none of them have been accepted
as a best practice yet. After the surgery, factors like adding
required delay in the electrical stimulations for synchronous
neural activation, optimizing frequency-to-electrode allocation
and obtaining equal loudness amplification for both ears play an
important role in providing the CI/HA user with a smooth user
experience. Various experiments, to determine speech recogni-
tion and localization abilities of BiCls in comparison to normal
hearing (NH) subjects, have been conducted by research labs
to help audiologists in making the best fittings possible for
each user, but the performance of the subjects have been widely
varying with no set pattern of improvement [15], [16], [17], [18].
It has been found that, bimodal hearing users with sufficient
residual hearing in the ear with a HA, are more capable in
detecting direction of sound as they have a slightly wider range
of frequency access from their natural capability to hear, as
compared to BiCIs with complete hearing loss [8], [9], [19].
A major obstruction to accurate source localization by bimodal
and bilateral Cl users is the distortion of interaural time and level
difference cues (ITD and ILD), and limited ITD sensitivity [20].
A number of CI processing strategies involving encoding of the
time differences [21], [22] have been developed to resolve this
issue to make the experience of hearing as natural as possible to
BiClIs. But most of these algorithm advancements present sim-
ulated results and have not been verified with subjective results
as it is not possible to alter or add the researcher designed-novel
processing, on a CI user’s clinical processor while subject test-
ing. This ends up restricting most of the algorithm improvement
and testing to only the CI manufacturers who have access to such
resources.

The growing need of advanced sound coding strategies for
bilateral CI users, calls for the requirement of a unified sound
processing system, that could give engineers and stand-alone
research labs the flexibility to test the progress of their novel
algorithms at regular intervals through subjective analysis in
naturalistic environments, and not just have simulated proba-
bilistic results. This motivation led to the development of CCi-
MOBILE, a custom-made, open-source research platform devel-
oped at the Cochlear Implant Laboratory, University of Texas
at Dallas. This work presents objective and subject validation
along with flexible customization of bilateral and bimodal signal
processing algorithms using CCi-MOBILE (Fig. 1(a)). Previous
research platforms developed and discussed in [23] required
additional resources or externally coordinated hardware syn-
chronization to test algorithms, making them difficult to be used
in naturalistic environments for real-time testing. CCi-MOBILE
aimed at overcoming such drawbacks and has been designed
to be portable and wearable, allowing performance analysis
of bilateral strategies in real-time with in-field environments
mimicking daily life scenarios for CI/HA users (Fig. 1(c) &
(d)). A new bilateral coding strategy discussed in [24] uses the
CCi-MOBILE to test accuracy and validity of the strategy with
subjects.
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(c)
Fig. 1. (a). CCi-MOBILE research platform (b) compact portable casing
for CCi-MOBILE to fit behind a smart phone, supporting in-field testing in

naturalistic environments (c) & (d) subject testing of novel bimodal/bilateral
algorithms in naturalistic environments using the CCi-MOBILE.

II. CCI-MOBILE PLATFORM

To aid the requirement of optimizing algorithms that run on
the CI signal processing (DSP) chip, CCi-MOBILE mimics the
external system of a cochlear implant, by replacing the industry-
built DSP speech processor with a custom-made Printed Circuit
Board (PCB) programmed by a reconfigurable Spartan-6 FPGA
that can run any novel algorithm developed by researchers.
Behind-the-ear (BTE) microphones and RF (radio frequency)
coils of the clinical processor are replaced with custom-made
microphone shells and RF coils compatible with the PCB, used
during subject testing (Fig. 1(b)). The main processing of im-
plementing and modifying the algorithm is performed backend,
on the PC/smartphone whereas the FPGA performs the function
of real-time/off-line streaming of the input data, analog audio
to digital signal conversion and converting back the processed
electric pulse into amplified audio (for HAs) or a train of biphasic
pulses (for CIs), which is the only form of accepted input to the
implanted electrode array. Researchers can perform subject tests
using the CCi-MOBILE system to optimize the performance of
algorithms programmed in MATLAB and JAVA, prior to going
through FDA approvals and executing the very costly FPGA
to DSP IC conversion needed to fit the algorithm in a BTE
processor. More details are discussed in [25].

III. BILATERAL PROCESSING WITH CCI-MOBILE

As bilateral cochlear implantation has contributed towards
restoring binaural hearing [26], [27], [28], allowing the CI
user’s hearing experience to be more natural, it is important
to ensure proper synchronization between the left and right
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Fig.2. Back-end signal processing performed on each channel independently
with electrodogram generation.

output channels to maintain localization of the incoming sound.
Audio received by the BTEs connected to the CCi-MOBILE
is sampled and digitized by the on-board ADC at the rate of
16 KHz. To support real-time processing and ensure that both
left and right channel data transfer is synchronized, the audio
samples are buffered for 8§ ms (128 samples) before it is passed
on to the computing platform (PC/smartphone) for processing in
MATLAB or JAVA. The left and right input channels process the
incoming audio independently, but the output of both channels
is synchronized against the same clock.

The coding strategy programmed by the researcher in
MATLAB/ JAVA would generate an electrodogram which pro-
vides a simulated visual of which electrodes in the electrode
array would be the best to be excited at a given point in time
(see Fig. 2) This important information of which, when and
at what current level would an electrode be excited is decided
by the coding strategy developed, allowing the researcher to
analyze the effectiveness of their algorithm. The information
gets transferred in form of a bit stream to the FPGA which then
transmits it wirelessly encoded in a train of biphasic pulses, at
user defined stimulation rates through the RF coils to the RF
receiver implanted underneath the ear at a RF carrier frequency
of 5 MHz.

A. Sound Coding Strategies With CCi-MOBILE

This work discusses the localization performance with 3
CI sound coding strategies — ACE (Advanced Combinational
Encoder), CIS (continuous interleaved sampling), and FACE
(formant-based-ACE), using CCi-MOBILE. Each strategy is
programmed in a certain way to fit the input and output re-
quirements of CCi-MOBILE. All three coding strategies are
compatible with Cochlear Corporation’s Nucleus series of CIs.
After implementation, each strategy is analyzed individually and
the performance of two different strategies, implemented simul-
taneously on the left and right channel with varied environmental
conditions, is evaluated to make sure that the output still remains
synchronized.
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Fig. 3.  CIS coding strategy block flow used with CCi-MOBILE.

1) Continuous-Interleaved Sampling (CIS) Coding Strategy:
The CIS strategy proposed in [6], [29] ensures efficient channel
interaction through interleaved non-simultaneous stimuli. The
biphasic pulse train delivered to each electrode has temporal
offsets which eliminate any overlap across channels preventing
possibilities of over-stimulation of electrodes or current leakage.
CIS allows a maximum stimulation rate of 14400 Hz, distributed
among all electrodes. CIS is implemented using CCi-MOBILE
in MALTAB as follows (Fig. 3)-

i) The input to the computing platform running MAT-
LAB/JAVA is the 8 ms long, 128-sample frame from
CCi-MOBILE.

ii) The 128-sample frame is passed into an Overlap-add

Block-shift window onto which a 128-point Hann window
is applied, which is given as:

2mm
= -1
Ll)]m 0, , L

ey

The frames are shifted as per the stimulation rate chosen

by the researcher (default- 1000 pulses per second (pps)).

iii) Next a 128-point Fast Fourier Transform (FFT) is per-

formed, which yields bin frequencies (f..) linearly spaced

at multiples of 125 Hz. As the input signal is received

in real-time, the output is Hermitian symmetric and only

bins 1 to 64 with positive frequency values are used to
calculate magnitude squared spectrum as:

w(m)= 0.5 [1.0 — cos (

X(k)?= X2(k)+X2(k) k =1,...,L/2 (2

iv) The squared spectrum magnitude is then scaled by a
weight matrix to determine the frequency boundaries of
each filter channel. Filter envelope for the nth channel is
given as:

Y(n):\/Za(n,k)XQ(k‘)nzl,...,N 3)
k

v) Additional shape adjustment to the frequency response
of the filter channel is given by a vector of variable
filter channel gains G(n). This makes the final processed
filter bank output vector as: Z (n) = G(n)Y(n) n =
1 N

geeey
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Fig. 4. Block diagram showing (a) ACE and (b) FACE [31] implementations on the CCi-MOBILE used in the experiment.

vi) The output is then scaled according to the electric dy-
namic range required by the CI user’s MAP parame-
ters (maximum comfort loudness, dynamic range, and
threshold values) and added to an output buffer.

To ensure bilateral synchronization, the output buffer
waits till 8 ms worth of pulses have been processed,
then the buffer is passed back to CCi-MOBILE for
transferring the electrode stimulation information to the
implant, encoded in the biphasic pulse train.

Researchers can choose the number of electrodes active for
stimulation according to their experiment requirements. If all
22 channels are kept active for the CIS strategy, then maximum
stimulation rate for the biphasic pulse train can be set only up
to 650 Hz (14400/22), preferably below 600 Hz (keeping the
transfer rate enough below the threshold).

2) Advanced Combinational Encoder (ACE) Coding Strat-
egy: ACE strategy was first discussed in [30] and works as an
advanced adaptation of the CIS strategy, as it lessens channel
interaction and prevents the risk of unnecessary or sudden
activation of all electrodes simultaneously. ACE is based on
the “NofM” principal of coding strategies. It stimulates fewer
but most spectrally dense channels (N) per cycle than active
electrodes(NofM; N<M). Previous subject tests report that in
an experiment comparing the performance of ACE against CIS,
subjects preferred the ACE strategy 30% more than the CIS
strategy [31]. For implementation with CCi-MOBILE, ACE
follows the same steps (i) to (v), after which additional steps are
added before step (vi) for selecting the channels with the most
spectral densities. These additional steps involve sorting the
output and identifying 8—12 (“n”) out of 22 (“m”) channels that
encompass the highest spectral energy in each stimulation cycle.
After selecting the N, qzima, it is logarithmically compressed
using the function-

log (1 +bx) /log (1 +b) © = input;b = 415.995

vii)

The constant “b” is calculated from clinical and sound pro-
cessor parameters. The compressed maxima are then scaled
following the steps (vi) and (vii) of the CIS implementation on
CCi-MOBILE. Fig. 4 (a) highlights the added steps for ACE.

3) Formant-Based ACE (FACE) Coding Strategy: FACE
coding strategy presented in [32] which suggests additional
encoding of formant frequency locations to better select the
“n” out of “m” frequency channels in the ACE processing
strategy. Rather than just choosing the highest spectral bands for
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Fig.5. (a)Processing of same algorithms on both channels (b) processing two
different algorithms on BiCI to support varied environmental conditions.

incoming audio, choosing the spectral bands with most of the
phonetic information (present in highest formant frequencies) is
more beneficial as it provides both harmonic and periodic struc-
ture of speech, making it more information dense. For FACE
implementation on the CCi-MOBILE, additional processing is
included in the ACE strategy framework as shown in Fig. 4(b).
After the step of envelope detection (common for both CIS and
ACE), the channel information is passed through a 28-order
linear predictive coding (LPC) block which models the overall
frequency response of the speech segment for formant estima-
tion. Three formant candidates, F/, F2 and F3 are estimated
through this process. The current detected formant bandwidths
and frequencies are compared with three formants from the
previous stimulation cycle as a continuity check to ensure fluid
vowel movement characterization with a 150-200 Hz bandwidth.
The best 3 channels representing the combination of F/, F2 and
F3 are selected and compressed at first, and the remaining chan-
nels are selected using the “n-maxima” criteria of ACE strategy.
The chosen channels are then scaled and mapped similar to the
CIS implementation.

B. Algorithm Evaluation Protocol

Although the left and right input channels are processed
independently, it is mandatory that for proper localization and
speech perception, the output of both channels are effectively
synchronized for BiCls, even if different algorithms are being
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processed on each channel. This is essential for users who have
better hearing capabilities on one ear and need extra processing
on the other. For e.g., if the audiologist assigns the right ear of
the BiCI user as the better ear, and the left ear to be substantially
poor performing, then the left ear will need further assistance.
This can be aided by having the FACE algorithm run on the left
ear and CIS/ACE run on the better/right ear. In that case, a forced
delay needs to be added on the processing for the right ear, to
match the longer processing time of the left ear. CCi-MOBILE is
designed such that it allows dynamic delay monitoring and stalls
the output buffer until it has received equal amount of frame data
from both left and right channel. Such a testing platform will
allow audiologists to ensure better fittings for BiCls, as they
would have more information on the required delay to assist
better speech understanding. A similar idea has been discussed
in [33], but has not been tested with subjects.

Verifying the capability of CCi-MOBILE to process algo-
rithms with different processing time simultaneously, and pro-
vide a synchronized output, would allow other researchers in the
field to use the platform for similar experiments expanding the
capabilities of ClIs. To verify the performance, the two possible
cases that are being considered are:

a) Running the same coding strategy simultaneously on both

left and right channel,

b) Running different algorithms on each channel from the
above-mentioned coding strategies and analyzing the pro-
cessing time.

Below (Fig. 6) is the test setup for analyzing the processing
time and oscilloscope output synchronization for bilateral CIs.
Both ACE and CIS strategies are real-time processing strategies,
whereas FACE is an offline processing strategy, as the com-
putation time required is more than the real-time processing
frame window. CCi-MOBILE is capable of effective left and
right channel synchronization of both real-time as well as offline
based algorithms. The processing time analysis of different
coding strategies running in parallel will be discussed in the
results section.

IV. EXPERIMENTAL PROTOCOL

Three experiments have been performed to compare and
evaluate multiple aspects of bilateral processing by the CCi-
MOBILE which are: i) simulation-based testing ii) objective
testing and iii) subjective testing. The main goal of all exper-
iments is to justify that the performance of CCi-MOBILE is
not significantly different from commercially available bilateral
clinical processors, and aids as the perfect substitute for indepen-
dent researcher groups to test their new algorithms with subjects.
Two parameters will be monitored through these experiments:
i) internal throughput delay which effects the real-time process-
ing output and ii) external delays occurring due to different
directions of arrival (DoA) to each channel, assisting for sound
localization.

A. Simulation-Based Tests

1) Setup: For the test set up we have left and right chan-
nels coming in; one channel may have some offset due to the
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Fig. 6. (a) The RF output of the CCi-MOBILE probed with an implant
emulator and oscilloscope (b) synchronous output of the left and Right biphasic
pulse train when probed at electrode 17, with an input tone of 414 Hz.

difference direction of arrival and whatever processing is done
on the left and right channels, we must preserve that input
offset to ensure that the CI listener perceives the sound in
the same direction of arrival. That would mean there should
be no additional internal delay to distort the external offset.
To test this hypothesis, the processing time of both the left
and right channels are analyzed through two cases. The first
case of experiments involves (Fig. 7, Case 1) sound coming
from top dead center, hitting the mics straight, with no external
delay and the processing time from both channels is probed at
Stage 1 (Fig. 7). As the left and right channels utilize independent
resources on the computing platform, it is possible that both
channels finish processing at different times, even if it is the
same algorithm. For real-time processing strategies like ACE
and CIS, CCi-MOBILE should be able to stream the output
with negligible delay between channels in order to match the
industry made clinical processors. To ensure this happens, the
output stimulation streaming buffer is programmed dynamically
such that it stalls the faster processed channel till the time data
is received from the slower processing channel. This dynamic
channel stalling logic is confirmed with probing the Output De-
liver buffer at Stage 2 (Fig. 7) and analyzing if still any mismatch
exists between the channels. An example presented in the figure
shows the left channel taking T1 ms to process the incoming
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signal, while the right channel takes T2 ms, with T1 > T2, which
means the right channel processing incoming signal faster than
the left channel. This creates an internal delay of AT, which
is the AT processing mismatch (AT = T1-T2). To rectify this
unwanted mismatch between channels, the output buffer should
stall the right channel by adding AT to T2 and wait until it has
received equal amount of information from the left channel. So,
although at stage 1, the channels might be processing differently,
at stage 2, the output streaming is monitored to ensure that
the mismatch is eliminated. Being able to process algorithms
independently on each channel and yet see the combined output
effect of bilateral hearing is important for researchers trying
to understand how to optimize fittings for users. Case 2 from
Fig. 7 inserts a AX offset that looks at the direction of arrival,
which is fed into the CCi-MOBILE processing box and then
we look at the left and right output streaming at Stage 2 to
measure what the delta offset is obtained. A range of forced
known internal offsets (between 0.05 ms to 5 ms) are randomly
added to a data set of 1000 wav files (consisting of sentences,
words, phonemes, and tones) to confirm whether the known
offset is maintained while the output buffer is streamed through
CCi-MOBILE.

2) Speech Material: Among the 1000 wav files used as a
dataset for the simulation test, 250 wav files are taken from
the AzBio clean database, with 125 male speakers and 125
female speakers [34]. 250 wav files mixed with 5dB speech
shaped noise (SSN) from the IEEE sentences database have
also been added to the dataset, again comprising of 125 male
speakers and 125 female speakers. Five lists of the Consonant
Nucleus Consonant (CNC) database have been added to the
speech material, comprising of monosyllabic words with equal
phonemic distribution across each list, with each list containing
50 words. The remaining 250 .wav files are tonal signals ranging
from 100 Hz to 5 KHz each being 3 second long. Each .wav has
been processed in 3 iterations, giving a total of 3000 data points
to ensure accuracy.

3) Experiment: The left and right channel synchronization
is analyzed through four different categories in the experiment-
first with the same algorithm on both channels; second category
compares same algorithm on both channels but the stimulation
is varied across the channels; third involves comparing the pro-
cessing time of two different real-time coding strategies running
simultaneously on each channel and calculating the throughput

Experimental protocol for bilateral testing.

delay that needs to be introduced; and fourth involves analyzing
the off-line algorithm performance against areal-time algorithm.

B. Objective Parameter Analysis

Before performing subject evaluations with CI users to con-
firm the hypothesis of CCi-MOBILE performing equally as
commercial processors, it is important, that all aspects of system
are analyzed through objectified modes of testing. This set of
experiments provides validations for the case 2 described in
Fig. 7(case 2) to verify the efficacy of external offsets introduced
due to difference in direction of arrival. This experiment involves
observing whether CCi-MOBILE is capable of capturing source
localization based ITD information when real-time external
delay is created in a soundproof 3D-Audio booth using a circular
array of 24-loud speakers. The diameter of the 24-speaker array
is 5 feet, with every speaker spaced at a 15-degree angle from
each other and each consecutively numbered from 1 to 24. The
loudspeakers (flat frequency response between 150 to 18000 Hz)
were custom designed according to weight and size, to fit the
circular mount holding the arrangement mid-air. Fig. 8 presents
the arrangement of the speaker array and the overview of the
experiment being performed. With speech being played at the
same time from different speakers in the array, the aim is to
capture the resulting delay, caused due to the difference in DoA
on the oscilloscope through the RF coil output channels. The
experiment protocol involved playing sounds from 3 directions-
the 0° speaker, —90° speaker, and the +90° speaker, with the
time of stimuli generation from the RF coils being captured on
the oscilloscope and processing time recorded on computing
platform console. As the left and right BTE mics were mounted
on the ear folds of the dummy head, that replicated the exact
angle in which sound would reach the bilateral CI implants,
the left ear gets to be closer to the speaker at —90°, while the
right ear is closer to the speaker at +-90° as shown in Fig. 8(b).
So according to the hypothesis if speech is being played from
the speaker —90 then the Oscilloscope output of the RF coil
should be able to capture the left channel slightly leading the
right channel by the value of ITD. Eleven cases iterated 3 times,
were considered to analyze the results of audio being played
from the 3 speakers in random, with clean speech as well as
cases in which speech was contaminated by babble noise (BAB),
speech shaped noise (SSN) and by competing speakers.
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Fig. 8. (a) 3D audio lab at callier center UT-dallas (b) objective test set-up to
analyze CCi-MOBILE’s capability to localize sound real-time.

C. Subjective Testing

In this investigation, one bilateral CI user (age: 71 years) with
post lingual deafness was recruited. The subject had received a
sequential implantation of the CI512 implant type from Cochlear
Corporation 9 years ago. For the experiment, the subject was
fitted bilaterally with CCi-MOBILE, and the transmission fit-
tings were adjusted to the same MAP parameters received from
the audiologist. The subject has been named ‘CI-01 for this
experiment. The loudness levels were set to the subject’s comfort
through the CCi-MOBILE MATLAB GUI. Testing was per-
formed only in bilateral mode with the CCi-MOBILE. Unilateral
processing performance has been previously discussed in [25].
The subject was tested in the same 11 case conditions that we
mentioned for objective testing. The main task was to identify
the speaker number of the source in presence of interferers,
such as noise or competing speakers. For e.g., if speaker 1 (at
+90°) played the source audio, speaker 7 (at 0°) would play
a SSN noise, and the subject had to identify the source signal
and the noise. The main objective of this experiment was to
analyze through subject tests whether CCi-MOBILE is capable
to capture and deliver small precisions of sound localization
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Fig. 9. Comparing processing time of ACE, CIS, and ACE+-CIS on left and
right channel simultaneously at stimulation rate of 500 pps.

cues, allowing researchers the capabilities to test more advanced
bilateral algorithms involving ITD and ILD information.

V. SIMULATION BASED RESULTS

The bilateral channel simulation-based results as mentioned
before, have been analyzed in 3 different categories. The pro-
cessing time as well as the output buffer streaming times have
been compared for various sub-cases. The results are for cases
where both the left and right channel are active.

A. Realtime Processing of Algorithms on Both Channels

Fig. 9 shows the x-y scatter plot for the left and right channel
processing times of real-time incoming audio. The left channel
is plotted along the x-axis while the right channel processing
time is plotted on the y-axis and 3 cases of real-time process-
ing are color coded. The orange x-y scatter plot presents the
processing time results when both the left and right channel
generate stimulations through ACE coding strategy. It can be
noticed that as the progression of the values are along the
diagonal, for a given value of x (left channel), y (right channel)
has almost the same values (apart from a few outliers), which
means that the parallel processing happens simultaneously on
both channels for the most part. The average processing time
taken by ACE strategy is 6.93 ms which equals to the throughput.
Processing time for CIS strategy is color-coded in yellow, and
as CIS performs very similar to ACE strategy, in Fig. 9 most of
the value points have got overlapped. The processing times for
the left and right channel using the CIS strategy followed the
same trend in the x-y scatter plot as Ace, with both channels
processing the incoming real-time data at the same time. The
average processing time through the CIS strategy is 6.08 ms.
The third legend demonstrated in Fig. 9, color-coded in green
is a mixed strategy implementation, where ACE is running on
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Fig. 10. Comparing processing time of different stimulation rates.

the Left channel and CIS on the right. As it can be seen that
this mixed processing does not have much of the linear trend
and most of the values do not fall on the diagonal, rather they
fall below the diagonal. This means that most of the time, CIS
on the right channel processed the data faster than the Left
channel with ACE, which is also justified by the fact that the
average processing time with CIS is lesser than that through
ACE strategy. But as the processing difference between the two
channels still remains lesser than 5 ms throughout, the output
buffers are able to stream the output in real-time. Also, in this
section, all the strategies were evaluated with a stimulation rate
of 500 pps. It is important to know that after processing data
independently, each channel transfers the processed information
to the left and right output buffers respectively. The buffer that
gets filled faster waits for the other buffer to receive equal
amount of information and then the output from both buffers
is streamed synchronized with the output clock. The output data
buffer streaming time will be discussed in further section to
validate the output synchronization.

B. Processing Time Analysis With Varying Stimulation Rates

The second out of the 3 categories being investigated for
channel processing time was analyzing how the rate of pulse
stimulation affects the processing throughput. For this exper-
iment, processing through ACE strategy was kept constant on
both channels. Four different stimulation rates- 125 pps, 500 pps,
1000 pps and 1500 pps were analyzed. Fig. 10 presents the pro-
cessing throughput when the same 1000 .wav files were given as
input, with all the stimulation rates mentioned above. The figure
confirms the hypothesis that lesser stimulation rate, lesser is the
processing throughput. The legend color coded in orange shows
the processing time taken when the stimulation rate is maintained
at 125 pps, which is the minimum possible stimulation rate using
CCi-MOBILE for safety reasons. The average throughput on
both channels is 3.15 ms, with almost simultaneous processing.
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The yellow coded data points represent data being processed
through ACE at the stimulation rate of 500 pps and as discussed
in the previous section the average throughput of processing
data at 500 pps resulted in a higher processing delay 6.93 ms,
which is almost double the processing time with the 125 pps
stimulation rate. A similar trend was seen when the stimulation
rate of 1000 pps was used for processing the 1000 .wav files,
which is presented as the green data points in Fig. 10 which had
an average throughput of 10.05 ms. When the stimulation rate,
was kept ata high of 1500 pps, quite a few outliers were observed,
with mismatch in processing time of the individual channels,
with a higher average throughout of 13.96 ms. Although there
are numerous outliers for the 1500 pps stimulation rate case, the
output buffers will be stalling the less filled buffer to support the
synchronized normal hearing like experience.

C. Input Versus Output Buffer Streaming

It is known that as bilateral CI users have separate implant
systems on both ears with no form of connection between the
two processors, it becomes next to impossible to provide the
best suited fittings such that the combined sound experience
becomes more human like. CCi-MOBILE allows the freedom
of independent processing on individual channels but also allows
researchers to fine tune the output by stalling the faster process-
ing channel in the output buffer, such that the RF coils stimulate
biphasic pulses in a synchronized form when there is no external
delay. One of the major challenges that CCi-MOBILE was aimed
at overcoming when compared to previous research platforms
was, the output synchronization of channels against the same
output clock. No matter which channel processes incoming data
faster, the output buffer does not release the biphasic pulse
stream until it has equal left and right data. This ensures that
no internal delay can tamper the RF coil output, such that when
external delays due to difference in DoA occur, the platform
can effectively capture and transmit the precise external delay
information.

In this experiment, a sanity check has been made to ensure
that any for a known forced delay set at the input, the same
delay should be maintained at the output as well. The input wave
files were added with a known external delay between 5 ms to
20 ms, and the output buffer streaming start time was recorded.
All the cases discussed before are included in this dataset: ACE
on both channels; CIS on both channels; ACE on left channel
+CIS on right channel; ACE at 125 pps; ACE at 1000 pps;
ACE at 1500 pps. The delays chosen, were randomly added to
the input and then the input time density was compared to the
output density data points. Fig. 11(a) shows the bell curves for
the input vs output density functions (pdf), with both formed
parallel to each other. ‘AT’ is the throughput value for each
input which on an average is 6 ms for a given input. The pdf
comparison confirms the hypothesis that any kind of external
delay information provided at the input is maintained at the
output as well, ensuring the integrity and synchronization of
both the left and right channel. With every case contributing
1000 datapoints on its own, the total datapoint points for this
analysis is 6000. It can be seen from Fig. 11(b) that no matter
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Fig. 11.  (a) Input vs output pdf with external delay added at input. (b) x-y
scatter plot visualizing the relation between the left and right output buffer
streaming.

whether one channel processes an incoming signal faster than
the other, the output buffer streams, both channel data at the same
time. All left and right output datapoints are synchronized, as
the x-y scatter plot falls almost on the linear diagonal axis, with
the streaming time starting from 2 ms after receiving the input
to 28 ms for inputs with added external delay.

D. Processing Algorithms With Higher Throughput Difference

Although it has been mentioned before that the output buffer
stalls until all the left and right channel information have been
filled, this experiment presents a condition for algorithm with
longer throughput delay. Algorithms that take more than 1
second of throughput processing time, cannot be evaluated
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Fig. 12.  Comparing processing time of different stimulation rates.

in real-time, but if researchers plan to test heavy processing
algorithms on each channel and wish to see the combined
results, CCi-MOBILE allows testing for such varying levels of
algorithm performance. Fig. 12 shows the results with FACE
output streaming on both channels (color coded in blue) along
with the results of the signal processed by FACE on the left
channel while output streamed through ACE on the right chan-
nel (orange coded data points). With FACE process having
an average processing time of 7.71 seconds, the ACE output
streaming (avg. processing time 6.9 1milliseconds) got stalled by
7.703 seconds, maintaining the integrity of the platform. This
would lead to an overall off-line based algorithm process-
ing. Such experiments involving advanced noise cancelling-
algorithms or speech enhancement can be used to perform
psycho-acoustic testing in off-line bilateral mode with the CCi-
MOBILE for subjects with varying levels of hearing impairment
in each ear.

VI. OBJECTIVE TEST RESULTS

This section discusses the results of the final RF coil output
as seen on the oscilloscope in the form of a stream of biphasic
pulses. The hypothesis here is, if audio played from the circular
speaker array is reaching both the left and right BTE micro-
phones at the same time, the biphasic output should superimpose
on each other, with no delay between the output channels as, that
would mean, the audio sound is localized to the front or back
of the listener. Fig. 13 presents the 3 active speakers for the
experiment (—90°, 0° and +90°) along with the color coding of
the source or interference being played.

The CCi-MOBILE has been tested for 11 cases of incom-
ing sound direction. A very important factor for which the
CCi-MOBILE is tested for is, its performance in the presence
of interference and additional noise apart from the source. As
mentioned before SSN, BAB and competing speaker type inter-
ferences were chosen for this experiment. Fig. 14(a) confirms
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the synchronous simultaneous output streaming when sound is
coming directly from the front (0° speaker). Fig. 14(b) shows the
oscilloscope results of a case where, the source sound is being
played from the —90° speaker and BAB noise is being played
from the 0° speaker. Both the left and right output channels are
probed on electrode 20 and a tone signal of 440 Hz is being
played as the source signal from speakers 7 (—90° speaker) and
babble noise (BAB) is played from speaker 1 (0° speaker). It can
be seen that there is a 740 ps lead (AX value from figure) on
the left channel, highlighting that the left ear received the signal
first, which is a cue to the brain that the sound is coming from
the left direction. This scope results shows that CCi-MOBILE is
capable of capturing small precision of localization information
ITD. Fig. 14(c) shows that CCi-MOBILE can capture amplitude
difference in channels, which also supports the fact that dif-
ference in loudness levels and amplitude can detect directional
properties for bilateral CIs through ILD information.

VII. SUBJECTIVE TEST RESULTS

This section presents results of CCi-MOBILE’s performance
in source localization through subjective test results with subject
CI-01. Five normal hearing (NH) subjects were also recruited
to quantify the performance of source localization by CI users
versus NH individuals. Fig. 14 highlights the 11 cases which
were considered for the experiment. The average root mean
square (RMS) error values in source localization were calculated
in each case for all the subjects. RMS error calculation is a
standard measure for evaluating sound localization correctness
across a circular array. All the subjects had to detect the source in
presence of unwanted interference, which is a case that has not
been explored much. The average RMS error in source detection
for the CI subject was calculated to be £9.54°, which when
compared to prior research involving Bilateral CI users using
their own processors is a good result [35]. This means that the
subject was able to detect the direction of the source but was off
by about 9° from the exact location, which is acceptable. The
average RMS error performance of the NH subjects was £2.87°,
which was expected, due to the natural hearing mechanism
of ITD and ILD support. The CI subject test confirmed that
CCi-MOBILE is capable of delivering ITD and ILD based di-
rectional cues if researchers are interested in testing such specific
algorithms.
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VIII. CONCLUSION

BiClIs enable more of a normal hearing like experience to its
users as it provides access to time, level and spectral differences
between incoming sound signals when the sound hits both
CIs. But synchronizing the fittings for both ears to generate
an effective combined effect needs optimized fitting and inter-
aural matching of electrodes. Being able to add, control and
test ITDs and ILDs contributes to such optimized fitting, for
which the developed bilateral algorithms need to be tested by
varying multiple parameters, preferably on a research platform.
A set of modified bilateral algorithms and their performance on
the CCi-MOBILE testing platform has been discussed in this
work, that can help signal processing researchers in the CI/HA
field to accelerate the advancement and optimization their own
algorithms. Both the objective and subjective results present
that CCi-MOBILE is capable of capturing small precisions of
external delay caused due to source localization, which is the
main requirement while developing bilateral algorithms while
replicating the performance of clinical processors itself. The
simulation results confirmed the validity of the CCi-MOBILE
research platform for bilateral processing from the computing
platform perspective. A bilateral coding strategy discussed in
[24] also uses CCi-MOBILE as a validating platform for a newly
developed bilateral CI algorithm, which showed slight improve-
ment in source localization performance through subject tests.
Although it can take some time for CI users to get accustomed to
newer algorithms, with continuous work being done to replicate
the natural binaural processing, CCi-MOBILE can be used for
testing such future modifications and play an important role in
supporting algorithm development in the CI field.

[1]

[2]
[3]

[4]

REFERENCES

B. S. Wilson, “Cochlear implants: Current designs and future possibili-
ties,” J. Rehabil. Res. Develop., vol. 45, no. 5, pp. 695-730, Dec. 2008,
doi: 10.1682/JRRD.2007.10.0173.

W. E. House, “Cochlear implants,” Ann. Otol., Rhinol. Laryngol., vol. 85,
no. 3_suppl, p. 3, May 1976, doi: 10.1177/00034894760850S303.

G. Clark, “Cochlear implants,” in Speech Processing in the Au-
ditory System. New York, NY, USA: Springer, 2004, pp.58-99,
doi: 10.1007/0-387-21575-1_8.

F.-G. Zeng, S. Rebscher, W. Harrison, X. Sun, and H. Feng, “Cochlear
implants: System design, integration, and evaluation,” IEEE Rev. Biomed.
Eng., vol. 1, pp. 115-142, 2008, doi: 10.1109/RBME.2008.2008250.

[3]

[6]

[7]

[8]

[9

—

[10]

(1]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

J. T. Rubinstein, “How cochlear implants encode speech,” Curr. Opin.
Otolaryngol. Head Neck Surg., vol. 12, no. 5, pp. 444-448, Oct. 2004,
doi: 10.1097/01.m00.0000134452.24819.c0.

B. S. Wilson, C. C. Finley, D. T. Lawson, R. D. Wolford, and M. Zerbi,
“Design and evaluation of a continuous interleaved sampling (CIS) pro-
cessing strategy for multichannel cochlear implants,” J. Rehabil. Res. Dev,
vol. 30, no. 1, pp. 110-116, 1993.

T. Y. C. Ching, P. Incerti, and K. Plant, “Electric-acoustic stimulation: For
whom, in which ear, and how,” Cochlear Implants Int., vol. 16, no. supl,
pp- S12-S15, Jan. 2015, doi: 10.1179/1467010014Z.000000000225.

R. H. Gifford, C. L. W. Driscoll, T. J. Davis, P. Fiebig, A. Micco,
and M. F. Dorman, “A within-subject comparison of bimodal hearing,
bilateral cochlear implantation, and bilateral cochlear implantation with
bilateral hearing preservation,” Otol. Neurotol., vol. 36, no. 8, Sep. 2015,
Art. no. 1331, doi: 10.1097/MAO.0000000000000804.

B. U. Seeber, U. Baumann, and H. Fastl, “Localization ability with bi-
modal hearing aids and bilateral cochlear implants,” J. Acoust. Soc. Amer.,
vol. 116, no. 3, pp. 1698-1709, Sep. 2004, doi: 10.1121/1.1776192.

A. Kan, C. Stoelb, R. Y. Litovsky, and M. J. Goupell, “Effect of mis-
matched place-of-stimulation on binaural fusion and lateralization in
bilateral cochlear-implant users,” J. Acoust. Soc. Amer., vol. 134, no. 4,
pp- 2923-2936, Oct. 2013, doi: 10.1121/1.4820889.

A. M. Keilmann, A. M. Bohnert, J. Gosepath, and W. J. Mann, “Cochlear
implant and hearing aid: A new approach to optimizing the fitting in
this bimodal situation,” Eur. Arch. Oto-Rhino-Laryngol., vol. 266, no. 12,
pp- 1879-1884, Dec. 2009, doi: 10.1007/s00405-009-0993-9.

T. Francart and H. J. McDermott, “Psychophysics, fitting, and sig-
nal processing for combined hearing aid and cochlear implant
stimulation,” Ear Hear., vol. 34, no. 6, pp.685-700, Nov. 2013,
doi: 10.1097/AUD.0b013e31829d14cb.

R. H. Gifford, “Bimodal hearing: How to optimize bimodal fitting,” Hear.
J., vol. 72, no. 2, pp. 10-13, Feb. 2019.

A. Ullauri, H. Crofts, K. Wilson, and S. Titley, “Bimodal benefits of
cochlear implant and hearing aid (on the non-implanted ear): A pilot study
to develop a protocol and a test battery,” Cochlear Implants Int., vol. 8,
no. 1, pp. 29-37, Oct. 2007, doi: 10.1002/cii.328.

A. C. Neuman, A. Haravon, N. Sislian, and S. B. Waltz-
man, “Sound-direction identification with  bilateral cochlear
implants,” Ear Hear, vol. 28, mno. 1, pp.73-82, Feb. 2007,

doi: 10.1097/01.aud.0000249910.80803.b9.

F. Asp et al, “Bilateral versus unilateral cochlear implants in
children: Speech recognition, sound localization, and parental re-
ports,” Int. J. Audiol., vol. 51, no. 11, pp.817-832, Nov. 2012,
doi: 10.3109/14992027.2012.705898.

R. J. M. van Hoesel, “Exploring the benefits of bilateral cochlear
implants,” Audiol. Neuro-Otol., vol. 9, no. 4, pp.234-246, 2004,
doi: 10.1159/000078393.

R. Y. Litovsky, A. Parkinson, and J. Arcaroli, “‘Spatial hearing and speech
intelligibility in bilateral cochlear implant users,” Ear Hear., vol. 30, no. 4,
pp. 419431, Aug. 2009, doi: 10.1097/AUD.0b013e3181al65be.

D. M. Kessler, S. Ananthakrishnan, S. B. Smith, K. D’Onofrio, and R. H.
Gifford, “Frequency following response and speech recognition benefit
for combining a cochlear implant and contralateral hearing aid,” Trends
Hear, vol. 24, pp. 1-24, Jan. 2020, doi: 10.1177/2331216520902001.
R.J. M. van Hoesel and R. S. Tyler, “Speech perception, localization, and
lateralization with bilateral cochlear implants,” J. Acoustical Soc. Amer.,
vol. 113, no. 3, pp. 1617-1630, Mar. 2003, doi: 10.1121/1.1539520.


https://dx.doi.org/10.1682/JRRD.2007.10.0173
https://dx.doi.org/10.1177/00034894760850S303
https://dx.doi.org/10.1007/0-387-21575-1_8
https://dx.doi.org/10.1109/RBME.2008.2008250
https://dx.doi.org/10.1097/01.moo.0000134452.24819.c0
https://dx.doi.org/10.1179/1467010014Z.000000000225
https://dx.doi.org/10.1097/MAO.0000000000000804
https://dx.doi.org/10.1121/1.1776192
https://dx.doi.org/10.1121/1.4820889
https://dx.doi.org/10.1007/s00405-009-0993-9
https://dx.doi.org/10.1097/AUD.0b013e31829d14cb
https://dx.doi.org/10.1002/cii.328
https://dx.doi.org/10.1097/01.aud.0000249910.80803.b9
https://dx.doi.org/10.3109/14992027.2012.705898
https://dx.doi.org/10.1159/000078393
https://dx.doi.org/10.1097/AUD.0b013e3181a165be
https://dx.doi.org/10.1177/2331216520902001
https://dx.doi.org/10.1121/1.1539520

1850

[21] T. Gajecki and W. Nogueira, “A synchronized binaural N-of-M sound
coding strategy for bilateral cochlear implant users,” in Proc. IEEE 13th
ITG-Symp., Speech Commun., 2018, pp. 1-5.

B. Laback, K. Egger, and P. Majdak, “Perception and coding of interaural
time differences with bilateral cochlear implants,” Hear. Res., vol. 322,
pp. 138-150, Apr. 2015, doi: 10.1016/j.heares.2014.10.004.

R. Y. Litovsky, M. J. Goupell, A. Kan, and D. M. Lands-
berger, “Use of research interfaces for psychophysical studies with
cochlear-implant users,” Trends Hear., vol. 21, pp. 1-15, Dec. 2017,
doi: 10.1177/2331216517736464.

A. Kan and Q. Meng, “The temporal limits encoder as a
sound coding strategy for bilateral cochlear implants,” IEEE/ACM
Trans. Audio, Speech, Lang. Process., vol. 29, pp.265-273, 2021,
doi: 10.1109/TASLP.2020.3039601.

R. Ghosh, H. Ali, and J.H.L Hansen, “CCi-MOBILE: A portable real time
speech processing platform for cochlear implant and hearing research,”
IEEE Trans. Biomed. Eng., vol. 69, no. 3, pp. 1251-1263, Mar. 2022,
doi: 10.1109/TBME.2021.3123241.

B. G. Bichey and R. T. Miyamoto, “Outcomes in bilateral cochlear im-
plantation,” Otolaryngol. - Head Neck Surg., vol. 138, no. 5, pp. 655-661,
May 2008, doi: 10.1016/j.0tohns.2007.12.020.

R. Y. Litovsky et al., “Bilateral cochlear implants in children: Localization
acuity measured with minimum audible angle,” Ear Hear., vol. 27, no. 1,
Feb. 2006, Art. no. 43, doi: 10.1097/01.aud.0000194515.28023.4b.

M. Mok, K. L. Galvin, R. C. Dowell, and C. M. McKay, “Speech perception
benefit for children with a cochlear implant and a hearing aid in opposite
ears and children with bilateral cochlear implants,” Audiol. Neurotol.,
vol. 15, no. 1, pp. 44-56, 2010, doi: 10.1159/000219487.

B.S. Wilson, C. C. Finley, D. T. Lawson, R. D. Wolford, D. K. Eddington,
and W. M. Rabinowitz, “Better speech recognition with cochlear implants,”
Nature, vol.352,n0.6332, pp. 236-238, Jul. 1991, doi: 10.1038/352236a0.
A. E. Vandali, L. A. Whitford, K. L. Plant, and G. M. Clark, “Speech
perception as a function of electrical stimulation rate: Using the nucleus
24 cochlear implant system,” Ear Hear., vol. 21, no. 6, pp. 608-624, 2000.
K. L. Plant, L. A. Whitford, C. E. Psarros, and A. E. Vandali, “Pa-
rameter selection and programming recommendations for the ACE and
CIS speech-processing strategies in the nucleus 24 cochlear implant
system,” Cochlear Implants Int., vol. 3, no. 2, pp. 104-125, Sep. 2002,
doi: 10.1179/cim.2002.3.2.104.

J. N. Saba, H. Ali, and J. H. L. Hansen, “Formant priority channel
selection for an ‘ n -of- m * sound processing strategy for cochlear
implants,” J. Acoust. Soc. Amer., vol. 144, no. 6, pp. 3371-3380, Dec. 2018,
doi: 10.1121/1.5080257.

A. Kan, “Improving speech recognition in bilateral cochlear implant users
by listening with the better ear,” Trends Hear., vol. 22, pp. 1-11, Jan. 2018,
doi: 10.1177/2331216518772963.

G. Tzanetakis and P. Cook, “Musical genre classification of audio signals,”
IEEE Trans. Speech Audio Process., vol. 10, no. 5, pp. 293-302, Jul. 2002,
doi: 10.1109/TSA.2002.800560.

B. Laback, K. Egger, and P. Majdak, “Perception and coding of interaural
time differences with bilateral cochlear implants,” Hear. Res., vol. 322,
pp. 138-150, Apr. 2015, doi: 10.1016/j.heares.2014.10.004.

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

B

[33]

[34]

[35]

Ria Ghosh (Student Member, IEEE) received the
bachelor’s degree in electronics and communication
engineering from the Bhilai Institute of Technology,
Durg, India, in 2016, and the master’s and Ph.D.
degrees in computer engineering from the University
of Texas at Dallas, Richardson, TX, USA. She was a
Research Assistant of the Cochlear Implant Process-
ing Laboratory. She is currently a Senior Research
Engineer with 3M with a focus on medical electron-
ics design. Her research interests include IoT based
smart health-monitoring, PCB and firmware design,
hardware development bio-medical signal processing, and machine learning
advancements in robotics.

IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 31, 2023

John H. L. Hansen (Fellow, IEEE) received the
B.S.E.E. degree from the College of Engineering,
Rutgers University, New Brunswick, NJ, USA, in
1982, the Ph.D. and M.S. degrees in electrical en-
gineering from the Georgia Institute of Technology,
Atlanta, Georgia, in 1988 and 1983, respectively,
and the honorary Doctor Technices Honoris Causa
degree from Aalborg University, Aalborg, Denmark,
in recognition of his contributions to speech signal
processing and speech/language/hearing science, in
April 2016. In 2005, he joined the Erik Jonsson
School of Engineering and Computer Science, University of Texas at Dallas,
Richardson, TX, USA, where he is currently the Jonsson School Associate Dean
for Research, and a Professor of electrical & computer engineering, and also
holds the Distinguished University Chair of telecommunications engineering.
From August 2005 to December 2012, he was the Department Head of Elec-
trical Engineering with UTDallas to the 8th largest ECE program from ASEE
rankings based on degrees awarded. He also holds a joint appointment as a
Professor with the School of Behavioral and Brain Sciences (BBS-Speech &
Hearing). At UTDallas, he established the Center for Robust Speech Systems
(CRSS). Previously, he was the Department Chair and a Professor with the
Department of Speech, Language and Hearing Sciences, and a Professor with
the Department of Electrical & Computer Engineering, University of Colorado
Boulder, Boulder, CO, USA, during 1998-2005, where he Co-Founded and was
the Associate Director of the Center for Spoken Language Research. In 1988,
he established the Robust Speech Processing Laboratory and continues to direct
research activities in CRSS, UTDallas. He was recognized as a IEEE Fellow
in 2007 for contributions in Robust Speech Recognition in Stress and Noise,
International Speech Communication Association Fellow in 2010 of research
contributions for speech processing of signals under adverse conditions. He
recently completed service as elected President of ISCA (2018-19;2020-21) and
is currently a ISCA Treasurer and member of ISCA Board. He is also elected
the Vice-Chair on U.S. Office of Scientific Advisory Committees (OSAC) for
OSAC-Speaker in the voice forensics domain (2015-20; 2021-23). He was the
IEEE Technical Committee Chair and a Member of the IEEE Signal Processing
Society: Speech-Language Processing Technical Committee during 20052008
and 2010-2014, elected IEEE SLTC Chairman during 2011-2013, Past-Chair
for 2014, and elected ISCA Distinguished Lecturer during 2011 to 2012. He
was alsp a Member of IEEE Signal Processing Society Educational Technical
Committee during 2005-2008 and 2008-2010, a Technical Advisor to the U.S.
Delegate for NATO (IST/TG-01); IEEE Signal Processing Society Distinguished
Lecturer during 2005-2006, founding an Associate Editor for IEEE TRANSAC-
TIONS SPEECH & AUDIO PROCESSING during 1992to 1999 and IEEE SIGNAL
PROCESSING LETTERS during 1998-2000, an Editorial Board Member of /EEE
Signal Processing Magazine during 2001-2003, and the Guest Editor in October
1994 for special issue on Robust Speech Recognition for IEEE TRANSACTIONS
SPEECH & AUDIO PROCESSING. He was served on Speech Communications
Technical Committee for Acoustical Society of America during 2000-2003.
He has author or co-author of 880 journal and conference papers, including 14
textbooks in the field of speech processing and language technology, coauthor
of textbook Discrete-Time Processing of Speech Signals, (IEEE Press, 2000),
and lead author of the report The Impact of Speech Under ‘Stress’ on Military
Speech Technology, (NATO RTO-TR-10, 2000). His research interests include
digital speech processing, analysis and modeling of speech and speaker traits,
speech enhancement, machine learning, applications in diarization, and spoken
document retrieval. He has supervised 101 PhD/MS thesis candidates (60 PhD,
41 MS/MA), was recipient of The 2020 University of Texas—Dallas Provost’s
Award for Graduate Student Mentorship, the 2005 University of Colorado
Teacher Recognition Award as voted on by the student body. He organized and
served as General Chair for ISCA Interspeech-2002, September 16-20, 2002,
Co-Organizer and Technical Program Chair of IEEE ICASSP-2010, Dallas,
TX, March 15-19, 2010, and Co-Chair and Organizer of IEEE SLT-2014,
December 7-10, 2014 in Lake Tahoe, NV. He is the Co-General Chair of
ISCA INTERSPEECH-2022 (Incheon, Korea), and Co-Organizer and Technical
Program Chair for IEEE ICASSP-2024 (Seoul, South Korea). In 2022, he was
awarded the 2021 IEEE SPS Leo L. Beranek Meritorious Service Award for
exemplary service to and leadership in the IEEE Signal Processing Society. He
was the recipient of the Acoustical Society of America’s 25 Year Award in 2010
—in recognition of his service, contributions, and membership to the Acoustical
Society of America.


https://dx.doi.org/10.1016/j.heares.2014.10.004
https://dx.doi.org/10.1177/2331216517736464
https://dx.doi.org/10.1109/TASLP.2020.3039601
https://dx.doi.org/10.1109/TBME.2021.3123241
https://dx.doi.org/10.1016/j.otohns.2007.12.020
https://dx.doi.org/10.1097/01.aud.0000194515.28023.4b
https://dx.doi.org/10.1159/000219487
https://dx.doi.org/10.1038/352236a0
https://dx.doi.org/10.1179/cim.2002.3.2.104
https://dx.doi.org/10.1121/1.5080257
https://dx.doi.org/10.1177/2331216518772963
https://dx.doi.org/10.1109/TSA.2002.800560
https://dx.doi.org/10.1016/j.heares.2014.10.004


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


