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Abstract—Chatbots are expected to be knowledgeable across
multiple domains, e.g. for daily chit-chat, exchange of information,
and grounding in emotional situations. To effectively measure the
quality of such conversational agents, a model-based automatic dia-
logue evaluation metric (ADEM) is expected to perform well across
multiple domains. Despite significant progress, existing ADEMs
tend to perform well only on data that are similar to its training data
(overfit to its training domain). This calls for a domain-generalized
metric that can assess dialogues of different characteristics. To this
end, we propose a Panel of Experts (PoE), a multitask network
that consists of a shared transformer encoder and a collection
of lightweight adapters. The shared encoder captures the general
knowledge of dialogues across domains, while each adapter special-
izes in one specific domain and serves as a domain expert. To val-
idate the idea, we construct a high-quality multi-domain dialogue
dataset leveraging data augmentation and pseudo-labeling. The
PoE network is comprehensively assessed on 16 dialogue evaluation
datasets spanning a wide range of dialogue domains. It achieves
state-of-the-art performance in terms of mean Spearman corre-
lation over all the evaluation datasets. It exhibits better zero-shot
generalization than existing state-of-the-art ADEMs and the ability
to easily adapt to new domains with few-shot transfer learning.
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I. INTRODUCTION

THE research advancement on open-domain dialogue sys-
tems, a.k.a. chatbots is guided by evaluation. The evalua-

tion of chatbots is a complex task as the conversations carried out
by chatbots can be about any topic, and of very different char-
acteristics, such as daily chit-chat [1], knowledge exchange [2],
emotion disclosure [3], and personal interests [4]. Especially,
as chatbots are increasingly expected to perform in multiple
domains [5], [6], the corresponding evaluation methods ought
to be equally versatile. While human judges have no issue in
assessing such a wide range of topics given proper instructions,
it is too costly to perform human evaluation at every stage of
system development [7]. This prompts us to develop an auto-
matic evaluation metric, which highly correlates with human
evaluation under different evaluation scenarios.

Recently, there is a rising interest in model-based reference-
free automatic dialogue evaluation metrics (ADEMs), that has
advantage over the commonly used reference-based untrained
metrics such as BLEU [8] and F-score, which are shown to cor-
relate poorly w.r.t. human evaluations [9]. Most of the reference-
free ADEMs are trained on human-human dialogue corpora in
a weakly supervised fashion. Specifically, a model is trained
to classify a dialogue response as either positive or negative
given its dialogue context,1 which consists of several consecutive
utterances from a human-human dialogue. During training, a
true dialogue response in the context is considered as a positive
response, whereas the negative responses are obtained via dif-
ferent semantic or syntactic perturbation strategies [10], [11].
During inference, the trained model is used to score responses
given their dialogue contexts.

The recent model-based ADEMs [7], [10], [11], [12], [13],
[14] have demonstrated a strong correlation with human evalu-
ation on different dialogue evaluation datasets. However, their
generalizability across different dialogue domains is question-
able. A recent survey [15] shows that the state-of-the-art ADEMs
obtain fair in-domain performance, i.e., good correlations on
dialogue data similar to their training data. However, when eval-
uated on evaluation data different from their training data, the
ADEMs tend to perform poorly. This issue has been frequently

1Sentences irrelevant, semantically inappropriate or incoherent w.r.t. a dia-
logue context can serve as negative responses.
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Fig. 1. System architecture of a Panel of Experts (PoE). A transformer encoder T consists of L layers (purple rectangles). Different colors (blue, red, and green)

denote domain-specific modules. {πn}|N |
n=1 are the N different domain-specific adapters. Each domain-specific πn hasL− 1 adapter layers, {πn

1 , π
n
2 , . . . , π

n
L−1},

that are injected in between every two consecutive transformer layers. {φn}|N |
n=1 are the domain-specific classifiers after the final transformer layer, TL. T is shared

by all the domain-specific modules.

raised in recent works on dialogue evaluation [16], [17], [18].
In addition, most ADEMs only consist of a single network, for
example, a pre-trained transformer encoder, such as BERT [19]
or RoBERTa [20] with a classification layer on top. They don’t
employ a specific mechanism for domain generalization. Hence,
it is believed that an adequate network architecture is required
for multi-domain dialogue evaluation.

We propose a network architecture as a single-model metric
with a mechanism to handle domain generalization. The network
makes a unified decision with multiple domain specific experts,
thus is referred to as a Panel of Experts (PoE). It consists of a pre-
trained transformer encoder [19], [20] and a set of adapters [21]
(Fig. 1) which is shared across domains. The adapters are
lightweight task-specific modules interleaved between the layers
of the pretrained transformer encoder. Each adapter serves as a
domain expert in evaluating a specific category of dialogues. PoE
is also flexible when performing out-of-domain evaluation tasks.
For instance, we can either average the prediction scores of all
adapters (late fusion) or average the parameters of the adapters
to derive a single adapter (early fusion) for decision making.
Furthermore, we may adapt PoE to new domain with few-shot
transfer learning, without the need of full model training or
finetuning.

To provide a high-quality multi-domain dataset for this study,
we construct a training dataset from five commonly-used and
high-quality human-human dialogue corpora leveraging data
augmentation and pseudo labeling [22]. We compare our PoE
metric with the state-of-the-art metrics and two strong baselines
trained on our constructed multi-domain dataset.

In this paper, we make the following contributions: (1) We
bridge the gap between existing model-based reference-free
ADEMs and a strong multi-domain automatic dialogue eval-
uation metric, which can also effectively handle out-of-domain
evaluation. More specifically, we realize this by constructing a
high-quality multi-domain dataset for training the ADEMs and
proposing PoE, a novel automatic dialogue evaluation metric

based on transformer adapters. To our knowledge, PoE is the first
multitask model that targets evaluation across a wide range
of dialogue domains. (2) We empirically show that PoE out-
performs existing state-of-the-art ADEMs as well as strong
baselines on a large collection of evaluation datasets that covers
different dialogue domains. In total, there are 11 in-domain and
5 out-of-domain evaluation datasets. (3) The implementation of
PoE, datasets, and pretrained checkpoints will be released to the
public, allowing researchers and practitioners to use or adapt
them for their own evaluation tasks.

The remaining sections are organized as follows: Section II
discusses the related work. In Section III, we formally define the
dialogue evaluation task. In Section IV, we explain the proposed
PoE metric. Section V describes the methods to construct the
multi-domain dialogue dataset for training automatic dialogue
evaluation metrics. The experiment preliminaries are outlined
in Section VI. Section VII presents the experimental results and
detailed analyses, which include in-domain, out-of-domain, and
few-shot transfer analysis. The last section concludes the paper
and outlines the future work.

II. RELATED WORK

A. Automatic Dialogue Evaluation Metrics (ADEMs)

There are a number of commonly used evaluation metrics, that
are simple, reference-based, and non-trainable. One category is
the word-overlap metrics, such as BLEU [8], ROUGE [23], and
METEOR [24]. This category of metrics assigns a score to the
dialogue response based on its word or n-gram overlap with the
corresponding human-written references. The other category is
the embedding-based metrics, such as Greedy Matching [25]
and Embedding Average [26]. By leveraging static word vec-
tors, the embedding-based metrics move beyond surface-level
matches and focus more on the semantic similarities between
a dialogue response and the corresponding references. Despite
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their simplicity, both categories are often criticized for their poor
correlation with human evaluation [9]. The crux is that there are
many possible responses to one given context in an open-ended
dialogues [27].

Addressing the problem of multiple possible responses,
the study of ADEMs shifts from reference-based approaches
towards model-based reference-free ones [15]. Examples of
recent model-based reference-free metrics include BERT-
RUBER [12], PONE [13], USR-DR [7], GRADE [14], and
MaUdE [10]. There are several common characteristics among
these ADEMs: (1) To evaluate whether or not a response is
appropriate with respect to a dialogue context as opposed to
one or more references. (2) To employ a pre-trained language
model [19], [20] to improve the ADEMs’ classification ca-
pability (3) To avoid human annotations by using context-
response data derived from a single human-human dialogue
corpus. Examples are DailyDialog [1], PersonaChat [4] or Top-
icalChat [2]. Despite much success, the model-based reference-
free approaches face several challenges. A major one is their
inability to generalize to dialogue data beyond what they are
trained on.

In this paper, we propose to tackle the problem from both
the algorithm and data perspectives by developing a novel
ADEM based on transformer adapters [21]. We also construct
a high-quality dataset to facilitate the study. Zhang et al. [16]
proposed MDD-Eval which also targets multi-domain dialogue
evaluation. However, there are several key differences between
both works. First, the underlying algorithms are completely
different. The MDD-Eval metric is a single model trained on
pseudo-labeled augmented data. It lacks the mechanism to han-
dle domain-specific datasets in a specialized manner. On the
other hand, our PoE metric adopts multi-task learning with
the parameter-efficient adapter network. Each adapter module
serves as a domain expert. Second, even though the training data
of both MDD-Eval and PoE are constructed in a similar manner,
PoE is more compatible with the data collection pipeline, be-
cause it handles increasing number of datasets more efficiently.
MDD-Eval or single-model metrics in general require retraining
or full-model finetuning when adapting to new domain-specific
or task-specific data, whereas for PoE, we can just add new
parameter-efficient adapter modules to handle the new datasets.
Section VII-D presents the empirical evidence to support our
claim. Third, in Section VII, we show that PoE is a much
stronger multi-domain evaluation metric than MDD-Eval under
the in-domain, out-of-domain and few-shot transfer settings.

It is noted that dialogue quality is multi-faceted in nature [7],
model-based ADEMs are often designed for response appro-
priateness, as well as engagement [28], naturalness [7], ade-
quacy [29], coherence [30], [31], consistency [32], [33], etc.
There have been studies on combining different specialized
models for multi-dimensional2 dialogue evaluation, for exam-
ple, D-score [11], HolisticEval [34], USR [7], and USL-H [35].
As the scope of this paper is on multi-domain dialogue evaluation
rather than multi-dimensional dialogue evaluation, we focus
on dialogue qualities that are more frequently studied in the

2Multi-dimension refers to multiple dialogue qualities.

literature and highly correlate with the pre-training objective of
our proposed metric, the response appropriateness.

B. Multitask Learning

In multitask learning [36], a model is trained simultaneously
with multiple tasks and a shared representation is learned to
capture the commonalities among the related tasks [36]. Mul-
titask learning is an effective approach to reduce over-fitting
to a particular task and thus, improve generalizability of the
models [37], [38]. It has been successfully applied in a wide
range of natural language processing tasks, such as semantic
parsing [39], sequence labeling [40], language modeling [19],
[41], machine translation [42], [43], and dialogue [44], [45].

In the context of open-domain dialogue evaluation, we re-
cently applied multitask learning [11] for a holistic assessment
of dialogues whereby the related tasks are designed to eval-
uate different dialogue qualities, including language fluency,
coherence, semantic appropriateness, and logical consistency.
Unlike [11], which addresses multi-dimensional evaluation, we
study multi-domain evaluation in this paper by designing a hard-
parameter sharing network, which consists of multiple trans-
former adapters sharing an underlying pretrained transformer
encoder. Through multitask learning, the shared transformer
encoder is expected to adapt and capture the general knowledge
of dialogues while the domain-specific adapters capture specific
properties with respect to the respective domains.

C. Adapters

Adapters are lightweight task-specific modules interleaved
between layers of a pre-trained network [21], [46]. Adapter-
based transfer learning performs similarly to full finetuning,
but being more parameter efficient. Houlsby et al. [21] demon-
strates that on the GLUE benchmark [47], finetuning only the
task-specific adapters attains within 0.4% of the performance
of full fine-tuning, which requires adapting all parameters of a
pretrained model for each task. In a separate study, Stickland and
Murray [48] propose a neural architecture that adds task-specific
adapters to BERT [19] and train the entire network with a multi-
task learning setup. This neural architecture performs similarly
to those separately finetuned on the GLUE benchmark.

More recently, Friedman et al. [49] proposes the MADE
model for extractive question and answering tasks. MADE
consists of a shared transformer encoder, dataset-specific token
classifiers and adapters. When training on a mixture of source
datasets, all parameters within MADE are jointly optimized.
The model has attained strong in-domain and out-of-domain
performance. Following this line of thought, we apply the
adapter-based multitask network in the multi-domain dialogue
evaluation for the first time.

D. Ensemble

Ensemble is a common technique for boosting prediction
accuracy. The conventional ensemble involves two steps: (1)
making predictions with multiple independent models; (2) inte-
grating the predictions into a final result [50]. In open-domain
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dialogue evaluation, prior works, such as USR [7], USL-H [35],
and D-score [11], ensemble multiple metrics to boost correla-
tion with the overall human judgment. For PoE, we apply the
unweighted average of predictions inferred by different domain-
specific adapters to obtain the final prediction score and examine
whether such an approach can yield good out-of-domain perfor-
mance.

Besides the conventional ensemble of model predictions,
Friedman et al. [49] propose a simple method to average the
parameters of multiple adapters, which achieves good gener-
alization on unseen question answering datasets. Matena &
Raffel [51] propose to merge pre-trained language models that
are fine-tuned on various text classification tasks via parameter
averaging. In the same line of thought, we assess whether
parameter averaging of the domain-specific adapters can achieve
performance similar to that of PoE while incurring less inference
and memory cost. Concurrent to our work, Wortsman et al. [52]
explore averaging the weights of multiple models that are fine-
tuned with different hyper-parameter configurations on the same
task. They demonstrate that simple parameter averaging attains
strong performance in image classification. Their work further
validates the effectiveness of parameter averaging.

III. PROBLEM FORMULATION

In this section, we formally define the multi-domain dialogue
evaluation task. Assume we have a collection of J dialogue
evaluation datasets, denoted as D. An evaluation dataset within
D is denoted as Dj , where j ∈ {1, . . ., J}.
Dj contains I number of dialogue context-response pairs.3

We denote the context and the corresponding response as cji and
rji respectively, where i ∈ {1, . . ., I}. In addition, each (cji , r

j
i )

is annotated by several human judges, and each human judge
will provide a quality score based on the Likert scale to indicate
his/her perception of the quality of (cji , r

j
i ). The mean human

score w.r.t. (cji , r
j
i ) is denoted as qji .

We aim to learn a metric, M(cji , r
j
i ) → sji where sji is the

metric score that reflects the quality of (cji , r
j
i ) as perceived

by M . To assess the performance of M on Dj , the correlation
score between Sj = {sj1, . . . , sjI} and Qj = {qj1, . . . , qjI} are
computed. We use ρj to represent the correlation score on
Dj . Higher ρj indicates better performance on Dj . To test the
performance of M on the J evaluation datasets, we compute
the average correlation ρ̃ = 1

J

∑J
j=1 ρ

j . The specific form of
correlation we adopt is the Spearman’s rank correlation [53], a
common statistical measure used for assessing metrics’ perfor-
mance. Spearman’s rank correlation determines the monotonic
relationship between two variables. It is appropriate for continu-
ous and discrete ordinal variables [54]. In our case, both Sj and
Qj are treated as two continuous variables and their Spearman’s
rank correlation can be computed as follows:

ρj = 1− 6
∑

kji
2

I(I2 − 1)

3The context is one or a few consecutive utterances drawn from a human-
human dialogue, and the response is generated by a chatbot conditioning on the
context.

where kji is the difference between the ordinal rank of sji within
Sj and that of qji within Qj . The range of Spearman’s rank
correlation is between +1 and -1. +1 means a perfect monotonic
association of the two variables. -1 means a perfect negative
monotonic association of the two variables. 0 means that there
is no association between the two variables.

Suppose that we train M with a collection of N training
datasets, denoted as Ω. Each dataset in Ω belongs to a unique
dialogue domain, n. Hence, Ω covers N different domains. We
denote each training dataset as Ωn where n ∈ {1, . . ., N}.

We want to assess both the in-domain and out-of-domain
performance of M . For in-domain assessment, ρ̃ is computed
over the subset of D, of which the data are in-distribution
w.r.t. Ωn. For out-of-domain assessment, ρ̃ is computed
over the subset of D, which contain out-of-distribution data
w.r.t. Ω.

IV. A PANEL OF EXPERTS

A. Motivation of a Panel of Experts

Research on domain generalization remains under-explored in
the field of automatic dialogue evaluation. According to a recent
survey on domain generalization [55], there are mainly three
method categories to improve domain generalization. First, data
manipulation, such as data augmentation and data generation.
Second, representation learning, such as domain invariant repre-
sentation learning and feature disentanglement. Third, learning
strategies, such as ensemble learning and multi-task learning. To
our knowledge, only the recent work, MDD-Eval [16] targets
domain generalization in automatic dialogue evaluation. The
key idea of MDD-Eval falls under the first method category.
Yet, purely relying on multi-domain training data is not enough
for domain generalization. In fact, the above-mentioned method
categories are complementary to each other and can be combined
towards better performance [55]. This motivates us to study bet-
ter learning strategies and network architecture that can further
enhance domain generalization of model-based metrics.

In terms of learning strategy, multi-task training is a natural
choice to improve domain generalization. Through a shared rep-
resentation, the learning on a particular domain-specific dataset
can be improved by leveraging additional information from other
related domains [37]. Furthermore, different from other tasks,
such as text classification, open-domain dialogue generation is
open-ended in nature. During evaluation, the dialogue data are
often different from the training data of the model-based metrics.
It is infeasible to re-train the model or conduct full-model
fine-tuning whenever there are new dialogue data. it is more
parameter-efficient to reuse existing knowledge encoded in the
pretrained model and train lightweight adapters [21] for domain
adaptation. An additional benefit of adapters than full-model
fine-tuning is to reduce catastrophic forgetting [56].

Although multi-task learning and adapters have been proven
effective in other tasks, such as text classification [48], image
classification [46], and cross-lingual transfer [57], to our knowl-
edge, its efficacy to dialogue evaluation has not been studied
in prior works. We are the first to apply the idea to automatic
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dialogue evaluation and comprehensively analyze its effective-
ness in terms of in-domain, out-of-domain, and few-shot transfer
evaluation. In the experiments (Section VII), we demonstrate
that our PoE metric attains state-of-the-art capability in evalu-
ating both in-domain and out-of-domain dialogue data on on a
diverse set of dialogue evaluation datasets compared to exsiting
model-based metrics.

B. System Architecture

As shown in Fig. 1, we formulate a Panel of Experts (PoE)
as an automatic dialgoue evaluation metric, which consists of a
pretrained transformer encoder, N adapters, and N classifiers.
The transformer encoder, denoted as T , contains L number of
layers, {T1, . . . , TL}. Each adapter, denoted as πn, consists
of a series of adapter layers, {πn

1 , π
n
2 , . . . , π

n
L−1}. An adapter

layer is interleaved between two consecutive transformer layers.
For example, πn

L−1 is inserted in between TL−1 and TL. Each
classifier, denoted as φn, is a single-layer feed-forward network
followed by a sigmoid activation function. As defined in Section
III, we have N training datasets with each cover a unique
dialogue domain. {πn, φn} learn to classify responses from
their respective domain-specific dataset Ωn. During training, all
{πn, φn}|N |

n=1 and T are jointly optimized in a multitask learning
manner.

The input data of PoE, xn
i is a context-response pair from

Ωn. The pair is denoted as (cni , r
n
i ). The associated label of

xn
i is denoted as yni , which indicates whether rni is appropriate

w.r.t. cni . It is either 1 (appropriate) or 0 (inappropriate). Note
that yni is a pseudo label (discussed in Section V-C) instead
of the ground-truth human label. Hence, PoE can be seen as
a semi-supervised approach, which differs from all existing
model-based dialogue evaluation metrics, except our MDD-Eval
metric [16]. However, the architecture of MDD-Eval is simple
(a pretrained RoBERTa [20] plus a feed-forward classification
network) while PoE benefits from the transformer adapter and
multitask learning for improved prediction ability and general-
izability.
(cni , r

n
i ) is concatenated into a single sequence of tokens

including special start, end, and separation tokens when fed
into the network: “<s> cni </s> rni </s>”. The input sequence
length is constrained to 512. The network output ỹni of PoE
represents the model’s confidence about the appropriateness of
rni conditioning on cni :

ỹni = pθM (yni = 1 | cni , rni )
where M refers to the PoE model parameterized by θ.

C. Training Objective

The training objective of PoE is defined as follows,

argmin
θM

EΩn∼Ω[E(xn
i ,y

n
i )∈Ωn [−(yni logỹni +(1−yni )log(1−ỹni )]]

We minimize the binary cross-entropy loss between ỹni and yni .
The whole network is trained in a multitask manner whereby
during training, T and {πn, φn}|N |

n=1 are jointly optimized.
{πn, φn} are trained to perform their respective domain-specific

classification task. More specifically, given a training mini-batch
that consists of samples uniformly drawn from any training
dataset in Ω, the parameter update of {πn, φn} only depends on
(xn

i , y
n
i ) ∈ Ωn in the mini-batch. On the contrary,T is optimized

with all training instances in the mini-batch. Hence,{πn, φn} are
domain-specific while T is domain-independent. In this way, T
learns to adapt to the multi-domain dialogue dataset and captures
a general representation that encodes regularities w.r.t. dialogue
data of different domains, while the adapter modules learn to
capture the unique characteristics of various dialogue domains,
thus serve as the domain experts.

D. Inference Process

We evaluate a trained PoE on the dialogue evaluation task
defined in Section III. Given a context-response input pair
(cji , r

j
i ) from evaluation dataset Dj , PoE will run the forward

passN times in parallel and outputN confidence scores denoted
as {ỹ1i , . . . , ỹNi }. The final metric score, sji , is computed in the
following manner:

sji =

{
ỹni if Dj and Ωn share the same domain
1
N

∑N
t=1 ỹ

n
i otherwise

If an evaluation dataset is in-distribution w.r.t. the training data
of PoE, we directly apply the confidence score of the corre-
sponding classifier. Here, a single expert makes the decision. For
out-of-distribution evaluation datasets, we perform unweighted
averaging on all the confidence scores. In this case, all experts
jointly make the decision. Hence, our proposed metric is dubbed
as PoE: a Panel of Experts.

In out-of-distribution evaluation, the inference involves run-
ning the model N times. A simplified strategy is to derive
a single adapter and a classifier by averaging the parameters
of all N adapters and N classifiers. In practice, we take the
arithmetic mean, denoted as φ′, of the parameters of the individ-
ual classifiers {φ1, φ2, . . . , φN}. The parameters of the single
adapter module, denoted as π′

l for layer l, are the arithmetic
mean of the parameters of {π1

l , π
2
l , . . . , π

N
l }. sji is obtained

with the single module, ({π′
1, π

′
2, . . . , π

′
L−1}, φ′). We justify the

use of the arithmetic mean of the parameters of the adapters
and classifiers to form a single model by considering the fact
that all the adapters share the same configuration as in [21].
Furthermore, the weights of the adapters and classifiers are all
initialized with the same uniform distribution.

We denote PoE after parameter averaging as PoE-avg. PoE-
avg combines the domain-specific knowledge of multiple ex-
perts (adapters) into a single expert (the adapter after parameter
averaging) in an early-fusion manner. It serves as a light-weight
variant of PoE and is expected to perform on par with PoE in
both in-domain and out-of-domain evaluation.

E. Few-Shot Transfer Learning

We also consider a transfer learning setup whereby PoE-avg
is finetuned with a small number of human-annotated instances
from the target dialogue evaluation dataset. The reason for
conducting few-shot transfer learning on PoE-avg instead of PoE
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is that we often do not have prior knowledge on new dialogue
evaluation datasets. Hence, we may need to finetune all adapters
in PoE instead of a domain-relevant one. With PoE-avg, we just
need to conduct the transfer learning with a single-adapter setup.

Since the data instances are annotated with continuous human
ratings rather than discrete labels, we adopt mean squared error
as the optimization objective. Details on the setup of few-shot
transfer learning experiments are outlined in Section VI-C.

V. MULTI-DOMAIN DIALOGUE TRAINING DATASET

The success of the multitask training of PoE relies on a
large-scale, high-quality, and multi-domain dialogue dataset.
However, it is not trivial to construct such a dataset. In the study
of model-based automatic dialogue evaluation, many efforts are
devoted to neural architecture design, however, the development
of high-quality training data are not given sufficient attention.
There are two major challenges constructing an adequate train-
ing dataset.

First, existing model-based metrics heavily rely on response
sampling strategies [10], [11]. Yet, the sampling strategies
do not always produce data of good quality. For instance,
the commonly-used random utterance selection strategy4 tends
to introduce over-simplistic and false-negative responses. The
over-simplistic responses refer to responses that neither seman-
tically nor syntactically overlap with the dialogue context. As
pointed out in [16], a large number of such over-simplistic
responses mislead the metrics by associating response appropri-
ateness with only content similarity, thus, introducing unwanted
bias. Furthermore, the false negatives can lead the model to
misclassify appropriate responses.

Second, plausible ways to improve the data quality include the
implementation human-in-the-loop quality control or creating
data with crowd-sourcing. However, these approaches are costly
and time-consuming considering that we need a large-scale
multi-domain dataset.

Overcoming the challenges, by extending [16], we apply
semi-supervised learning techniques to automatically construct
a multi-domain context-response dataset through a 3-step work-
flow, (1) multiple human-human dialogue corpora (Section
V-A), (2) a set of dialogue response augmentation techniques
(Section V-B), and (3) a pretrained evaluation model for data
pseudo labeling and quality control (Section V-C).

A. Human-Human Dialogue Corpora

Five human-human dialogue corpora are selected for col-
lecting the context-response pairs, as summarized in Table I,
which are DailyDialog [1], ConvAI2 [58], TopicalChat [2],
EmpatheticDialogue [3] and REDDIT [59]. We selected the
five corpora for the following reasons, (1) They have been
used in the studies of open-domain dialogue and are of good
quality. (2) Each dialogue corpus is collected with a specific
goal, hence in one unique domain. For instance, ConvAI2 is

4This strategy refers to the random selection of an utterance from a different
dialogue as the inappropriate response w.r.t. the current dialogue context.

TABLE I
HUMAN-HUMAN DIALOGUE CORPORA STATISTICS

about persona-guided conversations while DailyDialog focuses
on typical topics discussed in our daily life. (3) They are of a
suitable data size for our data collection process.

1) DailyDialog [1]: The DailyDialog dataset contains high-
quality and human-written conversations that cover a wide range
of generic topics, such as relationships, ordinary life, and work.
The conversations in DailyDialog are mainly for information
exchange and social bond enhancement.

2) EmpatheticDialogue [3]: The EmpatheticDialogue
dataset is created for developing dialogue agents that can recog-
nize feelings in the conversation partner and reply accordingly.
The conversations are grounded in emotion situations whereby
a person describes his or her personal experiences and feelings.
The conversation partner acknowledges his or her feelings and
then provides appropriate responses.
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3) ConvAI2 [58]: ConvAI2 is an extended dataset of the
Persona-Chat [4] corpus, which is about exchanging persona
information, i.e., the conversations in ConvAI2 are grounded
by the personas of the interlocutors. The conversations are
about two interlocutors trying to be engaging, to learn about
the other’s interests, discuss their own interests, and find com-
mon ground information [58]. Each persona contains at least 5
sentences describing the corresponding role. In total, there are
1155 possible personas for training. Topic shifts are common
within the conversations in ConvAI2 as the interlocutors are
continually introducing new information about themselves along
the conversation.

4) TopicalChat [2]: TopicalChat is a knowledge-grounded
human-human conversation dataset, which contains conversa-
tions between two interlocutors exchanging knowledge infor-
mation. The underlying knowledge spans across 8 broad topics,
including fashion, politics, books, sports, general entertainment,
music, science & technology, and movies. Each conversation
is associated with a Washington Post article and the top three
entities by frequency of occurrence in the article. Depending on
the configuration, the two interlocutors have access to different
knowledge snippets w.r.t. the three entities. The knowledge
sources include Wikipedia, Reddit and Washington Post articles.

5) REDDIT [59]: The REDDIT dataset is built on discus-
sions on the Reddit social media platform. There are many dif-
ferent subreddits available, with conversations largely different
in topics, language styles, and participation patterns. In total, 109
conversations of at least 3 turns are collected with the median
conversation containing 7 utterances. The conversations are
extracted from the 2,018 conversational exchanges in the Casual
Conversations forum (r/CasualConversations), a community of
607 K conversationalists discussing a variety of topics. Unlike
other dialogue corpora, the conversational style in REDDIT
is more causal and less organized. In addition, the topics in
REDDIT dialogues are more diverse and time-dependent, i.e.,
the topics may differ a lot when the conversations are carried
out at different times.

B. Response Augmentation Techniques

Due to the one-to-many nature of open-ended conversations,
the evaluation metrics will benefit from training on multiple
appropriate and inappropriate responses per dialogue context.
From a human-human dialogue in the five dialogue corpora, we
extract 1 to 4 consecutive utterances as the dialogue context,
the follow-up utterance serves as the corresponding appropriate
response. To generate multiple appropriate and inappropriate
responses per context, we need to rely on various response
augmentation strategies:

1) Syntactic & Semantic Negative Sampling: Inspired
by [10], the following perturbation techniques are applied on
the original appropriate responses to generate syntactic negative
responses: (1) word-drop (a random portion of tokens in the
original response, up to 50%, is dropped). (2) word-shuffle
(the order of tokens in the original response is shuffled). (3)
word-repeat (randomly repeat words in the original response).
For collecting semantic negative responses, we follow the

common strategy of randomly sampling an utterance from a
different dialogue (within the same corpus) to replace the origi-
nal appropriate response w.r.t. a dialogue context. To tackle the
aforementioned limitations of such random sampling strategy,
we leverage additional augmentation techniques as outlined in
the subsequent sections and model-in-the-loop quality control
measure (Section V-C).

2) Back-Translation: Given a dialogue context-response
pair extracted from a human-human conversation, Back-
Translation [60] is applied to generate paraphrases of the orig-
inal response. In the actual implementation, we adopt the pre-
trained WMT’19 English-German and German-English ensem-
ble model to perform back-translation.

3) Generation From State-of-the-art Dialogue Systems:
We rely on state-of-the-art dialogue systems including Di-
aloGPT [61] and BlenderBot [6] to generate a set of appropriate
responses with different semantic meanings conditioned on a
dialogue context. These systems have been pretrained on a large
amount of conversation data and they demonstrate strong ability
in generating fluent and on-topic responses.

4) Automatic Generation of Adversarial Responses: Moti-
vated by [62], the mask-and-fill strategy is adopted. There are
two steps: (1) masking, where one or a few tokens of a response
(up to 15% of the tokens) are replaced with mask tokens. (2)
infilling, a pretrained infilling language model [63] is adopted
to replace the mask tokens in the response with new tokens
conditioned on a random dialogue context instead of the original
context. For example, if named entities in a response are masked
out, the infilling process conditioned on a random context may
introduce different named entities that are not consistent with the
original context. Such a response may seem to be appropriate in
terms of surface lexical features, but in fact, it is semantically
inappropriate.

Another strategy is to randomly sample an utterance from the
dialogue context and then perform syntactic perturbations on the
sampled response. This strategy intends to generate adversarial
inappropriate responses that share a certain degree of content
similarity with the corresponding contexts.

Both strategies are intended to automatically construct adver-
sarial negative responses and reduce the reliance on random sam-
pling strategy for introducing semantically negative responses.

C. Pseudo Labeling & Quality Control

To avoid excessive false-negative or false-positive data in-
stances in automatically-constructed dataset, we need to put in
place a mechanism to filter out low-quality samples. Note that
human validation for quality control on a large-scale dataset is
costly. We adopt a strong model to provide pseudo labels [22] to
all the context-response pairs candidates during data augmenta-
tion in Section V-B.

Instead of training a model on a human-generated dataset
from scratch as what we did in [16], we leverage the “Dialogue
Evaluator with BERT (DEB)” model released by Sai et al. [64].
The rationale is that DEB is first pretrained on a large-scale
Reddit dataset (767 M Reddit dialogue) and then, finetuned
with the human-generated DailyDialog++ dataset. DEB can
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TABLE II
SUMMARY OF THE POE EVALUATION DATASETS, THAT ARE NEITHER INVOLVED IN TRAINING NOR TUNING

generalize across domains due to large-scale pretraining while
being capable of accurate estimation of response appropriateness
due to learning from manually-crafted data. Yeh et al. [15] also
proves it to be a strong automatic dialogue evaluator on a large
number of turn-level evaluation datasets.

Concretely, for a context-response pair, DEB provides a soft
pseudo label that indicates its confidence on the appropriateness
of the response w.r.t. the context. The soft pseudo label is a
probability distribution over two classes (appropriate and inap-
propriate). A confidence threshold of 90% is adopted to exclude
pairs classified by DEB with low confidence.

In the end, for each dialogue corpus, we collected 400 K
context-response pairs for training and 40 K pairs for validation.
Both training and validation split are class-balanced, i.e., they
contain equal number of appropriate and inappropriate context-
response pairs. In total, the multi-domain dataset contains 2 M
context-response pairs in the training split and 20 K pairs in the
validation split.

VI. EXPERIMENT PRELIMINARIES

A. Evaluation Datasets

We assess PoE on 16 dialogue evaluation datasets. The selec-
tion of evaluation datasets is guided by the recent comprehensive
survey on automatic dialogue evaluation metrics [15] as well
as the “Automatic Evaluation” shared task of DSTC105 [65].
Table II summarizes the essential characteristics of all evaluation
datasets. Some evaluation datasets contain annotations along
multiple evaluation criteria. For example, the FED-Turn [69]
dataset contains annotations along 9 different fine-grained crite-
ria, such as relevance, interestingness, fluency, etc. Since multi-
dimensional evaluation is beyond the scope of this work, we only
consider response appropriateness in our analysis. For evalua-
tion datasets without annotations along response appropriate-
ness, the criterion that is closest to response appropriateness
is considered, such as context relevance or overall quality. As
shown in Table II, the “Dimension” column contains the criteria
we consider for our correlation analysis.

5The Tenth Dialog System Technology Challenge (DSTC10).

Moreover, the evaluation datasets can be categorized with
their respective dialogue domains (as indicated in the “Domain”
column). Those belonging to the “Other” domain are consid-
ered out-of-domain evaluation datasets while the rest are the
in-domain evaluation datasets.

B. Baselines

We compare PoE with three types of systems: (1) published
state-of-the-art automatic dialogue evaluation metrics. Specif-
ically, we pick the top-ranked ones that are presented in the
comprehensive survey [15]. We include DEB [64], USL-H [35],
GRADE [14] and USR [7]. USL-H and USR target multi-
dimensional evaluation. Hence, both of them contain multiple
models with each focus on a specific dialogue quality. Since
we only target the response appropriateness, the USR-DR com-
ponent of USR and the BERT-NUP component of USL-H are
adopted respectively. Additionally, we also report the results of
the best team in the Track 5.1 of the DSTC10 shared task [65].
The rationale is that the shared task proposes a meta-evaluation
benchmark that covers all evaluation datasets used in this paper
except ConTurE, which is more recent than the rest. We want
to benchmark PoE against the most recent state-of-the-art auto-
matic dialogue evaluation metric.

(2) To showcase the advantages brought by the PoE metric
alone, instead of the multi-domain training dataset we have
collected, we compare PoE against a strong single-model base-
line that is trained on the same multi-domain dataset as PoE.
The model consists of a pretrained transformer encoder (same
as PoE) and a single feed-forward classification network. We
denote the baseline as Single-T. In fact, Single-T is similar to
the recently proposed MDD-Eval metric [16] since both have
the same architecture. Their differences are: (a) Single-T is
trained on more data compared with MDD-Eval (2 M vs 600 K).
(b) MDD-Eval is optimized with three different losses while
Single-T is optimized with only the cross-entropy loss. We
empirically find that Single-T performs on par with MDD-Eval.
On some evaluation datasets, it even outperforms MDD-Eval.
We include both Single-T and MDD-Eval as a baseline in our
experiment.



1242 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 31, 2023

(3) To show the advantage of a Panel of Experts (PoE), we
compare PoE with a collection of individual domain-specific
models, that is referred to as a Collection of Experts (CoE). PoE
is optimized with multitask learning with a shared architecture
across domains, while CoE is not. An individual model in CoE
has the same architecture as Single-T, but trained on one domain-
specific subset of the multi-domain dataset.

C. Experiment Setup

Following [15], the results w.r.t. existing state-of-the-art met-
rics are computed with the best checkpoints released by the
authors. For Single-T, CoE, and PoE, we repeat the training
10 times with different random seeds to reduce the effect of
randomness on model performance. The mean Spearman corre-
lations over the 10 runs are reported for each evaluation dataset.
In addition, we perform William’s T test [74] for pairwise
significance tests. In all the tables, we use † on PoE variants
if they significantly outperform Single-T, CoE, and MDD-Eval
(p < 0.05).

We adopt the RoBERTa-base model [20] as the pretrained
transformer encoders in PoE and baselines.This is because
RoBERTa has been proven as a powerful text encoder that are
beneficial for the automatic dialogue evaluation task in prior
works [7], [11], [66], [75]. In addition, we want to have a fair
comparison with the existing state-of-the-art metrics, which use
either BERT-base or RoBERTa-base except DEB, which is based
on BERT-large [19].

Since the training task for PoE is a binary classification task,
we adopt accuracy to determine the model performance. The
checkpoint with the best accuracy on average over the five
validation datasets is picked to perform the dialogue evaluation
task. For the dialogue evaluation task, we adopt Spearman corre-
lations to assess the performance of the ADEs. All experiments
are conducted on a single Tesla V100 GPU of 16 GB memory.

Following [49], all our experiments are implemented with
PyTorch [76], HuggingFace Transformers [77] and the adapter-
transformers library [78]. For training PoE, we adopt AdamW
optimizer [79] with a constant learning rate of 5e-6. We set the
training batch size to 32. The number of training epochs is set
to 3. The model is evaluated every 2000 steps. If the average
validation accuracy does not improve for ten consecutive check-
points, we stop the training process. In addition, each mini-batch
consists of training instances uniformly drawn from each of the
training datasets at run time. After the model is fully optimized
with multitask training, we freeze the transformer encoder and
continue finetuning each adapter separately on their respective
training/validation dataset for 10 more epochs. During finetun-
ing, a constant learning rate of 1e-5 is adopted. The model is
evaluated every 1024 steps and if the corresponding validation
accuracy does not improve for three consecutive checkpoints,
we stop the process.

The training hyperparameters of Single-T is the same as those
of PoE, except that Single-T doesn’t have the adapter finetuning
process. For CoE, each domain-specific model is trained exactly
in the same manner as Single-T. The only difference is that
Single-T is trained on the multi-domain dataset (same as PoE)

while the domain-specific models of CoE are trained on their
respective in-domain datasets.

We conduct the few-shot transfer learning experiments on
both PoE-avg and Single-T. For each evaluation dataset, we
randomly sample K% of the data and K is set to 10%, 20%,
30%, and 40% respectively. Then, we split the K% sample set
into half with one half for model finetuning and the other half for
validation. The target label of each data instance is the average
human annotation score. We adopt a training batch size of 2
and set the learning rate to 1e-5. The model is evaluated with
Spearman correlation on the validation set. If the correlation
doesn’t improve for 10 consecutive epochs, we stop the process.
After the finetuning process, we evaluate the model on the full
evaluation dataset. All the few-shot experiments are repeated
10 times with different random seeds. The analysis in Section
VII-C is based on the mean Spearman correlations over all the
10 trials.

VII. RESULTS & ANALYSIS

We would like to answer the following questions: (1) How
does PoE perform for in-domain data (Section VII-A)? (2) How
does PoE generalize to out-of-domain evaluation (Section VI-
I-B)? (3) How does PoE adapt to unseen domains with few-shot
transfer learning (Section VII-C)? (4) Can PoE be applied to
downstream dialogue tasks, such as response selection (Section
VII-D)? (5) How efficient is PoE compared to Single-T and CoE
(Section VII-E)?

A. In-Domain Performance of PoE

First, USL-H, GRADE, and USR are domain-specific metrics
as they are trained on specific dialogue corpora. USL-H and
GRADE are trained on context-response pairs that are based on
DailyDialog [1] while USR is trained on context-response pairs
that are derived from TopicalChat [2]. In Table III, it can be ob-
served that USR performs significantly better on average across
all the TopicalChat-related evaluation datasets (row 14) than
USL-H and GRADE. On the other hand, USL-H and GRADE
perform significantly better than USR on average across all
the DailyDialog-related evaluation datasets (row 13). PoE can
outperform USL-H and GRADE on the DailyDialog domain as
well as USR on the TopicalChat domain. In addition, PoE also
outperforms CoE, which are trained on domain-specific datasets,
across all five domains (row 12–16). These observations confirm
that PoE is effective for the multi-domain evaluation task.

Second, to provide a direct and fair comparison between PoE
and the domain-specific baselines (which are trained on single-
domain data, while PoE is trained on multi-domain data), we
re-train USL-H, GRADE, and USR on the same multi-domain
data as PoE and present their in-domain performance in columns
USL-H+, GRADE+, and USR+ of Table III respectively. It can
be observed that the correlation scores of all three baselines gen-
erally improve over their respective domain-specific variants.
This shows that better multi-domain evaluation performance
can be partially attributed to better training data. However,
PoE still outperforms USL-H+, GRADE+, and USR+ by a
large margin. The large performance gap is due to (1) the
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TABLE III
SPEARMAN CORRELATIONS (%) ON 11 IN-DOMAIN EVALUATION DATASETS

specialized adapter modules of PoE that captures the unique
characteristics of different dialogue domains. (2) PoE supports
multi-task training, which better exploits the domain-specific
features than single-model training. The large performance gap
also empirically proves that the dedicated architecture of PoE is
essential to the multi-domain dialogue evaluation task.

Third, we compare PoE with DEB. DEB is a classification
model with BERT-large as the backbone. It is first pre-trained
on roughly 767 M Reddit conversations, then fine-tuned on the
DailyDialog++ dataset. Hence, DEB has better generalizability
than USL-H, GRADE, and USR. PoE outperforms DEB across
all five domains. Especially for the Reddit domain (row 16),
PoE attains a remarkable improvement of 5.35% over DEB
even though DEB has been pretrained on a large amount of
Reddit data. The significant improvement may be due to that
(1) DEB has been applied in our dataset construction process
(Section V-C). PoE acquires the knowledge of DEB on dialogue
evaluation by training on its pseudo-labeled data; (2) Though
DEB has more trainable parameters than PoE (340 M vs 132 M)
and is pretrained on a much larger dataset (767 M vs 2 M), PoE
benefits from its network architecture that captures both general
knowledge across domains, and domain-specific knowledge.

Additionally, when compared to CoE, PoE attains superior
performance across all domains. The superior performance can
be attributed to multitask learning, which serves as an effective
tool for boosting model performance through implicit data aug-
mentation and regularization. During the multitask training, the
RoBERTa encoder shared by all the adapters in PoE provides
general and useful representations for the dialogue contexts
and their corresponding responses. Besides the superior perfor-
mance, PoE is also much more lightweight than CoE in terms
of trainable parameters (132 M vs 623 M).

Furthermore, PoE also outperforms Single-T and MDD-Eval
across all the dialogue domains. Since both Single-T and PoE
are trained on the same data and both share the same type of pre-
trained transformer encoder (RoBERTa-base), the performance

improvement is attributed to PoE’s incorporation of the adapters
and multitask learning. Even though both Single-T and PoE
possess general knowledge of the multi-domain dialogue data,
the different adapter modules in PoE help capture the additional
domain-specific knowledge. Moreover, if we compare PoE-avg
with Single-T, it can be observed that even though both have
approximately the same amount of trainable parameters, PoE-
avg achieves better performance than Single-T. The observations
confirm that PoE is a superior multi-domain automatic dialogue
evaluation model to Single-T. MDD-Eval performs generally
well across the five different domains. Yet, it faces the same
limitation as Single-T: lack of dedicated network modules to
capture additional domain-specific knowledge. Hence, it per-
forms worse than PoE in the in-domain setting.

Additionally, PoE variants can outperform the best team (team
5) in the DSTC10 “Automatic Dialogue Evaluation” shared
task [65] on 9 out of 11 evaluation datasets. Remarkably, for
the Empathetic (row 15) and the Reddit (row 16) domains,
PoE achieves performance gain of approximately 16% and
9% respectively in comparison to team 5. Team 5 employs a
metric ensemble approach whereby the prediction scores of five
different metrics are combined with weighted averaging. The
five metrics target relevance, fluency, engagement, specificity,
and topic coherence respectively. When performing evaluation
on a particular dataset, the weight of each metric is dynamically
determined by the Spearman correlation of the metric scores and
the corresponding human annotation scores over a subset of that
dataset. Different from Team 5’s method, PoE doesn’t rely on
human annotation scores. In addition, it is a single-model metric
instead of an ensemble of multiple metrics.

Moreover, the performance of PoE and PoE-avg is almost
identical. This finding confirms our expectation about PoE-avg
in Section IV-D. It can also be observed that PoE slightly
outperforms PoE-avg on the PersonaChat, TopicalChat, and
Empathetic domains (rows 12, 14, and 15) while PoE-avg
slightly performs better than PoE on the DailyDialog and Reddit
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TABLE IV
SPEARMAN CORRELATIONS (%) ON 5 OUT-OF-DOMAIN EVALUATION DATASETS

domains (rows 13, 16). A possible reason is that the dialogues in
the DailyDialog and Reddit domains are more informal and their
language usage is more common. Hence, the knowledge about
other dialogue domains can better transfer to the evaluation of
such dialogues, but the reverse may not be the same. As a result,
PoE-avg, which carries knowledge about different domains, is
more capable of evaluating informal dialogues than PoE, which
provides domain-specific predictions.

Lastly, we demonstrate the effectiveness of our data collec-
tion pipeline by comparing CoE with USL-H and USR. Con-
cretely, USL-H is the domain expert in evaluating DailyDialog-
related dialogues while USR is the domain expert in evaluat-
ing TopicalChat-related dialogues. Both USL-H and USR are
trained with dialogue context-response data that are developed
with the semantic negative sampling strategy introduced in
Section V-B. There is no quality control on the training data
of USR and USL-H. On the other hand, CoE, a collection of
domain-specific models that have similar architecture as USL-H
and USR, is trained with context-response data that are obtained
after our quality control process. We can observe in Table III that
CoE outperforms USL-H by roughly 2% in terms of the average
Spearman correlation over all DailyDialog-related evaluation
datasets (row 13). It outperforms USR by roughly 4.5% in terms
of the average Spearman correlation over all TopicalChat-related
evaluation datasets (row 14).

B. Out-of-Domain Evaluation With PoE

A major limitation of existing model-based dialogue eval-
uation metrics is their inability to generalize to new domains
beyond the training data. This is evidenced by the out-of-domain
performance of USL-H, USR, and GRADE in Table IV. For
example, USL-H and GRADE perform poorly on the Topi-
calChat domain while USR performs poorly on the DailyDialog
domain.6

We can observe that by training on the augmented multi-
domain data, the performance of the domain-specific metrics,
such as USL-H, GRADE, and USR improves on out-of-domain
evaluation datasets. For example, as shown in Table IV, the
average Spearman correlation of USR increases from 20.89%
(USR*) to 36.57% (USR+). Hence, data augmentation is useful
to domain generalization of dialogue evaluation metrics. Yet,

6DailyDialog and TopicalChat have the least overlap in characteristics. One
focuses on daily conversations while the other targets knowledge exchanges.

PoE significantly outperforms the domain-specific metrics de-
spite that they are trained on the same multi-domain data. This
indicates that purely relying on data augmentation techniques is
not enough for domain generalization.

Additionally, PoE and PoE-avg significantly outperform
Single-T, and MDD-Eval in three out of the five evaluation
datasets. MDD-Eval and Single-T are trained on the same
multi-domain data as PoE. Their network architecture contains
a single RoBERTa encoder and a classifier without specialized
adapter modules. The superior performance of PoE indicates
that combining data augmentation and adapter-based multitask
training leads to better domain generalization than metrics that
only rely on data augmentation for domain generalization.

Furthermore, we can observe that CoE performs comparably
well to Single-T and better than USL-H, GRADE, USR, and
MDD-Eval. The observation suggests that ensemble of multiple
domain-specific models can also help boost domain generaliza-
tion of the metrics. The observation that the performance of PoE
is better than CoE suggests the advantage of applying multitask
learning on top of model ensemble over pure ensemble of the
domain-specific experts.

Moreover, we compare PoE to DEB and Team 5. DEB is
pretrained on large-scale Reddit conversations and it leverages
a large pre-trained language mode, BERT-large [19]. The metric
proposed by Team 5 is based on ensemble of multiple distinct
sub-metrics. Both possess good domain generalization, but PoE
outperforms them by 6.08% and 1.78% respectively in terms of
the average Spearman correlation across the five out-of-domain
evaluation datasets. Hence, we can conclude that combining
adapter-based multitask learning and model ensemble are com-
plementary. It can lead to better domain generalization.

In summary, the strong out-of-domain performance of PoE
can be attributed to two factors. First, PoE leverages data
augmentation and multitask training. It learns to capture the
regularities within data across domains. The learned knowledge
can effectively transfer to unseen dialogue domains. Second,
PoE further exploits the advantage of model ensemble, yet in
a lightweight manner. In machine learning, we often adopt
ensemble models instead of a single model for robust perfor-
mance. We note that both PoE and CoE take the average of
multiple prediction scores for out-of-domain data. However,
PoE exploits the lightweight adapters as the hyper-parameters
dedicated to effective model generalization, while CoE
seeks to generalize with multiple full-fledged domain-specific
models.
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TABLE V
SPEARMAN CORRELATIONS (%) OF MDD-EVAL, SINGLE-T AND POE-AVG AFTER FEW-SHOT TRANSFER LEARNING ON 16 EVALUATION DATASETS WHEN K =

10%, 20%, 30%, AND 40%

Finally, the out-of-domain performance difference between
PoE and PoE-avg is insignificant as evidenced by their average
Spearman correlations across the five out-of-domain datasets
(42.86% vs 42.37%). This reinforces the claim in Section IV-D
that PoE-avg serves as a lightweight alternative to PoE. An
additional advantage of PoE over PoE-avg and other baseline
metrics is that PoE is much more flexible when evaluating out-of-
domain data, because it allows researchers and practitioners to
only select the adapters that are closer to the evaluation domains
when running inference.

C. Few-Shot Transfer Learning

Besides its strong in-domain performance and zero-shot gen-
eralization, PoE has an additional benefit, the exploitation of
few-shot transfer learning for fast adaptation to new dialogue
domains. In this section, we analyze the few-shot transfer per-
formance of PoE-avg, Single-T, and MDD-Eval. All the models
carry the knowledge of dialogues across multiple domains. Yet,
the architecture of PoE-avg is more sophisticated due to the
incorporation of the adapter. Table V presents the performance
comparison among Single-T, PoE-avg, and MDD-Eval. The
performance of Single-T, MDD-Eval, and PoE-avg generally
improves as K increases. An absolute improvement of 12% is
achieved by PoE-avg in terms of the average Spearman cor-
relations over the 16 evaluation datasets when K = 40% (from
48.07% to 60.16%). Single-T and MDD-Eval also attain 10.72%
and 8.77% absolute improvement respectively when K = 40%.

With only 5% of the data for finetuning (K = 10%), few-
shot transfer learning brings PoE-avg more than 5% absolute
improvement on Persona-DSTC10, Reddit-DSTC7, Topical-
DSTC10, and ESL. Remarkably, the improvement on Con-
TurE is the most significant among all datasets (more than
11% improvement). Additionally, PoE-avg outperforms Single-
T and MDD-Eval by 6% and 12.3% respectively in terms of

average Spearman correlation across all out-of-domain evalua-
tion datasets (row 22). The observations reinforce that PoE-avg
is capable of fast adaptation to new dialogue domains.

In general, PoE-avg significantly outperforms both Single-T
and MDD-Eval in most of the datasets for all choices of K.
The only exceptions are that (1) when K ≥ 20%, Single-T
performs better than PoE-avg on Persona-USR and Persona-
Zhao; (2) When K ≤ 20%, MDD-Eval outperforms PoE-avg
on Topical-USR. In most cases, the performance of Single-T
becomes comparable with that of PoE-avg only when finetuned
on more data. This showcases that PoE-avg is better at few-shot
transfer and more data-efficient than Single-T.

With 20% of the data for finetuning (K = 40%), PoE-avg can
obtain more than 50% Spearman correlations on 13 out of 16
datasets and more than 60% Spearman correlations on 9 datasets.
Especially on most of the out-of-domain evaluation datasets
(rows 12–16), the performance improvement is significant. On
average, there is an improvement of 12.68% Spearman correla-
tions (from 43.00% to 55.68%). From the observations, we can
conclude that few-shot transfer learning with PoE-avg offers us
a scalable way for the multi-domain dialogue evaluation task.
This is because whenever we need to evaluate new dialogues,
we may just need to annotate a few in-domain data instances and
then finetune the pretrained PoE-avg model with the annotated
data. Subsequently, we can apply the finetuned model for the
new evaluation task.

D. Application to Downstream Dialogue Tasks

The purpose of developing automatic dialogue evaluation
metrics is to benefit downstream dialogue tasks, such as dialogue
generation and response selection. With metrics that strongly
correlate with human evaluation, researchers and practitioners
can accurately estimate the performance of their models during
the development phase. Besides providing an accurate quality
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TABLE VI
HITS@1 (%) OF POE VARIANTS AND PREVIOUS METHODS ON PERSONA-CHAT

UNDER THE THREE PERSONA CONFIGURATIONS

estimation of model responses, PoE can be directly used for
response re-ranking or response selection. In this section, we
examine whether PoE is an effective response selector on the
Persona-Chat benchmark [4].

The Persona-Chat benchmark consists of 8939 dialogues for
training, 1000 for validation, and 968 for testing. Response
selection is conducted at every turn of the dialogue. Hence,
there are 65719 context-response pairs for training, 7801 for
validation, and 7512 for test. For each dialogue context, there is
a true positive response, which is the original human response,
and 19 distractors. The aim of PoE is to rank the true positive
response at the top-1 among the 20 response candidates in terms
of contextual relevance. Its effectiveness is measured by the
recall of the true positive responses, denoted as hits@1, which
is a common metric for evaluating response selection systems.
Each dialogue in Persona-Chat is accompanied by two persona
profiles and each persona profile consists of 3 to 5 sentences
describing the background information of the corresponding
interlocutor. There are 955 possible personas for training, 100 for
validation, and 100 for test. Since the original persona sentences
are similar to the utterances within the dialogues, the authors also
provide a set of revised persona profiles. In our experiments, we
consider three different settings: (1) response selection without
persona profile information (denoted as dialogue-only); (2) re-
sponse selection with the original persona profile (denoted as
original); (3) response selection with the revised persona profile
(denoted as revised).

In addition, we apply PoE for response selection in two
different ways. First, directly run inference on the test set with the
pre-trained PoE model (denoted as PoE-direct). Second, freeze
the transformer encoder of PoE and train a new adapter on the
Persona-Chat training data. Then, we can run inference on the
test set with the new adapter module (denoted as PoE-adapter).
We compare the two PoE variants against different ranking
models, which include as baselines the current SotA models
for retrieval approaches from [4], the Interactive Matching Net-
work (IMN) [80], and the Dually Interactive Matching Network
(DIM) [81].

Table VI presents the Hits@1 (%) of PoE variants and pre-
vious methods on Persona-Chat. We can make the following
observations: (1) even though PoE-direct is not finetuned on
the Persona-Chat response selection data, it still performs much

better than the ranking baselines under the dialogue-only, orig-
inal, and revised settings. (2) PoE-adapter outperforms IMN
in the original and revised settings. Even though PoE-adapter
performs slightly worse than DIM, it is much more parameter-
efficient. The total number of trainable parameters of DIM is
approximately 6.23 M while that of the PoE-adapter is 1.79 M.
IMN and DIM require full model training to reach satisfactory
performance whereas, for PoE-adapter, we only need to train
the light-weight adapter module and reuse its prior knowledge
obtained from pre-training on the multi-domain dialogue data.
In addition, we did not conduct hyperparameter search to op-
timize PoE-adapter’s performance on the downstream response
selection task. Instead, we simply reuse the hyperparameters
that are applied to the dialogue evaluation task. (3) PoE-adapter
significantly outperforms PoE-direct under the three persona
configurations. This observation is expected as training on task-
specific data always improves the model performance on the
corresponding downstream task.

The experiment results not only showcase the usefulness of
PoE to the response selection task but also demonstrate the claim
that PoE is much more flexible than single-model metrics. When
adapting to a new task-specific dataset, we can just incorpo-
rate a task-specific lightweight adapter into PoE. The number
of trainable parameters is much less compared to full-model
finetuning.

E. Efficiency Analysis

In this subsection, we compare the efficiency of PoE and the
baselines. In terms of training, given 2 million data instances
and a training batch size of 32 (62500 steps per epoch), PoE
takes roughly 7.5 hours to complete one epoch on a single
Nvidia RTX 3090 GPU card. Both Single-T and CoE take
around 5.5 hours per epoch. Since model training only requires
three epochs and the early stopping strategy is implemented, the
additional training time is worthwhile considering the superior
performance of PoE.

In terms of inference, the speed of Single-T and that of
PoE-avg are similar. The difference between PoE and CoE is
negligible. However, the inference time of PoE or CoE is N
times as that of Single-T or PoE-avg where N denotes the
number of domain-specific adapters or domain-specific models.
In our experiments, PoE and CoE take 2.5 minutes to complete
inference on 10000 data instances with an evaluation batch
size of 32 and a single Nvidia RTX 3090 GPU card. Single-
T and PoE-avg take around 30 seconds. Hence, in real-life
evaluation tasks, PoE-avg is the best choice considering the
fact that it is not only efficient but also achieves comparable
performance with PoE in terms of correlations with human
evaluation.

F. Beyond PoE-avg

Besides parameter averaging, we explore other ways to col-
lapse the domain-specific adapters and classifiers into a single
adapter and a classifier respectively. More specifically, we ex-
amine two other methods, max pooling of the parameters and



ZHANG et al.: POE: A PANEL OF EXPERTS FOR GENERALIZED AUTOMATIC DIALOGUE ASSESSMENT 1247

TABLE VII
PERFORMANCE COMPARISON OF POE-MAX, POE-AVG, AND POE-MIN

min pooling of the parameters, which are denoted as PoE-max
and PoE-min respectively. Table VII presents the Spearman
correlations of PoE-max, PoE-avg, and PoE-min on the 16
dialogue evaluation benchmarks. It can be observed that the
three methods are not significantly different in terms of both
in-domain (rows 17–21) and out-of-domain (row 22) evaluation
performance. PoE-min performs slightly worse than PoE-avg or
PoE-max. Hence, both PoE-avg and PoE-max can be used as
efficient alternatives to PoE during inference.

VIII. CONCLUSION AND FUTURE WORK

This paper studies multi-domain dialogue evaluation. We
address the poor generalization issue of existing model-based
automatic dialogue evaluation metrics and propose a novel
metric, that is called a panel of experts (PoE), with transformer
adapters under multitask learning. To facilitate the training of
PoE, we further construct a high-quality multi-domain dataset
via data augmentation and pseudo-labeling. Through extensive
and comprehensive experiments on a large collection of evalua-
tion datasets, we demonstrate that PoE strongly correlates with
human judgments and outperforms the baselines and existing
state-of-the-art evaluation metrics. In addition, PoE exhibits
strong zero-shot generalization and few-shot transfer perfor-
mance. In the future, we will extend PoE for multi-dimensional
evaluation by incorporating novel pretraining objectives, such

as interestingness and informativeness. In addition, we will
extend our study from turn-level evaluation to dialogue-level
evaluation.

VIII. LIMITATIONS

Despite PoE achieves the best out-of-domain performance
among existing model-based metrics, it is still far from perfec-
tion. Due to the unconstrained topics, syntactic and semantic ex-
pressions, and styles of open-domain dialogues, it is challenging
to generalize to all sorts of dialogue data. A future direction is
to leverage large-scale language models (LLM), such as GPT-
3 [82] and InstructGPT [83], and the prompt-based few-shot
learning paradigm [84]. Such LLMs with few human-labeled
examples as demonstrations are proven to be capable of superior
generalization to unseen data.

Additionally, we assume that when generalizing to unseen
data, all the domain experts play an equal role. Hence, an
unweighted average of metric scores from all domain-specific
experts is adopted. Such an assumption often does not hold
when evaluating out-of-domain data. The weights with respect to
the domain-specific experts should be adjusted when assessing
different evaluation datasets. One possible solution is to learn a
regression function of the weights on a small subset of human-
labeled data.

Lastly, we only tackle the overall quality of the generated
responses. More fine-grained quality dimensions should be ex-
amined at both turn level [11] and dialogue level [85]. An
ideal automatic dialogue evaluation metric should generalize
across both domains and dialogue quality dimensions. A fu-
ture direction is to ensemble different dimension-specific vari-
ants of PoE to provide a holistic evaluation of the dialogue
quality.
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