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Automatic Lyrics Transcription of Polyphonic Music
With Lyrics-Chord Multi-Task Learning

Xiaoxue Gao , Student Member, IEEE, Chitralekha Gupta , Member, IEEE, and Haizhou Li , Fellow, IEEE

Abstract—Lyrics are the words that make up a song, while chords
are harmonic sets of multiple notes in music. Lyrics and chords
are generally essential information in music, i.e. unaccompanied
singing vocals mixed with instrumental music, representing im-
portant components in polyphonic music. In a traditional lyrics
transcription task, we first extract the singing vocals from the
polyphonic music and then transcribe the resulting singing vocals,
where the two steps are optimized independently. In this paper, we
propose novel end-to-end network architectures that are designed
to disentangle lyrics from chords in polyphonic music for effective
lyrics transcription in a single step, where we consider chords as
musical words, analogously to lexical words as lyrics intuitively. We
start by studying a single-task lyrics transcriber as the reference
baseline and the initial model to develop the multi-task lyrics
transcription solutions. The main idea is to take advantage of chord
transcription available in the training data through multi-task
training to improve lyrics transcription. The experiments show that
the proposed multitask lyrics transcriber significantly outperforms
other competing solutions, with a word error rate (WER) of 31.82%
on a standard test dataset.

Index Terms—Automatic lyrics transcription in polyphonic
music, multi-task learning, singing voice separation, music
information retrieval.

I. INTRODUCTION

UNLIKE automatic speech recognition (ASR) [1], [2], auto-
matic lyrics transcription in polyphonic music has not been

well studied. It aims to recognize the lyrics from singing vocals
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in the presence of instrumental music accompaniment. Lyrics
transcription is an enabling technology for many downstream
applications, such as the automatic generation of karaoke lyrical
content, music video subtitling, and query-by-singing.

Singing manifests a higher degree of variation in pronuncia-
tion and prosody than speech [3]; therefore, lyrics transcription
of singing vocals is more challenging than automatic speech
recognition (ASR). Early studies on lyrics transcription mostly
adopted standard ASR techniques, such as hidden Markov
models (HMMs) and deep neural networks (DNNs) [4]–[6],
which are not specifically designed for singing processing.
Furthermore, instrumental music accompaniment typically adds
a complex and structured source of musical information to the
singing vocals, therefore adversely impacting intelligibility [7].
The solutions to lyrics transcription in polyphonic music can be
grouped into two broad categories: 1) extraction-transcription,
which extracts singing vocals first through a source separation
model and then transcribes the extracted vocals [8]–[11], and
2) direct modeling, which models polyphonic audio, i.e. singing
vocals mixed with instrumental music directly [12]–[14].

The extraction-transcription approach typically follows the
standard speech recognition process [15], [16]. In other words,
lyrics transcription is performed in the same way as speech
recognition. As a result, its performance is adversely affected
by imperfect singing voice extraction frontend [8], [13]. Fur-
thermore, the voice extraction and transcription modules are
trained separately, which leads to a possible mismatch between
training and testing. The extraction task may require clean vocals
in addition to the polyphonic music for training [17], which are
not always available.

The direct modeling approach does not remove the instrumen-
tal music, but rather makes use of it. Stoller et al. [12] developed a
system based on a Wave-U-Net architecture to predict character
probabilities directly from raw audio. This system performed
well for the task of lyrics-to-audio alignment; however, it showed
a high word error rate (WER) in lyrics transcription. Demirel
et al. [14] introduced a multistream time-delay neural network
based on the Kaldi hybrid architecture. Gupta et al. [13] pro-
posed a music-informed acoustic model that incorporated music
genre-specific information into acoustic models. This approach
outperforms all other systems in the MIREX 2020 lyrics tran-
scription task [18]. The study in [13] suggests that lyrics acoustic
models can benefit from musical information. e.g., music genre,
available in the instrumental music.

Both chords and lyrics are important elements of poly-
phonic music. A chord is a combination of notes that sound
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simultaneously or nearly simultaneously [19]–[23]. Chords play
an important role in music [24], as they carry information
useful for determining the structure of the music and represent
the musical harmonic context and rhythmic properties [20].
Chords in sheet music also provide information so that the
piece can be reproduced [20]. Therefore, chord transcrip-
tion [19], [25]–[32] has attracted great attention for applications
such as music segmentation [33], [34] and music structure
analysis [26].

Chords and lyrics have some similar properties in most cases.
First, chords belong to a finite set, which is similar to the format
of the finite vocabulary of lexical words. Second, in polyphonic
music audio, a set of chords is used to form chord progressions
with distinctive harmonic flow [35], similar to the combination
of lexical words producing meaningful sentences. Third, the start
of a chord usually synchronizes with the start of a word, and a
chord may be sustained over multiple lyrical words [36]. Mauch
et al. [36] attempted to exploit this correlation between chords
and lyrics for the purpose of lyrics-to-audio alignment in poly-
phonic music, and they achieved boosting accuracy from 38.4%
to 88.0% with the aid of chord transcription. They suggested
that chords and lyrics complement each other in a manner of
representing and bridging musical and lyrical information in
polyphonic music.

In this paper, we propose a novel end-to-end framework for
lyrics and chord transcription, denoted as multi-transcriber,
which shares a common encoder but has two separate decoders.
We optimize the multi-transcriber with a multi-task learning
strategy. At run-time, the multi-transcriber network concurrently
transcribes lyrics and chords directly from input polyphonic
music.

This work is motivated by several previous findings: a) singing
vocals are correlated with music accompaniment; therefore,
appropriate joint feature representation between the two could be
helpful for lyrics transcription; b) the direct modeling approach
that optimizes the system for the overall objective of lyrics
transcription outperforms the extraction-transcription approach,
which highlights the advantage of jointly modeling lyrics and
chords; c) lyrics transcription in polyphonic music resembles
the problem of speech recognition in a multi-talker environ-
ment [37]–[39], where studies show that it is possible to decode
overlapped speech streams concurrently without explicitly sep-
arating them.

The contributions of this paper include the following:
� We propose a novel solution to the lyrics transcription

problem through a joint lyric-chord decoding strategy.
� We formulate and validate an end-to-end transformer-

based framework for lyrics transcription for the first time.
� We achieve state-of-the-art lyrics transcription perfor-

mance for both monophonic music (singing vocals) and
polyphonic music (singing vocals mixed with music ac-
companiment).

The rest of this paper is organized as follows. In Section II, we
present the related work to set the stage for this study. Section III
introduces the direct modeling pipelines for lyrics and chord
transcription. In Section IV, we formulate the multi-transcriber
network in detail. In Section V, we present the experimental

setup and a set of reference models for comparison. In Sec-
tion VI, we discuss the experimental results. Finally, Section VII
concludes the study.

II. RELATED WORK

Singing vocals differ from speech in many ways [3], [40].
They exhibit a larger pitch range and higher average pitch than
speech [41]. For example, the typical fundamental frequency for
female speech is between 165 and 200 Hz, while that for singing
vocal can reach more than 1 kHz [42]. Other differences are
reflected in the duration, pronunciation and vibrato characteris-
tics in singing [42]. Furthermore, in polyphonic music, singing
vocals are mixed with instrumental music; therefore, lyrics
transcription in polyphonic music becomes more challenging
than traditional speech recognition.

We begin by looking into multi-talker speech recognition to
motivate our lyrics-chord multi-transcriber and then review the
prior studies related to transformer-based solutions and multi-
task learning to prepare for the formulation of the proposed
multi-transcriber.

A. Decoding Mixed Signals

Polyphonic music audio mostly contains lyrics as well as
chords. Humans are able to perceive the lyrical sentence as
well as the chord progression together and individually while
listening to music. The decoding of lyrics and chords resembles
speech recognition of a two-talker speech utterance, i.e., two
streams of overlapped speech. On the other hand, lyrics and
chords are temporally correlated. For example, syllables are
assigned to notes, while chord changes usually occur on strong
beats. There is a temporal relationship between notes and beats in
music. Therefore, joint modeling of two signals could potentially
facilitate the decoding.

A successful engineering solution to multi-talker speech
recognition [37] employs an attention-based encoder-decoder
architecture with multiple decoders, one for each speaker. It
assumes that the speech by multiple speakers shares the same
vocabulary. In a two-talker situation, the order of speakers mat-
ters during training and testing. By making assumptions about
the speech mixture, one may implement the decoding of mixed
signals in a certain order, for example, by keeping a known
speaker [43] on one side or ordering the speakers according
to the speech energy [44]. In the case of recognizing speech
from two random speakers, a permutation invariant training [37]
strategy would be more suitable in a parallel decoding system.
Permutation invariant training (PIT) [37] was first studied under
the parallel framework, which considers all possible speaker
permutations during training [37], [45]–[47]. As it assumes a
fixed number of speakers in advance, it limits the scope of
applications.

We note that lyrics-chord transcription is similar to two-talker
speech recognition in terms of transcribing two overlapping
signals. For example, we may design a parallel network to
decode lyrics and chords in a fixed order, where lyrics and
chords resemble two known speakers in a mixture. However,
singing vocals and music differ much more than two speakers.
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For example, they have different spectral energy distributions,
and they do not share a common vocabulary. Nonetheless, the
study of multi-talker speech recognition provides inspiration for
our study of decoding mixed signals.

B. Multi-Task Learning

The instrumental accompaniment in polyphonic music is
not random background noise. The accompaniment provides a
rhythmic and harmonic support structure to the main melody
of a song. It can be either described by metadata descriptors
or modeled in a data-driven manner. For lyrics transcription to
benefit from the musical structure, it is clear that we should not
treat the instrumental music as background noise in the same
way as in noisy speech recognition [48]–[50]. Chords are one of
the fundamental building blocks of the tonal system [20] and can
be described as musical words, analogous to the lexical words
in lyrics. A sequence of chords outlines the harmonic flow of a
piece of music [20]. Lyrics and chords are two essential pieces
of information in polyphonic music. In this work, we investigate
whether we can model the acoustic units of lyrics and chords in
one system to improve the performance of lyrics transcription.

Multi-task learning (MTL) is an inductive transfer approach
that uses domain information contained in the training signals
of related tasks as an inductive bias. MTL is widely used
in text classification [51], machine translation [52], language
modeling [53], [54], and speech synthesis [55]–[57]. It offers
multiple advantages over the single-task training paradigm, i.e.,
implicit data augmentation, attention focusing, eavesdropping,
representation bias and regularization [58].

Drawing inspiration from MTL [58]–[60], we consider lyrics
decoding and chord decoding as two single tasks that can be
leveraged based upon one another. During training, we posit
that chord transcription serves as an inductive bias to assist the
main task of lyric transcription via inductive transfer from the
musical domain to the lyrical domain.

C. Transformer-Based End-to-End Models

The traditional automatic speech recognition (ASR) im-
plementation involves separate acoustic and language model-
ing [61]–[63]. Recently, end-to-end ASR systems have attracted
great attention, where acoustic, lexical and linguistic data are
modeled jointly in a single neural network that directly con-
verts input speech to words [38]. The successful models in-
clude connectionist temporal classification (CTC) [64], [65] and
sequence-to-sequence (S2S) models [66], [67]. The combination
of CTC and S2S [68], [69] was also explored.

Transformer [70] is a popular encoder-decoder architecture
that shows good performance in natural language process-
ing [53], music generation [71], chord recognition [72], and
speech recognition [73], [74]. Transformer-based multispeaker
speech recognition shows better performance than RNN-based
models in both single-channel and multi-channel scenarios [75].
One of the key components in the transformer is the self-
attention layer, which computes the contributing information of
the whole input sequence and implicitly learns the global time
dependency while mapping the sequence into a vector at every

Fig. 1. An overview of the proposed (a) lyrics-transcriber and (b) chord-
transcriber pipelines. The lyrics-transcriber is trained to decode lyrics from
polyphonic music, and the chord-transcriber is trained to decode chords from
instrumental music. The two transcribers are used as the pretrained model
for the ultimate multi-transcriber, which decodes both lyrics and chords from
polyphonic music in one instance.

time step [75]. This is highly desirable for lyrics transcription,
wherein we would like to make use of the temporal context in
singing vocals, beyond the current frame, to decode the lyrics,
which will be the focus of this work. We are motivated to explore
a transformer-based end-to-end solution to lyrics transcription.

III. TRANSFORMER-BASED LYRICS AND CHORD

TRANSCRIBERS

Chords in music are defined as a group of notes played either
simultaneously or in close succession [20] within a specified
duration. Chord progression refers to the chords being played
in succession that form the harmonic structure of the song. A
sequence of chords played in a given song can be considered
as a sequence of musical words. Lyrics, on the other hand,
form the articulatory component of the singing vocals in a song.
In this work, we first propose decoding either lyrics or chord
sequences using a transformer-based direct modeling approach
called a lyrics transcriber or chord transcriber. We adopt the
same network architecture for the two transcribers; for brevity,
we only describe a lyrics transcriber in detail.

The lyrics transcriber takes the mixed signal as input and
generates lyrics as output. It can be considered as an end-to-end
counterpart to the statistical approach [13]. The proposed lyrics
transcriber is trained on polyphonic music with lyrics transcrip-
tion [69], as shown in Fig. 1(a), and the chord transcriber is
trained on instrumental music with chord transcription, as shown
in Fig. 1(b). In either case, we do not seek to separate or extract
the audio of interest but rather to model the signal to directly
predict lyrics and chord transcription, respectively.

The lyrics-transcriber is based on joint encoder-decoder and
connectionist temporal classification (CTC) architecture [69],
where the encoder converts the input acoustic features to
intermediate representations, and the decoder predicts lyrical
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Fig. 2. A single-task lyrics-transcriber pipeline that learns to decode polyphonic music (singing vocal mixed with instrumental music) to lyrics. The same
architecture is also used for chord-transcriber.

tokens, i.e. sub-words in this paper, one at a time given the
intermediate representations and the previously predicted lyrical
tokens in an autoregressive manner, as illustrated in Fig. 2.

The core module of the encoder and decoder is a multi-head
attention (MHA) [70] that employs a self-attention mechanism
to make use of the temporal context of the polyphonic music
input sequence. Unlike the recurrent connections in RNN that
require sequential iterations [76] or the use of local context with
limited receptive fields in CNN [70], the advantage of using
MHA is to jointly attend global polyphonic representation via
different subspaces from multiple self-attention outputs.

1) Lyrics-Transcriber Encoder: The lyrics-transcriber en-
coder consists of an embedding block (PolyEmbed) and N
identical encoder blocks, where each encoder block contains
an MHA and a position wise feed-forward network (FFN). The
input sequence X is first encoded into Xe by a PolyEmbed
block using subsampling and positional encoding (PE) [70]. The
encoder blocks then transform Xe into a hidden representation
H. Residual connection [77] and layer normalization [78] are
employed inside each of the encoder blocks.

Xe = PolyEmbed(X),

H = EncoderBlocks(Xe) (1)

2) Lyrics-Transcriber Decoder: The lyrics-transcriber de-
coder consists of a textual embedding block (LyricsEmbed)
and M identical decoder blocks, where each decoder block
has a masked MHA, an MHA and an FFN. During training,
Y represents the lyrical token history that is offset right by one
position; however, during run-time inference, it represents the
previous predicted token history. Y is first converted to lyrics
token embedding Ye via a LyricsEmbed block, which consists
of an embedding layer and a positional encoding (PE) operation.

Ye = LyricsEmbed(Y),

O = DecoderBlocks(H,Ye) (2)

The lyrics embedding Ye is fed into the masked MHA that
ensures causality, i.e., the predictions for the current position
only depend on the past positions. The output of the masked
MHA and the acoustic encoding H are then fed to the next
MHA to capture the relationship between acoustic information
H and textual information from the masked MHA. The residual

connection [77] and layer normalization [78] are also employed
inside each of the decoder blocks.

3) Lyrics-Transcriber Learning Objective: A combined
CTC and S2S objective function is employed for model train-
ing. The CTC objective function helps supervise a monotonic
alignment between the input polyphonic music, encoded into
an acoustic representation at the output of the encoder, and the
lyrical word sequence [69]. Another advantage of incorporating
the CTC algorithm is to alleviate the need for explicit frame-level
aligned lyrics, e.g., in the HMM model [69]. The network is
trained to minimize both S2S and CTC losses jointly with an
objective function Llyric-trans,

Llyric-trans = αLCTC + (1− α)LS2S,

LCTC = LossCTC(Gctc,R),

LS2S = LossS2S(Gs2s,R) (3)

where α ∈ [0, 1], and R is the ground-truth lyrical token se-
quence. TheM decoder blocks are followed by linear projection
and softmax layers that convert the decoder output O into a
posterior probability distribution of the predicted lyrical token
sequenceGs2s. The S2S loss is the cross-entropy ofR andGs2s.
Additionally, a linear transform is applied on H to obtain the
token posterior distributionGctc. CTC loss is computed between
Gctc and R [69].

During run-time inference, the lyrics-transcriber directly con-
verts input polyphonic acoustic features to output a lyrical token
sequence without any explicit representation of phonetic or
linguistic constructs, in a similar way as an end-to-end automatic
speech recognition system does [69].

IV. TRANSFORMER-BASED MULTI-TRANSCRIBER

As discussed in Section II-B, lexical words (lyrics) and
musical words (chords) can be considered analogous acoustic
units in polyphonic music. Note that we consider the analogy
of chords and lyrical words in a measurement sense compared
to phonemes and letters intuitively, and we do not imply that a
chord is strictly a harmonic word in music theory as a lyrical
word is in language [35].

In this work, for the first time, we explore a joint vocabulary
that covers both chords and lyrical words. This approach enables
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Fig. 3. The network architecture of the multi-transcriber with outputs in a fixed order (MT-FO), where we propose two separate encoder-decoder pathways for
lyrics and chords.

the framework to decode both lyrics and chords from an input
polyphonic music audio sample in the same way as a multi-talker
ASR decodes overlapping speech from two speakers.

We propose two model implementations for lyrics transcrip-
tion in which lyric and chord outputs are decoded concurrently.
The models are based on a transformer network architecture
referred to as a multi-transcriber. What motivates the multi-
transcriber design is for the models to learn to disentangle lyrics
and chord signals before respective decoding. If we compare
the proposed multi-transcriber with the single-task transcriber
in Section III, the multi-transcriber is equipped with a specific
encoder-decoder pathway for each lyric and chord. Both path-
ways are trained under a multi-task joint supervised learning
framework, while the single-task lyrics transcriber is not pro-
vided with chord supervision during training.

We consider two possible network architectures for a multi-
transcriber, which takes polyphonic music as input and generates
two output sequences, namely, lyric and chord sequences. One
network architecture is designed to explicitly encode and decode
chords and lyrics separately in a specific order. Another consid-
ers that the lyric or chord outputs are derived from one large
vocabulary, therefore allowing for order permutation between
the two output sequences during training and testing. We next
investigate both network architectures.

A. Multi-Transcriber With Outputs in a Fixed Order

We propose a transformer-based multi-transcriber, as
illustrated in Fig. 3, that generates two designated output streams
for lyrics and chords in a fixed order; thus, it is denoted MT-FO.
It consists of a common encoder, a lyrics encoder-decoder
pathway, and a chord encoder-decoder pathway. The network
architecture is motivated to benefit from the best aspects of both
the direct modeling and extraction-transcription approaches.

The MT-FO network models singing vocals and music in
two separate pathways to explicitly encode and decode lyrics

and chords. Moreover, the fundamental frequency component
and harmonic partials of instrumental accompaniment [20] are
known to highly correlate with the unaccompanied singing both
in time and frequency. Thus, we believe that musical chords pro-
vide useful information that would help in lyrics transcription.

1) Encoders: We incorporate a common encoder in the front
end to benefit from this correlation. The common encoder is
expected to perform holistic information extraction from the
mixed input. It is trained on both lyrics and chord transcription
tasks. What is learned for the chord transcription task is expected
to aid the lyrics transcription task.

The encoder of the single-task lyrics transcription pipeline
of Fig. 2 must accommodate the differences between singing
vocals and nstrumental music for lyrics transcription. In the
multi-transcriber framework, in addition to the common en-
coder, we introduce two output-specific encoders, one for lyrics
and another for chords. The multi-head attention inside the
encoder learns to encode the output-specific information via
backpropagation training.

The multi-transcriber seeks to transcribe the input polyphonic
acoustic feature sequenceX, the mixed input, to a lyric and chord
sequence.

Xe = PolyEmbed(X),

YL
e = LyricsEmbed(YL),

YC
e = ChordsEmbed(YC),

HM = CommonEncoder(Xe),

HL = LyricsEncoder(HM ),

HC = ChordsEncoder(HM ),

OL = LyricsDecoder(HL,YL
e ),

OC = ChordsDecoder(HC ,YC
e ) (4)
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where YL and YC are the lyrics label tokens and chords label
tokens, respectively. The acoustic feature sequenceX from poly-
phonic music input is first encoded toXe via a PolyEmbed block
for the common encoder to generate a global representationHM

of the mixed input. The musical representationHC and the vocal
representationHL are then obtained using the chord encoder and
the lyrics encoder, respectively.

2) Decoders: For lyrics transcription, as shown in Fig. 3,
the lyrics decoder takes the hidden vocal representations HL

from the lyrics encoder and the previously predicted lyrical
tokens YL to predict the subsequent lyrical tokens. YL is first
converted to lyrics token embedding YL

e via the LyricsEmbed
block. Then, the lyrics decoder is employed to predict the next
tokens according to the previous lyrical tokenYL

e and the current
vocal input HL.

Similarly, for chord transcription, the chord decoder takes
the hidden music representations HC from the chord encoder
and the previously predicted chords tokens YC to predict the
subsequent chords tokens. YC is first converted to chords token
embedding YC

e via the ChordsEmbed block. The chord decoder
is then employed to predict the next tokens according to the pre-
vious chords tokenYC

e and the current chord representationHC .
3) Multi-Task Training and Decoding: During the training

stage, we use the ground-truth lyrics and chord labels, YL and
YC , in a teacher-forcing fashion. At the inference time, YL and
YC are the previously predicted labels. The common encoder,
the lyric encoder and the chord encoder contain N1, N2 and N2

identical encoder blocks, respectively. Both the lyrics decoder
and the chord decoder have M identical decoder blocks. The
encoder, decoder, PolyEmbed, and TokenEmbed blocks follow
the same configuration as in Fig. 2.

Lyrics and chord transcription are jointly trained and opti-
mized with fixed pathways for lyrics and chords, i.e., a fixed
order using a multi-task learning objectiveLMT-FO, where what is
learned in the chord transcription task is expected to aid the lyrics
transcription task via the shared knowledge from the common
encoder and the combined loss function. The musical and vocal
representations are implicitly encoded and decoded from this
integrated two-task framework to corresponding musical words
and lyrical words. Specifically, we use MTL-based CTC and S2S
objectives for training and decoding of each task as follows:

LMT-FO = Llyrics + Lchords,

Llyrics = αLCTC
lyrics + (1− α)LS2S

lyrics,

LCTC
lyrics = LossCTC(H

L,RL),

LS2S
lyrics = LossS2S(G

L,RL),

Lchords = βLCTC
chords + (1− β)LS2S

chords,

LCTC
chords = LossCTC(H

C ,RC),

LS2S
chords = LossS2S(G

C ,RC) (5)

where α ∈ [0, 1], β ∈ [0, 1], RL and RC are the reference lyrics
and chord token sequences, respectively. GL and GC are the
lyrics and chord token sequences predicted by operating linear

Fig. 4. The network architecture and training workflow of a multi-transcriber
with permutation invariant outputs (MT-PI). The main difference between MT-PI
and MT-FO lies in the fact that the former employs two task-interchangeable
encoders, while the latter employs two task-specific encoders.

projection and softmax based on their corresponding decoded
outputs OL and OC , respectively.

B. Multi-Transcriber with Permutation Invariant Outputs

Considering that the lyrics and chord tokens are derived from
the same vocabulary, we do not explicitly model the acoustic
models of lyrics and chords separately. The task is to decode
the mixed input into two separate output streams, each of which
contains either lyrics or chords, in a homogeneous fashion.

1) Network Architecture: This setup is similar to the classic
problem of label ambiguity in multi-talker speech recognition,
where we do not consider the order of speakers in the output
streams [43], [44]. We call the encoding-decoding process of
either lyrics or chords a task. We employ two encoders that are
task-interchangeable but two decoders that are task-specific. In
practice, we adopt a permutation invariant training (PIT) mod-
ule [45] to address the permutation ambiguity during training,
as shown in Fig. 4. The PIT module first determines the output-
target assignment with the minimum error at the utterance level
based on the forward-pass results. It then minimizes the error
given the assignment and backpropagates.

To generate lyrics and chords in two separate output streams,
we propose two task-specific decoders for lyrics and chords,
respectively. In summary, the MT-PI model consists of two task-
interchangeable encoders for lyrics and chord recognition for
permutation selection and two task-specific decoders, each of
which works for one of the tasks.

2) Multi-Task Training and Decoding: During the training
stage, as the encoders are task interchangeable, we need to decide
the exact encoder-decoder pathway for each input mixed signal.
By comparing the two possible output-target pairs, as shown
in Fig. 4, with outputs in the order of either lyrics-chords or
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chords-lyrics, we select the one with minimum CTC loss as the
encoder-decoder pathway to optimize the model. The flow of
data is further explained next.

HM = CommonEncoder(Xe),

HT1 = Task1Encoder(HM ),

HT2 = Task2Encoder(HM ),

LCTC
p1 = LossCTC(R

L,HT1) + LossCTC(R
C ,HT2),

LCTC
p2 = LossCTC(R

L,HT2) + LossCTC(R
C ,HT1),

LCTC
minPIT = min

p̂
(LCTC

p1 ,LCTC
p2 ),

OL = LyricsDecoder(Hp̂(L) ,YL
e ),

OC = ChordsDecoder(Hp̂(C) ,YC
e ),

LMT-PI = γLCTC
minPIT + (1− γ)(LS2S

lyrics + LS2S
chords) (6)

where γ ∈ (0, 1) and two task encoders transform inputs HM

into two task-related representations HT1 and HT2 for lyrics
and chords.

We compute the CTC loss for two possible permutations of
the output labels withLCTC

p1 andLCTC
p2 , pairwise, and pick the one

with the minimum CTC loss LCTC
minPIT as the selected permutation

p̂ for backpropagation of gradients.
In Fig. 4, H p̂(L) is the lyrics-related representation for lyrics

decoding, and H p̂(C) is the chords-related representation for
chord decoding. The common encoder, task1 encoder, and task2
encoder contain N1, N2 and N2 encoder blocks, respectively.
Both the lyrics decoder and chord decoder consist of M blocks.

The task-specific MT-PI loss LMT-PI is a combination of the
CTC permutation loss LCTC

minPIT and S2S objectives, where the
S2S loss is calculated according to (5). By doing so, we ensure
that the right labels are used as the supervision signal for each
encoder-decoder pathway, regardless of the actual order between
the lyric and chord output streams.

At the inference time, as we do not know which encoder works
best for lyrics or chords, we use both encoder outputs as the
inputs to each of the task-specific decoders to generate the lyrics
and chords hypotheses. Finally, we evaluate the two encoder
outputs and choose the one with the better score as the final
pathway following the traditional PIT [45] implementation.

V. EXPERIMENTAL SETUP

A. Dataset

We prepare a polyphonic music dataset and a solo-singing
dataset, i.e. singing vocals without instrumental music, for the
experiments.

1) Polyphonic Music Dataset: As shown in Table I, the
polyphonic music training dataset, Poly-train, consists of the
DALI-train [79] dataset and an NUS proprietary collection. The
DALI-train dataset consists of 3,913 English polyphonic audio
tracks.1 The dataset is processed into 180,034 lyrics-transcribed

1There are a total of 5,358 audio tracks in DALI, but we only have access to
3,913 English audio links.

TABLE I
A DESCRIPTION OF A POLYPHONIC MUSIC DATASET THAT CONSISTS OF DALI

AND NUS COLLECTIONS

TABLE II
A DESCRIPTION OF THE SOLO-SINGING DATASET

audio lines with a total duration of 208.6 hours. The NUS
collection dataset consists of 517 popular English songs. We
obtain its line-level lyrics boundaries using the state-of-the-art
audio-to-lyrics alignment system [13], leading to 26,462 lyrics-
transcribed audio lines with a total duration of 27.0 hours. In this
paper, English songs refer to songs of English lyrics that may
come from a variety of origins.

The Poly-dev dataset consists of the DALI-dev dataset of
100 songs from the DALI dataset [13] and 70 songs from
an NUS proprietary collection. We adopt three widely used
test sets – Hansen [80], Jamendo [12], and Mauch [36] – to
form the Poly-test, as shown in Table I. The test datasets are
English polyphonic songs that are manually segmented into
line-level audio segments of an average of 8.126 seconds,
each of which is called an audio line. We transcribe the lyrics
line-by-line to avoid possible accumulated errors in the Viterbi
decoding due to long audio clips in whole song audio sam-
ples [81], [82]. We have manually verified and ensured the
correctness of these line-level segments and their corresponding
transcriptions.2

2) Solo-Singing Dataset: We study the use of pre-training
on solo-singing for lyrics transcription. A curated version [6] of
the English solo-singing dataset Sing !300 × 30 × 23 is adopted,
and the details are listed in Table II. A recent study [16] reports
the state-of-the-art performance [6] on this dataset, which serves
as a good performance reference. The training set Solo-train con-
sists of 4,324 songs with 81,092 audio lines. The development
set Solo-dev and the test set Solo-test contain 66 songs and 70
songs with 482 and 480 audio lines, respectively. The lyrics of
all datasets are manually transcribed.

3) Chord Data: Chord transcriptions are not available in
the training data. Therefore, we obtain pseudo chord labels
of the polyphonic music dataset, as summarized in Table I,

2The line-level segmented Hansen, Mauch and Jamendo test sets will be made
available to the public.

3The audio files can be accessed from https://ccrma.stanford.edu/damp/

https://ccrma.stanford.edu/damp/
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TABLE III
THE AVERAGE NUMBER OF LYRICAL WORDS AND CHORDS PER LINE, AND THE

AVERAGE DURATION PER LYRICAL WORD AND CHORD IN THE POLYPHONIC

MUSIC DATASET

by applying an automatic chord recognition algorithm [72] to
the source-separated instrumental music [17]. The chord recog-
nition algorithm uses a bidirectional transformer and achieves
good performance with a weighted chord symbol recall score of
83.1 for the major-minor chord label [72]. We use major-minor
chord label types [72], [83] to form 25 chord characters (12
semitones for major and minor, and No chord) as the chord-
transcriber token units. The statistics of the pseudo chord labels
and lyrical words in our datasets are reported in Table III. We
note that it would be helpful to have access to a realistic chord and
lyrics ground-truth transcription database for future multi-task
learning studies.

B. Comparison of Models

We use ESPnet [84] with PyTorch backend to build acoustic
models for both single-task and multi-task frameworks, as shown
in Table IV. The context and purpose of each of these models
and the related experiments are elaborated in Section VI.

We extract 83-dimensional Filterbank features (fbank) with
pitch from audio files with a window of 25 ms, shifting every
10 ms. We use sub-words as the lyrics-transcriber token units
for the task of lyrics transcription, and 5,000 sub-words are gen-
erated using byte-pair encoding (BPE) for the lyrics-transcriber
pipeline. These 5,000 sub-words and the 25 chord characters are
combined to form the 5,025 character-BPE modeling units in a
shared vocabulary for all the multi-transcriber models.

All models are trained with the Adam optimizer with a Noam
learning rate decay, 25,000 warmup steps, 5,000,000 batch bins,
and 100 epochs, as in [70]. The PolyEmbed block contains two
CNN blocks with a kernel size of 3 and a stride size of 2. The
interpolation factor between CTC loss and S2S loss is tuned
for our task. Single-task models have the same configuration,
where there are 12 encoder blocks and 6 decoder blocks (N =
12 and M = 6). For multi-task models, there are a total of 6
encoder blocks in the common encoder, 6 encoder blocks in
domain-related encoders and 6 decoder blocks in domain-related
decoders (N1 = N2 = 6 and M = 6).

Other parameters of transformer-based encoders and decoders
follow the default setting in the published LibriSpeech model
(LS)4, where the attention dim is 512, the number of heads
is 8 in MHA and the FFN layer dim is 2,048. We follow the
default setting in ESPnet [84] to average the 5 best validated
model checkpoints on the corresponding development set as

4See the pretrained librispeech model “PyTorch large Transformer with
specaug (4 GPUs) + Large LSTM LM” from the ESPNET github https:
//github.com/espnet/espnet/blob/master/egs/librispeech/asr1/RESULTS.md.

in Table IV to obtain the final acoustic model. We follow the
common joint decoding approach [69], [85], which takes CTC
prediction and LM model score into account during decoding by
setting different LM weights and CTC weights. During decoding
for different lyrics transcription models, we use the same default
parameter settings (penalty, beam width and CTC decoding
weight are set to 0.0, 10 and 0.3, respectively).

VI. EXPERIMENTS AND RESULTS

We study the effects of initialization, multi-task learning strat-
egy and model size. We also conduct a music genre analysis to
better understand the effects of music genres on lyric transcrip-
tion. We also compare the proposed models with state-of-the-art
systems on both solo-singing vocals and polyphonic music. We
report the lyrics transcription performance in terms of the word
error rate (WER), which is the ratio of the total number of
insertions, substitutions, and deletions with respect to the total
number of words.

A. Single-Task Models and Initialization

We first study the single-task lyrics transcriber (LT) and
chord transcriber (CT), along with the effect of initialization.
Sung lyrics can be considered as a variant of spoken words,
while singing vocals in polyphonic music are noisy versions
of singing vocals in solo-singing. It makes sense to initialize a
lyrics transcription model with either a speech recognition model
trained for spoken words or with a solo-singing transcription
model trained on solo-singing vocals.

First, we obtain a publicly available pre-trained speech recog-
nition model (LS) based on the LibriSpeech dataset. Second, we
train a solo-singing transcription model onSing !300 × 30 × 2 ,
which is detailed in Table II.

1) LT Initialized by Speech Model: network architecture is
shown in Fig. 2. As described in Table IV, LT-V and LT-V-Raw
differ in that the LT-V model is pre-trained on the LibriSpeech
database as a speech recognition model, while the LT-V-Raw
model does not rely on any pre-training. Both models are trained
using fbank features with solo-singing training audio files (Solo-
train) as training set and Solo-dev as development set.

To reflect the proportional contributions between CTC loss
and S2S loss, we evaluate different α values for the multi-
objective learning loss in (3) with the LT-V model and report
them in Fig. 5. The value for α is empirically set to 0.3 based on
the development set (WER 16.50%), which is used in all other
experiments hereafter.

The experiments for solo-singing lyrics transcription,
with/without pretraining, are reported in Table V, which sug-
gests that pretraining on the LibriSpeech dataset is beneficial to
the lyrics transcription of solo-singing.

2) LT Initialized by the Solo-Singing Model: We further
investigate the effect of pre-training on solo-singing data for
polyphonic music transcription. The LT-P-Raw and LT-P models
share the same network architecture, as shown in Fig. 2. They
differ in that the LT-P model is initialized with the LT-V model,
while the LT-P-Raw is not.

https://github.com/espnet/espnet/blob/master/egs/librispeech/asr1/RESULTS.md
https://github.com/espnet/espnet/blob/master/egs/librispeech/asr1/RESULTS.md
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TABLE IV
A SUMMARY OF THE SINGLE-TASK AND MULTI-TASK MODELS AND THEIR LYRICS TRANSCRIPTION RESULTS (WER%) ON BOTH POLY-TEST AND POLY-DEV

DATASETS

FreLT-P denotes that the common encoder is initialized by the LT-P model, but we freeze the weights of the LT-P model during training.

Fig. 5. Comparison of lyrics recognition (WER%) performance of the LT-V
model with different α values for training. Solo-dev and Solo-test are used for
evaluating LT-V as development and test sets, respectively.

TABLE V
COMPARISON OF SOLO-SINGING LYRICS RECOGNITION (WER%)

PERFORMANCE WITH AND WITHOUT PRE-TRAINED MODEL

As shown in Table IV, the LT-P model significantly out-
performs LT-P-Raw, which suggests that the adaptation from
solo-singing to polyphonic music is helpful. Moreover, the LT-P
model outperforms all other models, i.e. LS, LT-V-Raw and LT-V
models, which also suggests significant mismatches between
training and testing conditions for LS, LT-V-Raw and LT-V.

3) Single-Task Chord Transcriber: We develop a chord-
transcriber CT-M, which is trained on instrumental music ex-
tracted from Poly-train. The network architecture of the chord
transcriber follows the same configuration as in the LT-P model.
We train the CT-M model by averaging the 5 best validated
checkpoints on the pseudo Poly-dev set and evaluate the model
on the pseudo chord labels of Poly-test.

To reflect the proportional contributions between CTC loss
and S2S loss, we evaluate different β values for multi-objective
learning loss and report them in Fig. 6, which shows that the
best WER is achieved when β = 0. This suggests that the tem-
poral alignment between chord labels and the acoustic features
through CTC loss is not informative. This could be because the

Fig. 6. Comparison of chord recognition (WER%) performance on a music
model with different β for training.

chords of long duration, as shown in Table III, are rendered
in a structured manner. They can be decoded reasonably well
without explicit temporal modeling. During decoding for chord
recognition, we empirically set the penalty, beam width and CTC
decoding weight to be 0.0, 10 and 0.0, respectively.

B. From Single-Task to Multi-Task

We now report the experiments on the proposed multi-
transcriber (MT) with multi-task learning. The MT models are
trained on both lyrics transcription and chord transcription tasks
to improve the lyrics transcription performance. The results are
summarized in Table IV.

1) Multi-Task Learning: We construct two multi-transcriber
models: MT-FO, which generates output streams in a fixed order,
and MT-PI, which generates permutation invariant outputs. Both
models are trained on polyphonic music data.

The network architecture of MT-FO is illustrated in Fig. 3.
Motivated by the findings regarding model initialization in Sec-
tion III, we propose that the lyrics encoder and lyrics decoder
are initialized by the LT-V model, the chord encoder and chord
decoder are initialized by hlthe CT-M model, and the common
encoder is initialized by the LT-P model. Following the setting in
Section VI-A, we set α = 0.3 and β = 0.0 in the MT-FO model
training.

The network architecture of MT-PI is illustrated in Fig. 4, of
which the task1 encoder and lyrics decoder are initialized by the
LT-V model, the task2 encoder and chord decoder are initialized
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by the CT-M model, and the common encoder is initialized by
the LT-P model. We empirically set γ = 0.3, as defined in (6),
to reflect the contributions between CTC loss and S2S loss in
the MT-PI model.

2) Multi-Task Vs. Single-Task: We now compare multi-task
learning with the single-task learning strategy. As shown in
Table IV, multi-transcribers, e.g., MT-FO and MT-PI, con-
sistently outperform their single-task counterparts, e.g., LT-P
and LT-P-Raw, across the development and test sets. In the
multi-transcribers, we have lyrics transcription as the main task
and chord transcription as the secondary task. The main task
benefits from incorporating the secondary task under the multi-
task learning framework. We observe that the MT-FO model
outperforms the MT-PI model, which highlights the advantage of
having two dedicated encoder-decoder pathways for lyrics and
chords. The MT-FO model shows the best lyrics transcription
performance among all the models.

3) Model Initialization for Ablation Study: We also evaluate
four alternate initialization strategies for the ablation study of the
MT-FO model, as presented in Table IV, where we set α = 0.3
and β = 0.0 for the MT-FO-A, MT-FO-B, MT-FO-C and MT-
FO-D models. Unlike in the MT-FO model, the common encoder
of MT-FO-A is initialized by the LS model, and both the common
encoder and lyrics encoder of MT-FO-B are initialized by the LS
model. The common encoder and lyrics encoder of MT-FO-C
are initialized by the LT-V model. For the MT-FO-D model, the
common encoder is initialized by the LT-P model, and the rest
are the same as the MT-FO model, but we freeze the weights of
the common encoder during training to test the effectiveness of
the common encoder.

We can determine that the MT-FO model consistently outper-
forms the MT-FO-A and MT-FO-B models, which shows the
advantage of the initialization with the LT-P model over the LS
model. Note that the LT-P model is a single task lyrics transcriber
for polyphonic music that matches the test condition of MT-FO
well, while the LS model is a speech recognition model. We
observe that MT-FO outperforms MT-FO-C, which indicates
that the common knowledge from LT-P is more beneficial for
lyrics transcription of polyphonic music than the solo-singing
knowledge from LT-V. We can see that MT-FO also performs
better than MT-FO-D, which confirms the importance of incor-
porating the common encoder for multi-task learning.

4) Chord Transcription: We also report the results of chord
transcription in Table VI. It is observed that the CT-M model
outperforms all the multi-transcriber models. We observe that
MT-FO significantly outperforms MT-FO-D, which suggests
that the common encoder in MT-FO plays an important role
in multitask learning for chord transcription. It is worth noting
that all the proposed models are fine-tuned to optimize the lyrics
transcription main task. We initialize the common encoder with
the LT-P model, where chord decoding is incorporated only to
improve the lyrics transcription main task. In future work, we
will further study the interaction between the two tasks. Other
aspects of music, such as beats and melody, also have a close
relationship with rendering of the lyrics of a song, defining the
syllable rate and the pitch of the singing vocals [86]. Thus,
we would also like to explore lyrics transcription in an MTL

TABLE VI
POLYPHONIC CHORD RECOGNITION (WER%) RESULTS USING THE

SINGLE-TASK MODEL TRAINED ON INSTRUMENTAL MUSIC AND THE

PROPOSED MODELS

TABLE VII
COMPARISON OF SPEECH RECOGNITION AND LYRICS RECOGNITION (WER%)

PERFORMANCES BETWEEN LARGE AND SMALL MODELS

setting with concomitant tasks such as drum transcription and
note transcription [87]–[89] in the future.

C. Effect of Model Size

It is noted that the multi-transcriber (MT-FO) involves two
pathways, each of which roughly follows the same network
configuration as a single-task transcriber (LT-P). As a result,
the MT-FO model has more parameters than the LT-P model. To
answer the question of whether the performance gain of MT-FO
over LT-P is due to the increased number of parameters or the
multi-task learning strategy, we train a larger lyrics-transcriber
model for LT-P, i.e., LT-P-large. The model size of LT-P-large
is approximately twice that of LT-P and is therefore comparable
with that of the MT-FO model, as shown in Table IV.

We first develop two large pre-trained models, i.e. LS-large
and LT-V-large, each of which has the same number of model
parameters as LT-P-large. The LS-large model is trained and
tested on the LibriSpeech corpus [90] in the same way as the LS
model is trained and tested, and dev-clean, dev-other, test-other
and test-clean are standard development and test sets to evaluate
the performance. The LT-V-large model is trained on the solo-
singing data in the same way as the LT-V model. Specifically,
LS-large is used to initialize LT-V-large, which is further used
to initialize the LT-P-large model.

In particular, the LS/LT-V model has 512 nodes in the atten-
tion, 8 heads in the multi-head attention, and 2,048 nodes in the
FFN layer. The LS-Large/LT-V-Large model has 1,024 attention
nodes, 16 heads in the multihead attention, and 4,096 nodes in
the FFN layer. In Table VII, we can observe that the LS-large
model shows slightly worse performance than the LS model
after 64 epochs of training, and the performance of LT-V-Large
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TABLE VIII
GENRE DISTRIBUTION OF POLYPHONIC MUSIC TRAINING SET AND TEST SETS

TABLE IX
LYRICS TRANSCRIPTION PERFORMANCE (WER%) BY MUSIC GENRE ON THE

POLY-TEST TEST SET FOR THREE MODELS: LT-P, MT-FO, AND MT-PI

is also comparable with that of LT-V. The results suggest that a
larger model does not lead to improved performance.

As shown in Table IV, LT-P-Large achieves similar perfor-
mance as that of LT-P, and it does not outperform the MT-
FO model. This confirms that the performance gain by multi-
transcriber MT-FO over the single-task lyrics transcribers is due
to the additional task of chord transcription, as opposed to the
increased model size.

D. Music Genre Analysis

We analyze the performances for different music genres based
on the polyphonic test sets – Hansen, Jamendo and Mauch.
The music genre distribution in Poly-train and Poly-test is sum-
marized in Table VIII. The Poly-test dataset consists of three
genres – pop, hip-hop and metal, as given in [13]. We report
the lyrics transcription performance by music genre for three
high-performance models, namely, LT-P, MT-FO, and MT-PI,
in Table IX.

We observe that MT-FO outperforms LT-P for pop and metal
songs, while MT-FO is comparable with the LT-P model for
hip-hop songs (only 5 hip-hop songs exist in Poly-test). One
reason for this is that the total number of pop and metal songs in
the training set (Poly-train) is considerably greater than that of
hip-hop songs. The lyrics transcription performance for different
music genres is also indicative of the situations for which the
additional chord recognition task would not be beneficial for
the lyrics transcription task. For example, hip-hop songs consist
of segments with rap that ontain many words at a high syllable
rate [13] and can be considered lyrics-dominating songs. The
ratio of the number of chords to the number of words in a given
utterance would be low for hip-hop songs compared to pop or

TABLE X
COMPARISON BETWEEN THE PROPOSED END-TO-END SOLUTIONS AND OTHER

EXISTING COMPETITIVE SOLUTIONS TO LYRICS TRANSCRIPTION (WER%) OF

SOLO-SINGING

TABLE XI
COMPARISON BETWEEN THE PROPOSED END-TO-END SOLUTIONS AND OTHER

EXISTING COMPETITIVE SOLUTIONS TO LYRICS TRANSCRIPTION (WER%) OF

POLYPHONIC MUSIC WITH RESPECT TO WHOLE SONG TESTING

The Results of GGL1 (+scoring) and GGL2 (+scoring) are Obtained by the Standard
Kaldi Recipe With Scoring, Which are Slightly Different From Those Found on the
MIREX2020 Website

metal songs, as shown by the statistics of the test dataset in
Table IX. We would expect that such lyrics-dominating songs
would not benefit from chord information as much as pop or
metal songs would.

Moreover, as highlighted in [91], metal songs present louder
accompaniments than jazz, country and pop songs in the detailed
genre classes, and “Death Metal” receives a lyrics intelligibility
score of zero. This may explain why pop songs show better lyrics
transcription performance than metal songs. Hip-hop songs are
also observed [91] to have a higher syllable rate and rapid
vocalization, thereby exhibiting lower lyrics intelligibility than
pop songs. This may be another reason why hip-hop songs have
a higher word error rate than pop songs.

E. Comparison With the State-of-The-Art

We compare the proposed end-to-end solutions with the ex-
isting approaches for lyrics transcription. We report the results
for solo-singing in Table X and polyphonic music in Table XI.

1) Lyrics Transcription of Solo-Singing: In this experiment,
we evaluate our proposed end-to-end transformer-based ap-
proach for lyrics transcription of solo-singing audio with state-
of-the-art reference models [6], [14], [16] in Table X. The pro-
posed LT-V model, as described in Section VI-A1, is devised for
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lyrics transcription of solo-singing data with good performance,
as shown in Table V. We would like to compare the LT-V
model with three state-of-the-art reference models by Demirel et
al. [16], Dabike et al. [6] and Demirel et al. [14], which present
the state-of-the-art in the literature.

The reference models [6], [14], [16] in Table X are based
on the Kaldi speech recognition engine, which involves sev-
eral training steps, namely, GMM, HMM and factorized time-
delay neural network (TDNN-F) [6], [14], [16]. Specifically, [6]
adopts TDNN-F with a 4-gram language model named TDNN
+ 4-gramLM. [16] further incorporates CNN (CTDNN + 4-
gramLM) and self-attention (CTNDD_SA + 4-gramLM) into
TDNN-F and applies RNN LM (CTNDD_SA + RNN LM
rescore), thereby achieving state-of-the-art performance for
lyrics transcription of solo-singing. MSTRE-Net [14] is also
introduced based on a multistream time-delay neural network
(MTDNN) with 4-gram LM.

The end-to-end lyrics transcriber LT-V is described in Sec-
tion VI-A1. Similar to [6], [16], the LT-V model is trained on
Solo-train, validated on Solo-dev and tested on Solo-test. We
observe from Table X that LT-V without LM outperforms the
Kaldi models with 4-gramLM (TDNN + 4-gramLM, CTDNN
+ 4-gramLM and CTDNN_SA + 4-gramLM), which confirms
the effectiveness of the transformer-based end-to-end models.

To make use of linguistic peculiarities of lyrics of songs as
in [6], [16], an RNN-based language model is also developed
using ESPnet [84] for lyrics. Two RNN language models are
trained on the training data (Solo-train): a) RNN LM: an LM with
random initialization and b) RNN LM-LS: an RNN LM trained
by initializing weights with the LibriSpeech pretrained LM in
the LS model. Our RNN LM architecture and training parameter
settings are the same as those of the LibriSpeech pretrained LM
model. We follow the default setting in ESPnet [84] to select
the best validated checkpoint on the development set Solo-dev
as the final language model. Our RNN LM is trained on Solo-
train, validated on Solo-dev and tested on Solo-test, as shown in
Table II. We set the LM weight to 0.3 for decoding in our RNN
LM model.

We observe from Table X that LT-V with RNN LM outper-
forms LT-V, which suggests that the incorporation of RNN-based
LM is helpful for lyrics transcription. The LT-V model with
RNN LM-LS further improves performance over LT-V + RNN
LM, which suggests that an LM pre-trained on a large corpus is
beneficial. Overall, with an additional RNN LM, our proposed
end-to-end model, LT-V + RNN LM-LS, outperforms all other
state-of-the-art solo-singing models [6], [14], [16] as shown in
Table X.

2) Lyrics Transcription of Polyphonic Music: We propose
lyrics transcriber LT-P and multi-transcriber MT-FO and MT-PI
models in this paper for polyphonic data with both single-task
and multi-task learning strategies. We would like to compare
them with the state-of-the-art reference models [12]–[14], [18],
[92], [93]. The system of Stoller et al. [12] is based on the end-to-
end Wave-U-Net framework, while the rest of the systems [13],
[14], [18], [92], [93] are based on the traditional Kaldi-based
ASR approach. A subset of these existing systems [18], [92],
[93] were submitted to the lyrics transcription task in the 16th
Music Information Retrieval Evaluation eXchange International

Benchmarking Competition (MIREX 2020), and the system
produced by Gao et al. [18] outperformed other submissions.
The results of this challenge are publicly available5.

In Table XI, we first report the lyrics transcription perfor-
mance of all existing systems on the same test sets for whole
song evaluation. We observe that MSTRE-Net [14] performs
the best among all the Kaldi-based approaches. We also test on
a larger database, DALI-test proposed in [14], which contains
240 whole-song polyphonic recordings.

We decode short nonoverlapping segments of songs in
Hansen, Jamendo and Mauch using our proposed models and
combine the transcriptions of these segments to report WER
results for the complete songs, as displayed in Table XI. We
applied automatic segmentation to the DALI-test dataset, where
the segmentation can be achieved automatically by first ex-
tracting singing vocals by the state-of-the-art singing vocal
extraction model [94] and then applying a vocal activity detector
(VAD) [95] to the extracted vocals to detect the silent parts
for segmentation. For VAD implementation [95], we merge the
consecutive voiced segments if the length of the segment is less
than 4 seconds, while we do not merge segments that are already
more than 30 seconds long.

We observe that the LT-P model outperforms all previous End-
to-End and Kaldi-based approaches except MSTRE-Net across
all test data, which shows the general superiority of the end-to-
end LT-P model over the conventional multistep ASR pipeline.
Our proposed models outperform MSTRE-Net for the Mauch
and Dali test sets, but do not perform better for Jamendo, and
our models achieve comparable results with MSTRE-Net for the
Hansen database.

We note that our proposed LT-P, MT-FO and MT-PI models
do not employ any language model, while MSTRE-Net used
4-gram LM with a large lyrics corpus as external data. Compared
with our E2E models, the Kaldi-based hybrid architecture is
complicated and requires controlling the relative contribution
from each part of the model [66], [73]. Specifically, Kaldi train-
ing involves multiple stages, beginning with a hybrid architec-
ture containing GMM and HMM, which is used to generate per
frame target states (forced alignment). It is followed by iterative
training of an acoustic model (neural network) and re-estimation
of the transition probabilities of the HMM [66]. Our proposed
E2E model does not require such explicit alignment and complex
training steps, thereby providing more flexibility in modeling.
On the other hand, a known weakness of E2E transformer-based
ASR models is its inability to handle long sequences because
self-attention in each layer computes the output using the overall
relationship between all input sequences [96]; therefore, decod-
ing the whole song in one shot is not possible with our proposed
transformer-based models.

We further report the results for line-level transcription. In-
spired by the line-level testing of lyrics transcription of solo-
singing [6], [14], [16], we prepare the segmented test sets of
polyphonic music for the research community.6 The details of
line-level test data are described in Section V-A1.

5[Online]. Available: https://www.music-ir.org/mirex/wiki/2020:Lyrics_
Transcription_Results

6[Online]. Available: https://github.com/xiaoxue1117/ALTP_chords_lyrics

https://www.music-ir.org/mirex/wiki/2020:Lyrics_Transcription_Results
https://www.music-ir.org/mirex/wiki/2020:Lyrics_Transcription_Results
https://github.com/xiaoxue1117/ALTP_chords_lyrics
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TABLE XII
COMPARISON OF LYRICS TRANSCRIPTION (WER%) OF POLYPHONIC MUSIC ON

SEGMENTED TEST SETS WITH POST-PROCESSING

For the line-level test, we observe from Table XII that the
multi-transcriber MT-FO and MT-PI models consistently out-
perform the single-task LT-P model. We further perform post-
processing of the test data by manually correcting the lexical
inconsistency between the ground truth and the predicted lyrics,
for example, by removing punctuation marks from lyrics and
standardizing nonlexical items such as ‘la’ and ‘lah’. We can
consistently find that the multi-transcriber MT-FO and MT-PI
models outperform the single-task LT-P model, as shown in
Table XII. This again confirms the effectiveness of multitask
learning over single-task learning with respect to lyrics tran-
scription of polyphonic music.

VII. CONCLUSION

We advocate novel end-to-end network architectures for lyrics
transcription that work for both solo-singing and polyphonic
music. We also propose the idea of using chord recognition as
a secondary task to strengthen the lyrics transcription main task
for polyphonic music, which has been proven to be effective.
We have shown that the proposed multi-transcriber framework
outperforms single task frameworks for lyrics transcription
through a comprehensive set of experiments on publicly avail-
able datasets.
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