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Abstract—This manuscript proposes a novel robust procedure
for the extraction of a speaker of interest (SOI) from a mixture
of audio sources. The estimation of the SOI is performed via
independent vector extraction (IVE). Since the blind IVE cannot
distinguish the target source by itself, it is guided towards the SOI
via frame-wise speaker identification based on deep learning. Still,
an incorrect speaker can be extracted due to guidance failings,
especially when processing challenging data. To identify such cases,
we propose a criterion for non-intrusively assessing the estimated
speaker. It utilizes the same model as the speaker identification,
so no additional training is required. When incorrect extraction
is detected, we propose a “deflation” step in which the incorrect
source is subtracted from the mixture and, subsequently, another
attempt to extract the SOI is performed. The process is repeated
until successful extraction is achieved. The proposed procedure
is experimentally tested on artificial and real-world datasets con-
taining challenging phenomena: source movements, reverberation,
transient noise, or microphone failures. The method is compared
with state-of-the-art blind algorithms as well as with current fully
supervised deep learning-based methods.

Index Terms—Blind extraction, supervised speaker identifica-
tion, target speech extraction.

1. INTRODUCTION

FREQUENT goal of speech processing is to recover a
A speaker of interest (SOI) from a mixture of speech sources
and environmental noise. This task is often solved using speech
separation methods; all sources present in the mixture are es-
timated and subsequently the SOI is identified among them.
Separation can be performed either via data-driven techniques
deriving their models from large sets of training signals [1]-
[5] or via model-based techniques utilizing general statistical
assumptions about the sources and the mixing [6]-[12].
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Both approaches have distinct advantages. The data-driven
techniques [1] employ principles of machine/deep learning
to estimate the separating models. If provided with relevant
scenario-specific training data, they achieve high separation
quality. The machine learning-based approaches primarily per-
form spectral filtering on single-channel data, which can be
supplemented by additional spatial filtering if additional chan-
nels are available. In contrast, the model-based approaches [6]
employ only general statistical models of the sources/mixing.
These approaches do not need any training data and require
only minimum information about the target scenario, i.e., they
perform the blind separation. The blind approaches are, in
theory, applicable to a wide range of tasks without any need
for adaptation. Arguably, this freedom is achieved at the cost of
lower separation accuracy since the employed statistical models
only approximate the real conditions. Many blind techniques
aim to estimate spatial filters and thus require multi-channel
mixtures.

Focusing on blind methods, separation of speech usually
proceeds in the time-frequency domain. Independent component
analysis (ICA, [13]) separates the sources based on their statisti-
cal independence. For a wide-band signal, ICA is separately ap-
plied to each frequency bin, which leads to the so called permuta-
tion ambiguity [14]. The recovered frequency components have
a random order and all components corresponding to the wide-
band source need to be identified in order to reconstruct it in the
time-domain. To alleviate this drawback, the independent vector
analysis (IVA, [7], [8]) has been proposed. It binds together the
frequency components corresponding to a single source using
higher-order dependencies among them. Non-negative matrix
factorization (NMF, [15]) attempts to factorize spectrogram
of a single-channel mixture as a product of two non-negative
components, recurring patterns and their activations. Multi-
channel NMF (MNME, [9]) extends this concept for analysis of
multi-channel mixtures. Independent low-rank matrix analysis
(ILRMA, [10]-[12]) unifies the principles of IVA and NMFE.
Spectral masking methods [16], [17] use the assumption that
only one source is dominant at each time-frequency point.

The full separation attempts to estimate all sources in the
mixture, which usually requires the knowledge of the number
of sources. This arguably limits the practicality/flexibility of
the separation (see the discussion in [18]-[20]). To alleviate,
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the recovery can be focused exclusively on the SOI, which is
referred to as target speech extraction. The extraction can thus
be interpreted as simultaneous identification and estimation of
the SOI. Again, this task can be solved using machine learning-
based approach [18], [19], [21]-[24] or blind source extraction
(BSE, [25], [26]).

The independent vector extraction (IVE) is a sub-problem of
IVA focusing on the SOI [25]-[28]. By definition, IVE meth-
ods extract an arbitrary source depending on (often random)
initialization. To extract the SOI, information identifying this
source is required. Such information can be provided via an
initialization focused on the SOI. The utilization of a video
stream was proposed to this end in [29]. Such initialization,
however, does not guarantee that the method will remain focused
on the SOI during the updates. Alternatively, the extraction can
be limited to a direction containing the SOI via the geometric
constraint [30], [31], which requires information about SOI
location. A practical alternative is to introduce a pilot signal
that is related to the SOI and directs the convergence towards
it. For example, piloting using voice activity detection was
proposed for mixtures containing a single speaker in [32]. For
mixtures of multiple speakers, pilots using supervised speaker
identification via embeddings [33], [34] have recently proven to
be very effective in [35]. The embeddings were used to tackle
the problem concerning the ambiguity of the SOI in the deep
learning-based extractors as well [18], [21].

Speaker embeddings are Deep-Neural-Network-based
(DNN) features encoding the characteristics of a speaker.
Several variants have recently been introduced, differing mainly
in the architecture of the extracting DNN. Embeddings derived
from fully-connected feed-forward DNN were proposed in [36].
Approaches utilizing the context of the data via recursive long
short-term memory (LSTM) networks were presented in [37].
The recursive modeling allows for more precise classification,
however, the training is data-demanding and time-consuming.

To alleviate those demands, non-recursive architectures cap-
turing the context have been proposed, such as time-delayed
neural networks [38] (TDNN) or feed-forward sequential mem-
ory networks [39] (FSMN). The “context layers” within these
networks process a set of frames (or feature vectors produced
by their previous layer) centered around the current frame. The
processing of the context significantly increases the number
of learnable parameters. To reduce this number, TDNN sub-
samples the set of frames, because the neighboring frames are
assumed to be correlated. In contrast, FSMN weights all frames
at an input of a layer by a trainable matrix and performs mean
time-pooling. Thus FSMN can be seen as a generalization of
TDNN in which the importance of frames is learned during
training rather than selected during design.

The traditional model of IVE is time invariant, i.e., itis suitable
for separation of immobile sources (static approach). To extract
moving sources, the time invariant methods are consecutively
applied to short intervals of data where the sources are approxi-
mately static, and their parameters are recursively updated. The
drawback of this block-wise static approach [35] lies in difficult
tuning of the block length and the recursion weight. Recently,
an alternative approach based on the constant separating vector
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(CSV) model [40] has been proposed. It allows for changes
of mixing parameters within the processed interval of data.
Compared to the block-wise static approach, the CSV-based
method exploits longer intervals of signals. Consequently, this
allows us to achieve a higher extraction accuracy. This higher
accuracy was proven theoretically in [41] and demonstrated
experimentally in [42].

In this manuscript, we propose an improvement of a guided
blind IVE-based method involving the above described advance-
ments introduced in our previous works [35], [40], [42]. It con-
sists of a combination of model-based extraction and data-driven
frame-wise identification of the SOI. The extraction is based
on an IVE algorithm endowed with the CSV mixing model.
The IVE algorithm is guided towards the SOI using piloting
exploiting speaker embeddings computed via an FSMN model.
This combination simplifies/reduces the amount of training
compared to fully data-driven techniques. The proposed method
needs only to learn how to identify the SOI while its extraction
is free of training, which makes it applicable to a wide variety of
realistic mixtures. Thanks to this decoupling of the identification
and the extraction, the identification can be trained generally,
independent of a specific mixing scenario.

The contribution of this manuscript to the basic concept is
threefold. 1) An improvement for piloting is introduced by
incorporating a non-intrusive criterion for the assessment of the
extraction performance. The assessment allows for the detection
of the cases in which an incorrect source is being extracted. 2)
These incorrect cases are treated using a deflation approach:
the unwanted source is subtracted from the mixture, and the
extraction is attempted again. This cycle continues until the
SOI is extracted. The pilot signal and the criterion share the
same pretrained FSMN model, i.e., no additional training is
required. 3) Compared to our previous works, we perform a more
detailed experimental analysis of the properties and limitations
of piloting. The proposed extractor is verified using two widely
analyzed datasets (CHiME-4 [43], the spatialized version of
wsj0-2mix [2]) and an ad-hoc dataset featuring source move-
ments. The benefits of the deflation step are demonstrated, and
the results are compared to the state-of-the-art deep-learning-
based and blind methods.

This article is organized as follows. The blind extraction
algorithmis described in Section II-B. Section II-C2 provides the
principles of piloting. The non-intrusive criterion for assessment
of extraction quality is proposed in Section II-D. The deflation is
presented in Section II-E. The proposed method is experimen-
tally evaluated in Section III, while Section IV concludes the
manuscript.

II. ALGORITHM DESCRIPTION
A. Problem Definition

A time varying mixture of d original signals observed by
d microphones can, in the short-time frequency domain, be
approximated by the mixing model

k _ Akok
x; = AJyy,

ey
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where k = 1,..., K is the frequency and £ = 1,..., L is the
frame index. x§ € C? denotes a vector of the mixed signals
recorded on d microphones, yf € C? is a vector whose ith
component corresponds to the ith original signal and A} € C%*¢
is the mixing matrix. For practical reasons, it is often assumed
that the mixing is approximately static over a small number of
subsequent frames. Let this interval be referred to as block in
this manuscript. The mixture is thus divided intot =1,...,T
equally long blocks of length L frames with a block-constant
mixing matrix AF; the index of the /th frame within the tth
block is denoted by ¢;. The mixing model for this block-wise
static approach [35] is given by

xg, =Afyy, fort=1,... . Ly;t=1,....T. (2)
Note that this model becomes fully static when 7" = 1 or maxi-
mally time-varying if ' = L.

In VA, a complete de-mixing matrix W¥ € C%*? is sought
such that it fulfills Wix; = WFAFy) =97 ~yj,ie., it
recovers all the sources present in the mixture. In contrast,
IVE seeks only one row of WFE. denoted by wff , such that it
specifically extracts the SOI. Without any loss on generality,
let the SOI be the first signal in yj, and A be partitioned as

A¥ = [aF QF]. Then, the (2) can be expressed in the form

sk
- ok o] o
zy,
where s represents the SOI and zj, are the other d — 1 sig-
nals in the mixture. Subsequently, WF can be partitioned as
[wr (BF)H]H where, B is called a blocking matrix and -*
denotes conjugate transpose.

B. Blind Extraction: CSV-AuxIVE Algorithm

The extraction part of the proposed procedure is a blind
algorithm from [40]. Here, we overview its most important
ideas and provide some intuition on how the final update rules
were obtained. The CSV model is based on the assumption
that the separating vector w¥ is constant within all 7" blocks
(wF =wF" t =1...T). This means that the separating vector
obeys (w*)fx} = & ~ s} for each block ¢, where 5}, is the
SOI estimate. The mixing vector af and the blocking matrix BF
are still assumed to vary with respect to .

The estimation of w* stems from the following log-likelihood
function. Let sy, = [s}t sg ] be a vector of all frequency
components corresponding to the SOL. The elements of s,, are
assumed to be dependent; they thus need to be modeled by a joint
pdf ps(s¢,). The background signals zj, ...z, are Gaussian
and their frequency components are assumed to be uncorrelated.
Consequently, their higher order dependencies are zero and they
can be modeled as independent; let their density be denoted

Da (ZZ)' The log-likelihood function is then

LEW Y e<rc, {a) Yeer [{X0, Yoar) = log ps ({8}, e<k)

K

+) logp,(2f,) + log | det WE?, @
k=1
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where 2 Z is the estimate of the background signals. The notation
{-}r<xk describes a variable with all values of index k, e.g.,
{Wk}kSK = Wla s 7WK~

Subsequently, a contrast function is formulated using the as-
sumption that all samples are independently distributed and the
log-likelihood function (4) thus can be averaged over all blocks
and samples. Optimization of the contrast function is performed
using the auxiliary function optimization technique [44]. The
main idea is to replace the nonlinear contrast function with
an auxiliary function, which is easier to optimize and retains
the same optimal solution. Then the new auxiliary function is
alternately optimized in the original and the auxiliary variables.
Moreover, since the true model of the pg (Sgt) is unknown, a
surrogate density function suitable for speech signals is chosen
in the form f(z) o exp{—||z||}.

The update rules for finding the optimum point of the auxiliary
contrast function are obtained in the form:

K
re, = | >_|(wE)HAxE 2 forall 4y, ®)
k=1
Vi =T [o(re)xp, (x)"], ©)
Cl =B, [xf (xf)1], %)
akwk
af= 0 ®)
(Wk)HCth
6re =/ (WF)HCEwk, )
T -1 7
Vk (Wk)Hvkwk
k t k
W N N a;, (10)
(Z <o—f)2> 2

where r,,, VF are the auxiliary variables, ¢(ry,) = ré’tl is a
nonlinearity suitable for super-Gaussian signals such as speech,
CF is the sample-based covariance matrix of the mixture on
the ¢th block and E, denotes the sample-based expectation over
the frames in block ¢. Equation (8) is the orthogonal constraint
(OGC) ensuring mutual orthogonality of subspaces generated by
the SOI and the other signals and 6 is the sample-based variance

of the SOI. A normalization w" < wk/\/th:1 (Wh)HVEwk
is performed after each iteration (i.e., sequence of update rules
(5)—(10)) to enable stable convergence.

When T =1, CSV-AuxIVE corresponds to the auxiliary
function-based IVE for static sources from [27], which is de-
noted as FS-IVE in the experiments within Section III. Succes-
sive application of the static IVE to blocks t =1...T gives
the block-wise static IVE approach from [42] (BS-IVE) that
allows for dynamic mixing. To cope with the lack of data in
short blocks, BS-IVE performs the following two steps. First,
the extraction on the block ¢ is initialized by the de-mixing
vectors achieved on the block ¢t — 1, and, second, the statistics
required in the update rules (5)—(10) are computed in a recursive
manner.




2298

TABLE I
DESCRIPTION OF THE FSMN PRODUCING THE X-VECTORS
Layer Layer Total Input
context context X output
Context 1 ¢+ 80 161 40 x 1024
Context 2 {+4 169 1024 x 768
Context 3 {+4 177 768 x 512
Context 4 {+4 185 512 x 384
Context 5 {+4 193 384 x 256
Context 6 {+4 201 256 x 128
Fully-conn. 1 l 201 128 x 128
Pooling 0+ % 201+ Le | (Le-128) x 128
Fully-conn. 2 3 201 + L. 128 x 128
Softmax — 201 + L. 128 x N

The input sizes for the context layers are stated after the mean pooling operation.

C. Extraction Guided Towards the SOI: Piloting Using the
Supervised Speaker Identification

CSV-AuxIVE extracts an arbitrary source from the mixture
if no prior information concerning the SOI is available. This
section discusses how the supervised speaker identification via
embeddings is used to focus the extraction on the SOI. First,
our implementation of the FSMN network for computation of
the conventional sentence-wise embeddings is described. Sub-
sequently, a general concept of a pilot signal is introduced. The
pilot signal is statistically dependent on the SOL. It is submitted
to the CSV-AuxIVE with the mixture and forces the blind
algorithm to converge towards the SOI. Finally, modifications
to the FSMN network are proposed, which allow computation
of frame-wise embeddings and the design of a practically usable
pilot.

1) Network Producing the Embeddings, X-Vectors: Our im-
plementation of the embedding network stems from the FSMN!
architecture [39] and is summarized in Table I. Its input consists
of a single-channel audio signal sampled at 16 kHz. The input
features are 40 filter bank coefficients computed from frames of
a length of 400 and a frame-shift of 200 samples. Subsequently,
six Context layers are present, i.e., context of frames is weighted
by a trainable matrix; mean time-pooling is performed; and a
linear transformation is applied. The output of each layer is
weighted by the exponential linear unit (ELU). The Pooling layer
computes variances of frames. Its context length is L, = 101
during training. Overall, the size of the model is 1.8 million
parameters. The network is trained to classify N speakers via
minimization of the cross-entropy loss function.

After training, the two latest classification layers are removed
and the embeddings are extracted from the Pooling layer. This
is done to allow for classification of the speakers absent in the
training set. In the test phase, an embedding of an unknown
speaker is compared to the set of embeddings (called enroll-
ment) corresponding to the potential speakers. This comparison
is performed by Probabilistic Linear Discriminant Analysis
(PLDA, [45]). PLDA is a machine learning approach that tests

The utilized network architecture does not differ from our previous works
in [35], [42]. There we described the embedding network as TDNN with
modifications. A more detailed research of literature revealed that it is more
accurate to label the network as FSMN.
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a hypothesis that a an enrollment vector £ and test vector x
corresponds to a single speaker. The statistical distributions
necessary for this testing are derived from a training dataset
of precomputed embeddings. PLDA returns a score M (&, x),
which is high if the hypothesis is correct.

The training data for the FSMN and PLDA originate from the
development part of the Voxceleb1 database [46] and the training
part of the LibriSpeech corpus [47]. The recording of Voxcelebl
(149 k utterances, about 340 hours) contain real-world rever-
beration and noise. Librispeech (part train-360-clean, 104 k
utterances, 360 hours) is free of distortions. It was subjected
to augmentations discussed below, in order to train X-vectors
robust with respect to environmental distortions. The environ-
mental noise was taken from the simulated part of the CHiME-4
training dataset [43] and the development dataset available in
Task 1 of the DCASE2018 challenge [48].

The augmented X-vectors were trained on one unchanged in-
stance of Voxceleb1/Librispeech and three augmented instances
of the Librispeech dataset, where the following augmentations
were applied:

1) Reverberation: The utterances were convolved with arti-

ficial room impulse responses (RIRs) generated by [49].
The artificial RIRs originated from a shoe-box room of
size 8 x 7 x 3 m; four different reverberation times T,
ranging from 175 — 650 ms, were considered. The source-
microphone distance was 1 — 2 m.

2) Noise: The environmental noise was summed with the
original Librispeech utterances at signal-to-noise-ratio
(SNR) equal to 10 dB.

3) Reverberation+noise: The noise was added to the rever-
berated Librispeech dataset with SNR= 10 dB.

The PLDA was trained using the three augmented variants of

the Librispeech dataset.

In this manuscript, we denote the extracted embeddings as
X-vectors. In a narrow sense, this term is reserved for features
estimated by the TDNN [33]. However, since both topologies
are closely related, we believe such naming can be used without
ambiguity.

2) The Concept of Piloting: The pilot signal represents an
information identifying the SOI for the CSV-AuxIVE. It forces
the blind algorithm to converge towards the SOI. The pilot signal
is introduced through modification of the update step in (5).
This equation corresponds to a factor that binds together all
frequency components belonging to a single source. Without
this factor, the independence of the outputs would be achieved
in each frequency bin k separately, and the reconstruction of the
wide-band SOI would suffer the permutation problem described
in the Introduction. Modification of the equation (5) into the form

K
= \/Zk—1 |(Wk>HX]€€t‘2 + 90,

adds the dependency of all the frequency components on the
pilot signal g and consequently also the SOI. The pilot g is
independent of the mixing model parameters and thus does not
change the remaining update rules of the CSV-AuxIVE.

The signal g needs to be designed as statistically dependent
on the SOI. The term under the square root of (5) describes the

(1)
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total energy of the extracted components. Thus the frame-wise
energy of the SOI appears to be a suitable choice. Since the
actual energy is unknown and difficult to estimate, a reasonable
approximation is given by the frames of the mixture, where the
energy of the unwanted sources is low (the energy of the SOI is
dominant). We propose to compute the pilot signal g for the /th
frame (note that g is independent of CSV blocks) as

(12)

S |zE(1)]2  the SOI is dominant,
ge = .
0 otherwise,

where x%(1) is the mixture on the first microphone. Specific

pilot signals (and their respective ways how to determine the
dominance of the SOI) are introduced in Section II-C4.

3) Frame-Wise Speaker Identification for Piloting: The uti-
lization of X-vectors and PLDA for piloting differs from the
conventional speaker identification in several aspects.

a) Conventionally, speaker identification operates on long
intervals/sentence-wise. However, the pilot signal in (12)
requires frame-wise information about the dominance of
the SOI, i.e., a frame-wise sequence of X-vectors. Each
X-vector then describes the identity of a speaker in a short
interval centered around the current frame. To obtain such
a sequence, the input context of the FSMN is gradually
shifted by a single frame. For each shift, an X-vector is
computed based on pooling with a shortened context (e.g.,
L. =11).

b) The identification is performed in the presence of cross-
talk. However, only the identity of the dominant speaker
is required (due to the definition of the pilot in (12)).

¢) Only the identity of the SOI is of interest; it must not be
confused with any interfering speaker. The substitution
within the set of interferers is irrelevant because the pilot
in (12) is set to zero when any unwanted source is assumed
dominant.

d) The set of the potential speakers (enrollment set) is sig-
nificantly smaller. Conventionally, hundreds of speakers
need to be distinguished. For the purposes of piloting, the
enrollment set contains X-vector for each speaker, which
can be active in the processed dataset (e.g., 18 vectors for
the wsj0-2mix dataset [2]).

The aspects a) and b) complicate the identification task,

whereas the aspects ¢) and d) simplify it.

To perform the frame-wise identification, PLDA scores
My(&, xx,) are computed. Here, £ is the enrollment X-vector
corresponding to one of the potential speakers and X, is the
X-vector computed using the context around the fth frame
within the first channel of the mixture. The speaker with the
highest M, (&, x,) is the most distinctive from the perspective
of the X-vectors and is also assumed to be dominant in the
mixture. Validity of this assumption is experimentally verified
in Section III-D1.

4) Specific Pilot Variants: Two variants of a pilot signal are
considered in this manuscript. The properties and limitations
of the proposed pilots are demonstrated experimentally in Sec-
tion III-D.
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The realizable X-vector-based pilot gXVEC is computed ac-

cording to (12), where the SOl is considered dominant in the /th
frame if

ME(&S;X&C@) > maX{MZ(SZjasz)mj =1... ‘]} and
My(€s, Xa,) > tpLpa(€s),

where £, denotes the X-vector corresponding to the SOI and
tpLpa(€5) is the lowest PLDA score, where the SOI is still
considered active. The variable £, denotes the X-vector cor-
responding to the jth potential interfering speaker from the
enrollment set containing the SOI and J other speakers. To
compute the gXVEC, the following two pieces of information are
needed: the identity of SOI (we need to know which source we
want to extract) and the enrollment set containing the X-vector
for each speaker present in the processed dataset. On the other
hand, the number of sources in the mixture or the identities of
the active interferers are not required.

An oracle pilot gO%*C is used to analyze the possibilities of the
piloting proposed via (12). The dominance of the SOI is always
determined correctly using true unobservable energies of the
sources. Due to the use of unavailable information, it cannot be
used in practice. g®R4C is computed using (12), where SOI is
considered dominant within the ¢th frame if

K

K
> IsE? > porac Y Iz,

k=1 k=1

13)

(14)

where porac 1s a free parameter reflecting the desired level of
dominance.

D. Non-Intrusive Assessment of Extraction Quality

This Section proposes a non-intrusive criterion to assess
whether the extraction of the SOI was successful. This criterion
is based on the same X-vectors and PLDA as the piloting, i.e.,
no additional training is required.

The assessment represents the entire signal through a single
PLDA score M (€5, xs), where x; is the X-vector independent
of ¢ computed from an estimate of the SOI (FSMN pooling
context is set L. = L). As in the conventional speaker identifi-
cation, this score can be seen as a measure of similarity between
the X-vector computed from the enrollment utterance of the SOI
and an unknown test X-vector. The two following observations
concerning the score hold. 1) When the SOI is truly active in
the test utterance, its PLDA score is higher than the non-active
speakers’ scores. 2) Interferences decrease the similarity/score
compared to values observed on undistorted test signals. Based
on these observations, the extraction assessment is proposed:

Assessment (of extraction quality): Having X-vectors for two
signals containing the same component corresponding to the
SOF denoted by xs, xs; if M(&s,xs) > M(€s,xs) then xs
corresponds to a superior estimate of this SOI component in the
sense of speech quality.

The extraction assessment is experimentally validated in Sec-
tion III-E. The Section shows a strong linear dependence be-
tween increments in criteria measuring quality of speech and the

2For example, the original mixture and the extracted signal.



2300

Algorithm 1: Deflation mechanism for CSV-AuxIVE us-
ing the extraction assessment. Variables x% and X, denote
X-vectors corresponding to the SOI estimate and the first
channel of the mixture after ¢ deflation steps.

Require: Multi-channel mixture x’g, X-vector FSMN,
enrollment set including the SOI, PLDA model
fori <« 0,i<Ido
Extract éZ’l from xZ’l using piloted CSV-AuxIVE
if M(&s,x%) > M(€s, ) then
return é’gff’ {Extracted source is the SOI estimate }

else
if 1 . Subtract § Se * from xIZ " using (15)

if M (&, xm) > M (&5, x5!) then
return xZ {Reduced mixture is not closer to the
SOI, end the deflation}
else
{Continue the deflation}
end if
end if
end for

return xk i+l

{Maximum number of steps reached}

PLDA score. The extraction assessment is used in the deflation
process as a decision mechanism. It determines whether the
extracted source is an estimate of the SOI or of an unwanted
source (and the deflation should be applied).

E. Re-Estimation of the SOI on Extraction Failure: Deflation.

The deflation provides a mechanism to extract the SOI from
mixtures in which the desired source is difficult to identify via
pilot alone. This may happen, e.g., when the SOI is the weaker
source and only a small number of frames with dominant SOI
exist to form an efficient pilot.

The deflation is summarized in Algorithm 1 and proceeds
as follows. The first signal is extracted using the piloted
CSV-AuxIVE. The extraction assessment is used to determine
whether this signal represents a better estimate of the SOI than
the original mixture. If so, the first signal is returned and the
extraction ends. Otherwise, the first signal is subtracted from
the mixture (on each CSV block) using least square projection.
Using the assessment, the reduced mixture is compared to the
original one. If the original mixture is chosen, the extraction ends
(the deflation did not bring the mixture closer to the SOI). If the
reduced mixture is selected, the piloted CSV-AuxIVE is applied
to it and the second signal is extracted. This process is repeated
until an estimate of the SOI is found or until a predefined number
I of deflation steps has been performed. It is reasonable to select
I close to the assumed number of speakers active in the mixture.
Owing to the utilization of the pilot signal, the CSV-AuxIVE
is forced to converge towards speech signals. Thus, the active
speakers are the first extracted sources in most cases.

Let x,” € €% and w" € C?~7 denote the input mixture
and the separating vector after ¢ deflation steps, respectively.
The reduced mixture xz”Jrl €%~ is obtained by the least
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Fig. 1. Source trajectories and locations for the Dynamic dataset.

square subtraction of the extracted signal éZZ = (whi)H xzz
from Xet Let at * be the mixing vector after ¢ deflation steps
computed on the ¢th block via (8). Due to the orthogonality of

* and at *, the subtraction is achieved through

1 k Z
at ( " )x Xy, ),
where D*? is a (d—i—1) x (d —
reducing the dimension of x,’ kyitl by one compared to x,
This reduction needs to be apphed to avoid rank deﬁc1ency of

the “deflated” mixture. Matrix D*? can be found via pr1nc1pa1
component analysis [50] or can simply omit one element of Xz

it

o =D (15)

1) full row-rank matrix,
ki

III. EXPERIMENTS

The following experiments pursue three goals. 1) The pos-
sibilities and limitations of piloting are investigated as a mo-
tivation for the proposed deflation. 2) The functionality of the
proposed extraction assessment is analyzed. 3) The benefits of
the deflation are demonstrated and the performance of the pro-
posed extractor is compared to results published in the literature.

A. Datasets

The experiments are performed on the following three
datasets, which contain various detrimental phenomena such
as source movements, high reverberation and noise activity,
transients or low energy of the SOI.

1) Dynamic Dataset: The first dataset is an ad-hoc simu-
lated one containing noisy recordings of two simultaneously
active moving speakers (SOI and an interfering source (IS)).
The sources are located in a room of dimensions 6 X 6 X 3 m;
reverberation times Tgo € {100, 300, 600} ms are considered. A
linear array of five omni-directional microphones with spacing
of 8 cm is placed close to the center of the room and rotated
counter-clockwise by 45°. Both sources move on a half-circle
around the array, the radius is 1.5 m for the SOI and 2 m for
the IS. SOI performs a large angular movement in the left-hand
half-plane and IS a small one in the right-hand half-plane. A
static directional noise source is located perpendicular to the
microphone array axis to the right. The situation is depicted in
Fig. 1.

The speech (sampled at 16 kHz) originates from the
test/development sets of CHiME-4; four potential speakers (FO1,
F06, M04, MO05) are considered. The cafeteria sounds used
for a directional noise originates from the QUT corpus [51].
Different utterances are concatenated to form 5 unique test
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signals of length 25 s for each speaker. The movements of SOI
and positions of the static sources are simulated using the RIR
generator [49]. One instance of the experiment (for one Ty
value) thus consists of 300 mixtures (6 speaker combinations x
2 speaker roles x 25 utterance combinations). The sources are
mixed at an input signal-to-interference-ratio of 0 dB (SIR, ratio
of energy of SOI and IS) and an input signal-to-noise-ratio of
10 dB (SNR, ratio of all speech to noise energy).

2) CHIME-4 Dataset: CHIME-4 dataset [43] contains six-
channel real-world and simulated recordings of a single speaker
active in a highly noisy environment. The dataset does not
contain cross-talk; however, the real-world part contains a lot
of microphone failures and transient noises. These non-speech
signals are occasionally extracted instead of SOI.

3) Multi-Channel Wall Street Journal - 2mix Dataset: The
multi-channel version of the Wall Street Journal - 2mix dataset
(MC-WSJO0-2mix, [2]) is currently often used to compare
speaker separation and extraction algorithms. The MC-WSJO-
2mix dataset contains 3,000 simulated mixtures recorded in a
reverberant environment using a microphone array containing
eight microphones. Each mixture contains two active speakers,
i.e., there is 6,000 extraction experiments in total. The sources
are mixed with SIR between (—5, +5) dB. Some of the record-
ings are very short; their durations range from 1.6 s to 13.9s. The
recordings are highly reverberant (T4 € (200,600) ms), and
captured in rooms with variable dimensions. The geometry of the
microphone array is varying, as well as the source-microphone
distance, which is 1.3 m with 0.4 m standard deviation. The
dataset does not contain environmental noise or source move-
ments. The 8 kHz variant of the mixtures is used.?

B. Evaluation Measures and Common Settings

The extraction is evaluated in terms of the following metrics.
SIR and SDR are computed using BSS_EVAL [52]. The percep-
tual quality of the extracted sources is quantified using the “per-
ceptual evaluation of speech quality” (PESQ [53]) or “short-time
objective intelligibility measure” (STOI, [54]). These metrics
are evaluated over the entire signal lengths with the exception of
the Dynamic dataset, for which (due to source movements) the
measures are evaluated within intervals of length 1 s each and
subsequently averaged. The metrics are either stated as values
or as improvements with respect to the mixture (iSIR, iSDR,
iPESQ, iSTOI).

When the extraction algorithm fails to track a moving SOI
(the SOI moves out of the spatial focus of the method), the
desired speech vanishes from the estimated signal. To measure
this phenomenon, we also provide the standard deviation of
the “SOI Attenuation” metric, defined as >, [35[2/ >°, |sk|2,
where 8} is the estimate of s¥. For a properly extracted moving
SOI, this deviation should be close to zero and it increases if the
gain of the desired speech fluctuates.

All the experiments have been performed without any adapta-
tion of the algorithm or the FSMN network to a specific scenario.
The enrollment set always consists of 1 minute of speech for each

3We interpolate the mixtures to 16 kHz in order to be able to process it via
the FSMN network. We found that this approach gives comparable results to
retraining the network on training datasets down-sampled to 8 kHz.
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target speaker considered in the given scenario, augmented by
reverberation as described in Section II-C2. The FSMN pooling
context length is L. = 11.

C. CSV Model for Extraction of a Moving SOI

This experiment is performed on the Dynamic dataset. It
demonstrates the benefits of the CSV-model on mixtures with
moving sources and the ability of gXVEC to direct the extraction
towards a moving SOI. The deflation is not applied in these
experiments, since the mixtures are 25 s long and g*XVEC founds
sufficient number of frames to successfully guide the extraction.
The results of CSV-AuxIVE are compared to the fully static (FS-
IVE, [27]) and the block-wise static (BS-IVE, [42]) variants of
AuxIVE. The name of a method followed by subscript Ly (e.g.
BS-IVEy() denotes the number of frames within the analyzed
block.

CSV-AuxIVE and FS-IVE process the entire mixture as a
whole using 50 iterations. BS-IVE processes each block in-
dependently and applies 5 iterations to each block of length
Lt and shift Ly /4 frames. The inner statistics in BS-IVE are
accumulated using recursive forgetting with o = 0.3 (see [35]).
All these methods are initialized using the location of the SOI at
the beginning of the recording; BS-IVE initializes the extraction
at each block by the solution from the previous one. The NFFT
length is 1,024 and shift 200 samples. The threshold piorac = 2.

All criteria in Table II indicate that the pilot-guided methods
extract the SOI more precisely than the methods relying on
initialization (without any pilot). Due to the limited identification
accuracy, the performance with gXVEC is inferior to that with
gORAC (by 1.6 — 2.8 dB of iSIR). The CSV-AuxIVE achieves
superior (or at least comparable) performance compared to its
static or block-wise static counterparts. This is notable especially
when gXVEC is used. CSV-AuxIVE appears to be more robust
than BS-IVE with respect to pilot inaccuracies. The performance
of the method decreases with increasing reverberation. However,
even when Ty = 600 ms, the CSV-AuxIVE + gXVEC is able
to achieve iSIR 6.9 dB. The iSDR is low in this case, which
means that the suppression of interference/noise introduces
some distortions into the estimated SOI. However, this scenario
is very challenging for spatial filtering due to the low direct to
reverberation ratio (the SOI distance is 1.5 m) and rather high
movement speed of the sources.

The important parameter of CSV-AuxIVE/BS-IVE is the
length of block L, which influences the compromise between
adaptivity to movement and the amount of available data. Exces-
sively long blocks (FS-IVE or BS-IVEg) yield high iSIR and
iPESQ but also increase Attenuation compared to the suitable
block length (BS-IVEq). Using long blocks, the methods are
unable to adapt well to the source movements and the SOI
moves out of their spatial focus (the sound vanishes for certain
time intervals).* The increased Attenuation is observable for the
CSVgqp as well; the increase of iSIR/iPESQ is, however, not

“Note that the Attenuation describes the vanishing of the SOI well for Tgg <
300 ms but fails to capture this phenomenon for more reverberant scenario.
We can observe that this fact is due to the reverberation of the SOI, which is
still present in the estimate even when the location (direct path) of the SOI lies
outside of the spatial focus of the methods.
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TABLE II
DYNAMIC DATASET: THE EXTRACTION PERFORMANCE OF THE CSV-AUXIVE (CSV), THE STATIC (FS-IVE) AND THE BLOCK-WISE STATIC
(BS-IVE) IVE TECHNIQUES

Unprocessed mixture
input PESQ [-] input SDR [dB] input SIR [dB]
100ms 300ms 600ms | 100ms 300ms 600ms | 100ms 300ms 600ms
.15 120 127 | 1.10 1.12 1.14 | 1.10 1.12 1.14
Processed using suitable block length
. iPESQ [-] iSDR [dB] iSIR [dB] Attenuation
Method Ly Pilot |55 s 600ms [ T00ms 300ms 600ms | T00ms 300ms 600ms | T00ms 300ms 600ms
FS-IVE 2000 - 032 0.05 -001| 6.84 -095 -3.73 | 1533 697 404 | 042 0.7 0.10
FS-IVE 2000 gORAC| 061 022 0.11 | 805 274 -0.17 [19.72 1331 972 | 032 0.19 0.12
FS-IVE 2000 gXVEC| 051 0.14 004 | 729 131 -237 |1846 11.16 6.61 | 033 0.18 0.10
Proposed CSV_ 200 - 049 0.1 002 | 789 021 2881703 760 460 | 036 0.15 0.10
Proposed CSV 200 gORAC| 087 027 0.13 |11.52 3.58 0.16 | 2201 1329 9.64 | 025 0.13 0.10
Proposed CSV 200 gXVEC| 076 020 0.06 | 10.24 223 -1.80 | 2046 11.38 6.85 | 028 0.14 0.10
BS-IVE 200 - 0.09 0.00 -0.07 | 299 -1.07 -3.39 | 1250 653 4.17 | 032 0.18 0.14
BS-IVE 200 gORAC| 039 0.16 0.05 | 811 3.54 047 | 1934 1354 992 | 026 0.17 0.14
BS-IVE 200 gXVEC| 022 0.04 -0.05| 533 0.61 -249|1569 925 569 | 028 0.17 0.13
Processed using excessively long/short blocks
Proposed CSV 800 gXYEC[ 0.52 0.5 0.03 [ 705 1.I1 -253 1811 10.68 6.17 [ 032 0.17 0.10
BS-IVE 800 gXVEC| 042 0.11 000 | 6.67 1.24 -222 1811 1035 591 | 031 0.19 0.13
Proposed CSV 50 gXVEC| 0.60 0.14 0.02 | 1047 1.80 -1.83 |17.63 847 445 | 0.16 0.11 0.10
BS-IVE 50 gXVEC| 0.04 -0.03 -0.10 | 277 -047 -3.01 [ 11.83 7.63 4.85 | 023 0.15 0.12
present. The prolongation of inner blocks does not bring the ad- 100
. . . . . ——L =21:0dB —©—L =21: 10 dB —g—L =21: Inf dB
vantage of more available data. Application of an '1nsufﬁc1ently 90 | |- oL =11:0¢B ~@-L =11: 10cB ~B L =11:Inf dB
short block (50 frames) allows for good adaptation (low SOI e L =70 0B @ L =710 0B oL =7: InfdB ]
Attenuation), but the overall IS suppression is deteriorating (low < 80r
iSIR). > 70
© C
3 60p
D. Properties and Limitations of Piloting < 508
This Section analyzes the accuracy of the frame-wise speaker 40
identification. Subsequently, the influence of inaccurate pilot on £
the extraction accuracy is investigated and the causes of pilot 0 5 10 15 20
failures are discussed. SIR[dB]
1) The Frame-Wise Dominant Speaker Identification: As a
Fig. 2. Accuracy in the task of the dominant speaker identification; each

ground truth in this task, we use the true identity of the speaker
with the highest energy in the mixture. This energy is computed
using the same context of frames as the pooling context of
FSMN (L. € {7,11,21}, i.e., {9, 14,26} ms). The accuracy of
the identification is thus computed by a comparison of regions
determined by the X-vectors and the oracle information ob-
tained using the true energies. The most reverberant part (79 =
600 ms) of the Dynamic dataset is revisited. Multiple variants
of this dataset are considered, each changing the input SIR
€ {-5,0,5,10,20} dB and the input SNR € {0, 10,00} dB.
Markers in Figs. 2 and 3 correspond to the averaged accuracy
over all mixtures in one such variant.

Let us first verify the assumption that the source with the
highest PLDA score is also the dominant one in the mixture.
Considering L. = 11 and the noiseless case, Fig. 2 confirms our
assumption with the accuracy ranging from 59%-77%. By def-
inition of the pilot in (12), the identity of the interfering speaker
is irrelevant for gXVEC, The classification is thus simplified to
a binary task whether the SOI or an arbitrary other source is
dominant. Fig. 3 shows that the accuracy of SOI dominance
identification is 69%-77%. The presence of noise decreases
the accuracy to 63%—-73%. The results of the extraction in the
previous Section indicate that such accuracy leads to a functional

marker corresponds to a different SNR.

100

—+—Lc=21: 0dB —e—Lc=21: 10dB —E—Lc=21: Inf dB
920 —+—Lc=11:OdB —e—Lc=11:1OdB—E—LC=11:Inde
o LC=7: 0dB @~ LC=7: 10dB g LC=7: Inf dB

Accuracy [%]

-5 0 5 10 15 20
SIR[dB]

Fig.3.  Accuracy in the task of the SOI dominance identification; each marker
corresponds to a different SNR.

gXVEC which improves the performance of CSV-AuxIVE by

iSIR = 2.3 dB over its non-piloted counterpart. Utilization of
gORAC Jeads to another increase by 2.8 dB. The influence of
inaccurate pilot on extraction performance is further investigated
in Section III-D3.
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TABLE III
DYNAMIC DATASET: THE EXTRACTION PERFORMANCE OF PILOTED
CSV-AUXIVE (L1 = 200) WITH RESPECT TO X-VECTOR CONTEXT L.
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TABLE IV
DYNAMIC DATASET: THE EXTRACTION PERFORMANCE WITH RESPECT TO
SPOKEN LANGUAGE (ENGLISH OR NORWEGIAN); THE LANGUAGE
DEPENDENCE OF gXVEC

Context iSDR [dB] iSIR [dB]
Le 100ms 300ms 600ms | 100ms 300ms 600ms
7 10.25 2.24 -1.83 | 2048 1140 6.71
11 10.24 223 -1.80 | 2046 11.38 6.85
21 10.07 2.04 -1.84 |20.14 10.87 6.64
90

——En.: 0dB —©—En.: 10 dB —B—En.: InfdB
-+-No..0dB =@ =No.: 10dB = H =No.: Inf dB

Accuracy [%]

SIR[dB]

Fig. 4. Accuracy in the task of the SOI dominance identification with respect
to language of speakers in the enrollment set; L. = 11 and each marker
corresponds to a different SNR.

It might seem surprising that accuracy of SOI dominance
identification is high despite the low SIR. This is caused by a low
occurrence of frames with a dominant SOI (for SIR= —5 dB,
only 28.5% of frames). The classifier is thus often correct when
it assigns the frame to the easily classifiable interfering source
with high energy.

A short context of the pooling layer L. is required for the
frame-wise identification. However, it deteriorates the accuracy
due to the increased variability of the X-vectors (less data is
available for the pooling). Figs. 2 and 3 indicate that this accuracy
is, as expected, highest for L, = 21 and monotonically deterio-
rates with decreasing L.. On the other hand, Table III shows
that the long context L. = 21 achieves the worst extraction
performance; the piloting is no longer well localized in time.
As a compromise, context L. = 11 is utilized throughout this
manuscript.

2) Language Dependence of the SOI Identification: The
blind CSV-AuxIVE algorithm is language independent. How-
ever, piloting using gXVEC is based on deep-learning and thus
is designed to work on English language present in the training
dataset. Its accuracy might deteriorate if applied to an unseen
language. To quantify, this scenario compares the SOI identi-
fication/extraction achieved on English with results yielded on
unseen Norwegian. It analyzes a slightly modified version of the
Dynamic dataset. The original English speakers are replaced by
four Norwegian (2 male and 2 female) originating in the NST
speech database [55].

The results in Fig. 4 corroborate that X-vectors are slightly
language dependent; the accuracy for Norwegian speakers is
lower by about 4.5%. However, this does not influence the
extraction performance much. The metrics in Table IV indi-
cate that the non-piloted extraction is slightly less accurate for

! iPES iSDR [dB iSIR [dB
Method | Pilot | Lang. 550 680ms T00ms éOOIllS T00ms [6003ns
CSVa0o| - | Eng | 049 002 | 7.89 -2.88[17.03 4.60
CSVa00 |gORAC| Eng. | 0.87 0.13 | 11.52 0.16 |22.01 9.64
CSVano |gXVEC | Eng. | 0.76  0.06 | 1024 -1.80 | 20.46 6.85
CSVaoo| - | Nor. | 042 -0.01 | 737 -3.12 | 15.05 262
CSVa00 |gORAC| Nor. | 0.81 0.11 | 12,54 0.80 | 2242 9.70
CSVa00 |gXVEC | Nor. | 0.74 0.02 | 11.14 -1.52 | 20.86 6.02

The subscript L denotes the number of frames within the analyzed block.

TABLE V

MC-WSJ0-2MIX, 4 CHANNELS: THE NUMBER OF CASES, WHEN
CSV-AUXIVE: 1) EXTRACTS AN UNWANTED SOURCE DUE TO INSUFFICIENT
PILOTING (ISDR < —2 dB), 2) EXTRACTS NO SOURCE (2 dB < ISDR <
—2dB), 3) SUCCESSFULLY EXTRACTS THE SOI (1ISDR > 2 dB)

Pilot/deflation Unwanted | No source SOI
source extracted extracted
extracted
No pilot 2986 616 2398
XVEC 697 753 4550
gXVEC 4 deflation 58 1016 4926
gORAC 24 253 5723

the Norwegian dataset. This decrease does not stem from the
language as such but it is caused by longer silences between
Norwegian sentences. When the SOI is quiet, the non-piloted
extractor tends to converge to an arbitrary active source. The
utilization of a pilot completely removes this difference. The
results for CSV-AuxIVE piloted via gXVEC are comparable
for both datasets (difference is maximally 1 dB in iSIR and
iSDR); the proposed method can thus be considered language
independent in this experiment.

3) Limitations of the Embedding-Based Piloting in Low SIR
Scenarios: By definition in (12), the pilot is non-zero/active
when the SOI is dominant in a subset of frames. This con-
dition becomes difficult to fulfill when SIR is low. Let us
demonstrate using mixtures in the Dynamic dataset. Considering
three levels of SIR={20,0, —5} dB; the SOI is dominant in
93.2%, 48.3% and 28.5% of frames, respectively. For alow SIR,
the potential support is limited, which weakens the guidance
provided by the pilot. gXVE® suffers from a further reduc-
tion of the support, because it incorrectly identifies a subset
of the dominant frames. An extreme case of the pilot being
equal to zero for all frames leads to non-piloted extraction
(which, moreover, tends to extract the dominant interfering
source).

The deflation approach provides a mechanism to alleviate
these limitations. Let us demonstrate via an extraction exper-
iment on MC-WSJO-2mix dataset [2]. The dataset contains
3,000 mixtures of two active speakers. Since each speaker can
assume the role of the SOI, 6,000 independent extractions can
be performed. Let us observe in Table V the number of cases
when CSV-AuxIVE successfully extracts a source, but it is an
unwanted source due to insufficient guidance. We assume this
happens when the iSDR is less than —2 dB. The non-piloted
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Fig. 5.  MC-WSJ0-2mix, 4 channels: iSDR distributions achieved by CSV-

AuxIVE endowed with various forms of guidance.

CSV-AuxIVE fails in 2,986 cases. It has no way to focus on a
specific SOI and, in addition, fails to process some of the mix-
tures (output SDR is close to 0 dB). gXVEC reduces the fail rate by
about 77 % to 680 cases; in 440 of these mixtures, the SOI is the
weaker source (input SDR< 0 dB). The deflation significantly
reduces the number to 58 cases, which is comparable to the
utilization of g®RA€ (which does not suffer from the erroneous
classification of frames).

The distributions of iSDR achieved in this task are shown
in Fig. 5. The CSV-AuxIVE without a pilot has a symmetric
distribution of iSDR because it cannot focus on specific SOIL.
Utilization of gXVEC shifts the distribution towards the positive
iSDR. However, many cases of negative iSDR remain, corre-
sponding to unsuccessful piloting. For some cases, the piloting
prevents extraction of an unwanted source, but fails to guide
the extraction towards the SOI. Therefore, CSV-AuxIVE+gXVEC
yields a slightly increased number of cases with no extracted
source compared to CSV-AuxIVE without a pilot (see Table V).
The deflation manages to remedy almost all failed piloting cases
and further shifts the distribution to the positive values. However,
part of these remedied cases does not lead to successful extrac-
tion of the SOI; their output iSDR is equal to O dB. This effect is
caused by an overly conservative behavior in the assessment of
the extraction quality (see Section III-E for further discussion). It
recognizes that an unwanted source was extracted and performs
the deflation of the mixture. However, the reduced mixture is
not recognized as a better estimate of the SOI than the original
mixture. Consequently, the original mixture is returned as the
SOI estimate. The utilization of an accurate gORC causes a
successful extraction of the SOI for most of the mixtures.

The influence of the incorrectly classified frames in the pilot
on the final SDR is shown in Fig. 6. In this experiment, we pilot
the extraction on the MC-WSJ0-2mix dataset by g®R*C. We
gradually replace 10% of frames with dominant SOI by 10% of
frames corresponding to the unwanted source. The frames with
comparable energy are swapped first; the frames with a highly
dominant source are swapped as the last ones. It can be seen that
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Fig.6. MC-WSJO-2mix, 4 channels: SDR achieved by the CSV-AuxIVE using
oracle pilot, whose frames corresponding to SOI are gradually interchanged with
frames dominated by the interfering source.

the substitution of about 20% of frames does not significantly
influence the performance. When all frames are substituted, i.e.,
the pilot contains only frames corresponding to the interfering
source, CSV-AuxIVE achieves highly negative SDR because it
is in all cases guided towards the interfering source.

The accuracy of SOI dominance identification in g
66.3% on the MC-WSJO-2mix dataset, which yields an SDR of
6 dB. Comparing the results with Fig. 6, such accuracy should
yield an SDR of about 8 dB. The modeling of errors by distorting
the gORAC thus appears to be slightly more optimistic than the
results achieved using the realizable gXVEC.

XVEC is

E. Non-Intrusive Assessment of Extraction Quality

This section verifies whether the PLDA score can be used to
select a superior SOI estimate within several available variants.
The superiority is measured using the standard objective and
perceptual metrics (SIR, SDR, PESQ, STOI).

We use two datasets: the simulated development part of
the CHiME-4 dataset contains 1,640 mixtures of speech (pro-
duced by 4 speakers) and noise, whereas MC-WSJ0O-2mix
contains 3000 mixtures of two utterances (produced by 18
speakers). The non-piloted CSV-AuxIVE with uniform initial-
ization is applied to these recordings and stopped consecu-
tively after {0,5,10,15,20,25} iterations for the CHIME-4
and {0,15,30,50} iterations for MC-WSJO-2mix. For each
utterance and each stop, the PLDA score M (&5, x:) and the
metrics are evaluated. Subsequently, the differences with respect
to the previous stop are computed because the goal is to find the
relationship between the change of M (&, xs) and the change
in the metrics.

The differences plotted in Figs. 7 and 8 indicate the existence
of a linear dependence. The Pearson correlation coefficient
reaches a value of 0.83 for STOI. From another perspective, the
assessment can also be perceived as a binary classifier: given
the increase/decrease of M (&, x:), we want to predict the
respective change in the objective criterion. Tables VI and VII
show that the classification accuracy is 72.7 % and 75.5 % for
SIR on speech-noise and speech-speech mixtures, respectively.
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Fig. 7. CHiME-4 (simulated development part): dependency between the

improvements of the objective criteria and the improvements of PLDA score
on speech-noise mixtures.
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TABLE VI

CHIME-4 (SIMULATED DEVELOPMENT PART, SPEECH-NOISE MIXTURES): THE
EVALUATION OF THE PROPOSED EXTRACTION ASSESSMENT SERVING AS A
BINARY CLASSIFIER OF THE SPEECH-QUALITY METRICS

[ SIR | SDR [ PESQ | STOI |

[ Correlation coefficient [-] [ 064 ] 074 ] 058 [ 0.82 ]
Accuracy[%] 72.7 | 70.4 70.4 69.2
False positives [%] 5.7 15.3 16.3 20.2
Significant false positives [%] 0.3 1.2 0.8 1.6
False negatives [%] 21.6 14.2 13.3 10.5
Significant false negatives [%] 7.9 2.7 1.7 0.8

Significant cases denote samples in which the erroneous increase/decrease in
SIR/SDR is larger than 1 dB, 0.01 in STOI or 0.05 in PESQ.

TABLE VII

MC-WSJ0-2MIX (SPEECH-SPEECH MIXTURES): THE EVALUATION OF THE

PROPOSED EXTRACTION ASSESSMENT SERVING AS A BINARY
CLASSIFIER OF THE SPEECH-QUALITY METRICS

[ SIR [ SDR | PESQ | STOI |

[ Correlation coefficient [-] [ 0731077 ] 063 [ 0.83 ]
Accuracy|[%] 75.5 | 75.6 717 76.5
False positives [%] 10.3 12.5 12.5 14.3
Significant false positives [%] 5.5 6.4 5.8 11.0
False negatives [%] 14.3 11.9 15.8 9.1
Significant false negatives [%] 8.4 4.9 7.9 6.1

Significant cases denote samples in which the erroneous increase/decrease in
SIR/SDR is larger than 1 dB, 0.01 in STOI or 0.05 in PESQ.

There are two types of error: 1) False positives (M (&5, Xxs)
increases, but the metrics decrease) are more severe and poten-
tially lead us to select an interfering source. Fortunately, the
number of cases with significant deterioration is not very high.
A decrease worse than 1 dB in SIR happens only in 5.5% of
cases for speech-speech mixtures. 2) False negatives (M (€5, Xxs)
decreases, but criteria increase) potentially lead us to a selection
of an inferior estimate. An 8.4% proportion of the cases exhibits
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a significant decrease in SIR for speech-speech mixtures. These
cases cause the overly conservative behavior of the deflation
described in Section III-D3.

The proposed assessment is functional in both speech-noise
and speech-speech mixtures. However, the number of significant
incorrect cases is larger for the speech-speech mixtures, where
the active sources are more similar and can be confused more
easily.

F. Extraction Via Deflation on Public Datasets

The following experiments provide comparison between re-
sults achieved by the proposed method and the results reported
in the literature. The experiments also show benefits brought by
deflation.

1) Extraction of the SOI From Noisy Recordings With Tran-
sients and Microphone Failures: Piloting and deflation should
not be necessary on CHiME-4 data since the recordings con-
tain only one active speaker. However, the real-world part of
CHiME-4 is sometimes distorted by transients and microphone
failures. These signals behave like sources that are strongly
non-Gaussian, which have wide areas of attraction in contrast
functions of blind algorithms. Therefore, they can be extracted
instead of speech. The piloting and deflation used in our method
provide effective solutions for this phenomenon.

The enhancement via piloted CSV-AuxIVE is compared with
two enhancers known to be very successful on the CHIME-4
data: Beamformlt [56], a weighted delay-and-sum beamformer,
which is used as a front-end algorithm in the original CHiME-
4 baseline system. The Generalized Eigenvalue Beamformer
(GEV) is a front-end solution proposed in [57], [58]. The latter
represents one of the most successful enhancers for CHIME-4.
It relies on voice activity detection (VAD) via deep networks
trained specifically for the CHiME-4 data. We utilize the feed-
forward topology of the VAD (the training procedure was kindly
provided to us by the authors of [57]) and re-train the network
using the training part of the CHiME-4 data.

Since the true references of the sources are not available for the
real-world part of CHiME-4, the experiments are evaluated using
the WER of the original baseline recognizer from [59]. All of the
proposed methods are initialized by the relative transfer function
estimator from [60]. CSV-AuxIVE performs 5 iterations in the
STFT domain with an FFT length of 512, hop-size of 200 (the
shift of the FSMN network) and applied Hamming window; the
sampling frequency is 16 kHz. The length of the CSV-AuxIVE
block is 2 seconds (L = 160 frames). The enrollment set for
piloting contains 8 speakers; respective speech signals originate
from the simulated development part of CHIME-4.

The results in Table VIII indicate that the WER of CSV-
AuxIVE’® is lowered by using piloting and further using de-
flation. This is in agreement with the discussion presented
in Section III-D3: namely, the piloting significantly reduces
the number of diverged cases and the deflation allows for re-
estimation of the SOI when the piloting fails. The proposed

5Slightly different WER of CSV-AuxIVE was reported in [40]; it is caused
by a different FFT frame-shift and the number of performed iterations.
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TABLE VIII
WER [%] YIELDED ON THE REAL-WORLD PART OF THE CHIME-4 DATASETS

IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 30, 2022

TABLE IX
MC-WSJO0-2mix: SDR [DB] YIELDED USING MACHINE-LEARNING (ML),
BLIND SOURCE SEPARATION (BSS) AND BLIND SOURCE EXTRACTION (BSE)

Mix Beam- SV CSV
h 5' form- | GEV CSvV +pilot +pilot Approach Chan. Tr. Sepa- | Spk. | SDR
cho. It prio +defl. num. data ration id. [dB]
Dev. 9.8 5.8 4.6 5.8 5.4 5.4 [hrs.]
Test [| 19.9 11.5 8.1 9.9 9.5 9.3 Mixture - - - - 0.2
. . . . MCWF 2 - Orac. Orac. 9.0
M I h ‘ from channel 5.
ixture results are achieved using data from channel 5 MCWE 7 - Orac. Orac. 34
TasNet [3] 2 50 ML ML 8.4
FD-SpkBeam [18] 2 50 ML ML 7.9
. TD-SpkBeam-Orig. [18] 2 50 ML ML 11.5
method yields lower WER values compared to BeamformlIt but TD_S%kBeam_Ext. 220 5 350 ML ML T 129
is still outperformed by GEV. Nevertheless, GEV is a technique TLRMA [11] 3 - BSS | Orac. | 590
specifically tailored to CHiME-4 due to dataset-specific VAD GCC-NMF [15] 2 - BSS [ Orac. | 2.7
and is limited to enhancement of recordings without cross-talk. MESSL [12% < 2 - BSS | Orac. | 33
I h d techni . ith d . li Prop. CSV+g 2 - BSE Orac. 5.4
n contrast, the proposed technique is, wit out.a aptation, appli- TLRMA + ML spk. ident. 5 - BSS ML T 54
cable to both speech enhancement and extraction. Even without FS-TVE+gXVEC {defl. 2 - BSE ML | 45
piloting, CSV-AuxIVE achieves results approaching those of Prop. CSV-+g*VFC t-defl. 2 - BSE | ML | 41
GEV without a need for training. IGLR(I)Véfg [; 1 3 - ng 8fac- Z)g
. . L [17] - B rac. .
2 ) Extraction of the SQI From Cross Talk in a Reverberant Prop. CSV 1 gORAC 7} - BSE | Ormc T 96
Environment: The following experiment compares the perfor- TLRMA +ML spk. ident. i - BSS ML 73
mance of the proposed method on the MC-WSJO-2mix dataset FS-IVE+gXVEC+defl. 4 - BSE | ML | 77
to the results reported in the literature. The competing methods Prop. CSV+g"VFC4-defl. 4 - BSE | ML | 78

can be divided into three groups: 1) Oracle methods representing
ideal extractors. These methods cannot be used in practice
as they utilize information that is normally not available. 2)
Methods based on machine learning (ML), which rely on the
existence of a scenario-specific training dataset. 3) Blind source
separation/extraction methods, which exploit spatial informa-
tion extracted from the multi-channel mixture.

For ML-based methods, we consider extraction approaches
that identify the SOI and solely recover this source from the
mixture. For blind approaches, the literature usually presents
methods performing the complete separation (BSS). Here, all
sources in the mixture are estimated (the number of sources
must be known), and the SOI is subsequently identified among
them. This can be done either in an oracle manner using the
true reference during evaluation or using ML-based speaker
identification (to this end, we use the same FSMN network as
for piloting; the X-vector pooling context L. = L). In contrast,
the piloted CSV-AuxIVE extracts (BSE) only the SOI and does
not require the number of interfering sources.

The oracle approaches are represented by the 1) multi-channel
Wiener filter (MCWF), which uses the oracle covariance matrix
of the target speech and constitutes the upper boundary for the
extraction based on spatial filtering. The machine learning-based
separation is represented by: 2) TasNet from [3], which is based
on a convolutional topology performing full separation in the
time domain; subsequently, the SOI is selected via speaker
identification. 3) The frequency (FD) and time domain (TD)
variants of SpeakerBeam [18], [22], which perform speaker
extraction based on an enrollment utterance. Blind methods
are represented by 4) masking-based binaural MESSL [16], 5)
binaural GCC-NMF [15] based on non-negative matrix factor-
ization, 6) consistent ILRMA from [11], 7) GLOSS [17] using
sparsity-based spectral masking and single-channel post-filter
and 8) static auxiliary function-based independent vector ex-
traction FS-IVE [27].

[ Prop. CSV+gXVEC [

~
'

[ BSE [ ML [ 60 ]

The column “Tr. data” quantifies the volume of the required scenario-specific training
data.

These methods are evaluated in terms of SDR implemented
in the BSS_EVAL toolbox [52]. CSV-AuxIVE operates in the
STFT domain with an FFT length of 1,000, hop-size of 100 (the
shift of the FSMN network), and an applied Hamming window;
the sampling frequency is 8 kHz. The length of the CSV-AuxIVE
block is 2 seconds (Lp = 160 frames). The demixing filters
are initialized with a vector of ones, because the locations of
the sources and the topology of the microphone array are un-
known. The enrollment set contains 18 speakers; the X-vectors
are computed using unused sentences from the original WSJO
dataset. The publicly available implementation® of consistent
ILRMA [11]isused. ILRMA (using 100 iterations) and MCWF’
were applied in the STFT domain with window length of 1024
and hop-size 512 samples. The results for TasNet were taken over
from [18]; for MESSL and GCC-NMF, they were found in [2].
The other results originate from their respective references.

Restricting the methods to two channels, the results presented
in Table IX show that the ML-based spatial+spectral filtering
outperforms the blind spatial filtering by a large margin. The
supervised methods are even comparable to oracle MCWF using
two/four microphones. This is possible due to the existence of a
strictly matching training part of the MC-WSJ0-2mix dataset. In
this setting, CSV-AuxIVE with gXVE® and deflation outperforms
MESSL and GCC-NMF, but is outperformed by ILRMA.

The two-channel setting is, however, arguably unfair for blind
methods relying solely on spatial diversity of the sources. Uti-
lization of four channels increases the SDR for all blind methods.

[Online]. Available: https://github.com/d-kitamura/ILRMA
"Different results of MCWF reported in [2] are caused by a short STFT length
of 256 used there.
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Using gXVEC, deflation and 4 microphones, CSV-AuxIVE? is
comparable to ML-based FD-SpeakerBeam and outperforms
blind ILRMA performing full separation followed by ML-based
speaker identification. Using g®RAC, CSV-AuxIVE achieves
results comparable to GLOSS. The results confirm that CSV-
AuxIVE coincides with FS-IVE if the mixed sources are static.
The best performance overall is achieved by the variants of
TD-SpeakerBeam, which approach the oracle MCWF using 4
channels.

Concerning the benefits of deflation, the failures of g
(discussed in Section III-D3), caused by a weak SOI activity
and limited classification accuracy, deteriorate significantly the
average SDR. Considering 4 microphones, CSV-AuxIVE using
gXVEC yields SDR lower by 3.6 dB compared to CSV-AuxIVE
using g®RAC, The deflation partly alleviates this issue and in-
creases the average SDR by 1.8 dB.

XVEC

IV. CONCLUSION

This manuscript presents a novel method for target speech
extraction from realistic mixtures. It consists of a combination
of blind extraction using CSV-AuxIVE method and data-driven
identification of the SOI. Due to decoupling of the extraction
and the identification, the training required by the method is
simpler compared to fully data-driven approaches. Moreover,
the proposed method is applicable to a wide variety of realistic
extraction scenarios without any adaptation. The guidance of
the blind technique towards the SOI is ensured through two
techniques: the piloting and the successive deflation of the
multi-source mixture. Evaluation of the proposed approach leads
to the following conclusions: 1) The presented frame-wise SOI
identification applied to mixtures exhibits accuracy of 67% in
highly reverberated and noisy scenarios (Ts0 = 600 ms and
SIR = 0 dB). 2) This accuracy is sufficient to form an efficient
pilot able to guide the extraction in most scenarios. However,
the embedding-based piloting fails when the mixture contains a
small number of frames where the SOI is dominant, such as
when the activity of the SOI is short and has a low energy
level. These cases can be remedied using successive deflation
of the mixture along with the re-estimation of the SOI. 3) The
proposed non-intrusive assessment of extraction quality can
successfully be used as a decision mechanism to determine
whether the deflation should be applied. It is strongly correlated
with the objective/perceptual criteria used to evaluate quality of
speech; the Pearson coefficient between PLDA score and STOI
improvements reaches a value of 0.83. 4) The procedure as a
whole is language independent. The accuracy of the speaker
identification deteriorates slightly for an unseen language, but
this has negligible effect on the extraction. 5) The CSV-AuxIVE
achieves more precise extraction compared to a blind block-wise
static approach for mixtures of moving sources. On mixtures of
static sources, the piloted CSV-AuxIVE is comparably accurate
to competing blind approaches performing full separation fol-
lowed by the ML-based/oracle speaker identification. In contrast

8We placed examples of the extraction on our web-page: https:
/lasap.ite.tul.cz/demos/blind-extraction- of- target- speech-source- guided-
by-piloting-and-deflation/
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to full separation approaches, CSV-AuxIVE does not require
to know the number of speakers. 6) The proposed approach
achieves a lower performance compared to the state-of-the-
art machine learning-based algorithms, as observed on widely
known CHiME-4 and MC-WSJ0-2mix datasets. On the other
hand, it does not require any scenario-specific training data.
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