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Binaural Auralization of Microphone Array Room
Impulse Responses Using Causal Wiener Filtering

Viktor Gunnarsson

Abstract—Binaural room auralization involves Binaural Room
Impulse Responses (BRIRs). Dynamic binaural synthesis (i.e.,
head-tracked presentation) requires BRIRs for multiple head
poses. Artificial heads can be used to measure BRIRs, but BRIR
modeling from microphone array room impulse responses (RIRs)
is becoming popular since personalized BRIRs can be obtained for
any head pose with low extra effort. We present a novel framework
for estimating a binaural signal from microphone array signals,
using causal Wiener filtering and polynomial matrix formalism.
The formulation places no explicit constraints on the geometry
of the microphone array and enables directional weighting of
the estimation error. A microphone noise model is used for reg-
ularization and to balance filter performance and noise gain. A
complete procedure for BRIR modeling from microphone array
RIRs is also presented, employing the proposed Wiener filtering
framework. An application example illustrates the modeling pro-
cedure using a 19-channel spherical microphone array. Direct and
reflected sound segments are modeled separately. The modeled
BRIRs are compared to measured BRIRs and are shown to be
waveform-accurate up to at least 1.5 kHz. At higher frequencies,
correct statistical properties of diffuse sound field components are
aimed for. A listening test indicates small perceptual differences to
measured BRIRs. The presented method facilitates fast BRIR data
set acquisition for use in dynamic binaural synthesis and is a viable
alternative to Ambisonics-based binaural room auralization.

Index Terms—Beamforming, binaural recording, binaural room
impulse response (BRIR), head-related transfer function (HRTF),
interaural coherence, MIMO, virtual acoustic environment, virtual
artificial head (VAH).

1. INTRODUCTION

UDITORY experiences are defined by the sound that
A enters the ear canals. By reproducing the ear signals corre-
sponding to a real or simulated acoustic event using headphones
or loudspeakers, the auditory sensation of the original event can
be replicated [1]-[3]. This is referred to e.g. as binaural synthesis
or creating a Virtual Acoustic Environment (VAE).
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The sound pressure at the ears of a listener, in response to
a sound source in a specific direction, is described by Head-
Related Impulse Responses (HRIRS) or their frequency-domain
counterpart, Head-Related Transfer Functions (HRTFs).

Binaural Room Impulse Responses (BRIRs) are used to create
a VAE corresponding to listening to loudspeakers in a reverber-
ant acoustic environment, also referred to as auralization of the
acoustic environment [4]. A BRIR can loosely be defined as the
two impulse responses from a sound source in a room to the
two ears of a listener. Typically it contains both direct sound and
room reflections. By convolving an audio signal with a BRIR,
ear signals are created.

BRIRs can be used, for example, to create VAEs for virtual or
augmented reality, to auralize sound systems using headphones
for research or commercial product purposes, to auralize record-
ing studios for remote work, to tune sound systems remotely
using auralization, or to auralize simulated sound system proto-
types in virtual product development.

The traditional method to measure a BRIR is to put micro-
phones in the ears of a real subject or artificial head and measure
impulse responses to the ears from a loudspeaker. When using
the resulting BRIR for binaural synthesis, the perceived virtual
sound source direction is tied to the frame of reference defined
by the listener’s head. Thus when the listener rotates the head,
the perceived physical sound source location changes.

Natural listening experiences can be realized if BRIRs are
available for a large range of head poses. This enables dynamic
binaural synthesis [3], [5], where the BRIR processing is updated
in real-time, taking the listener head pose into account using data
from a head-tracking sensor. The intended result is that perceived
virtual sound source directions remain fixed with reference to
the physical environment the listener is in, even as the listener
“looks around” in the VAE.

Acquiring BRIRs for different head poses can be facilitated
by placing an artificial head on a turntable controlled with a
step-motor or use an apparatus that can move the artificial head
into any orientation, not limited to the horizontal plane, as
in [6]. A drawback of using an artificial head is that it does
not produce individualized BRIRs. BRIRs differ significantly
between individuals due to anatomical differences, and using
non-personalized BRIRs can lead to perceived localization er-
rors and spectral coloration [7]. As another drawback, it can be
expected to take quite a long time to step through many head
orientations, and the necessary equipment may be bulky.

Modeling of BRIRs using microphone array Room Impulse
Response (RIR) measurements, the topic of this article, has
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Fig. 1. Principle of BRIR modeling using a microphone array RIR represent-
ing M microphone channels and a binaural estimation filter (BEF) outputting a
binaural signal.

several benefits — the measurement procedure is fast making
it practical to acquire BRIRs for many rooms; BRIRs can be ob-
tained with low effort for any given head pose, and it is possible
to model personalized BRIRs. The term modeling is used here
to imply that there may be perceptual and/or waveform-level
differences to BRIRs measured directly, and it is desirable
to minimize these differences. The block diagram in Fig. 1
illustrates a conceptual BRIR modeling procedure. The input
signal represents one input channel to a sound system that is to
be auralized, and the output is a binaural signal. The RIR-block
represents impulse responses from the sound system input to
each microphone on a microphone array placed in the desired
listening position. The output of the RIR-block represents M
simulated microphone array signals. In the second block, the
microphone signals are filtered to estimate the binaural signal
that would occur for a listener in the position of the microphone
array. This filter is referred to as a binaural estimation filter in the
following. When the input to the system in Fig. 1 is an impulse,
the output becomes a BRIR.

Binaural estimation filter design is an active area of research,
e.g. [8]-[13]. The effective function of the binaural estimation
filter is to synthesize a microphone array directivity pattern
which is similar to that of an ear on a human head, referred to here
as HRTF beamforming. There are two main approaches found
in the current literature. The first is direct estimation of binaural
signals from microphone signals. In [8], the combination of a
microphone array and a filter for direct estimation of binaural
signals is referred to as a Virtual Artificial Head (VAH). The
other approach is to use the Ambisonics framework and includes
two steps, wherein the first (encoding) step, the microphone
signals are combined to yield a number of intermediate signals
representing a spherical harmonic (SH) decomposition of the
sound field [14]. In the second (decoding) step, binaural signals
are estimated from the SH-signals with a filter [9], [15].

The main contribution of this work is a proposed framework
for binaural estimation filter design, for direct estimation of
a binaural signal, which uses a Wiener filtering formulation.
The waveform-level error of the binaural signal estimate is
minimized under the conditions of a specified sound field spatial
energy distribution and a specified microphone self-noise spec-
trum. No explicit constraints are placed on the microphone array
geometry. The response of the microphone array is modeled
using anechoic measurements, and a database of HRIRs is used
to define the target response in different directions.

The Wiener filtering formulation is new in the context of
binaural estimation filter design. It is more general with regard to
the flexible sound field and microphone noise models used com-
pared to the problem formulations for direct binaural estimation
filter design presented in the references cited above. The sound
field model is used to specify a frequency-dependent spatial
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energy distribution and can be used to weight the estimation
error spatially. Filter regularization is controlled by adjusting the
frequency-dependent signal-to-noise ratio (SNR) of the modeled
microphone array signals.

A time-domain, polynomial matrix formalism is used. The no-
tation, problem formulation and closed-form solution to the filter
design problem have been adapted from previous publications
on MIMO feed-forward sound field control [16], [17] which is a
dual [18] problem. The polynomial methodology has its origins
in control theory and is not widespread in audio signal processing
research, but has proven to be versatile also in audio, c.f. discus-
sion in [16]. In contrast to popular frequency domain methods,
e.g. [19], the filter is constrained to be causal. This facilitates
low-latency filter design, as the optimal filter is calculated for
a given target latency. To simplify the notation somewhat, the
current work uses FIR models for all transfer functions in the
filter design problem formulation instead of general IIR models
used in prior publications using the polynomial framework. The
framework has been extended in the feed-forward case for robust
filter design with respect to model errors [16], this has also not
been considered in the present work and is a possibility for future
research.

By applying our proposed filter design framework to BRIR
modeling, we demonstrate its flexibility and suitability to the
application of binaural estimation filter design. It is natural
to compare the results using our method to prior research on
(non-parametric) Ambisonics-based auralization since both ap-
proaches in practice implement HRTF beamforming (as defined
above), and a majority of previous research on the HRTF beam-
forming approach to binaural auralization uses the Ambisonics
framework. We also use a Spherical Microphone Array (SMA) in
our application example, typically used with Ambisonics [20]. A
comprehensive comparison of the direct (VAH) and Ambisonics
approach to binaural signal estimation is outside the scope
of this article. In the present work, we use direct estimation
(although the framework can be used to design filters for use with
Ambisonics as well, see Section V). We motivate this choice
partly by that we make use of directional error weighting in
the application of the framework to BRIR modeling (which is
not straightforward with Ambisonics), and partly by that from
an information-theoretic perspective (and using our problem
formulation), we argue that two linear & time-invariant (LTI)
filters in series (for calculation of intermediate SH-signals) can-
not produce a better estimate of the binaural signal than a single
LTT filter (in a mean-square error sense). We also do not make
use of features of the Ambisonics approach, such as providing a
format for distribution of a SH-based sound field representation
and sound field transformations in the SH-domain [15].

In the following, we review some results from research on
Ambisonics-based auralization using SMAs. The quality of the
binaural signal that can be obtained from a microphone array
recording depends on the limitations of the microphone array —
its geometry, number of microphones, and microphone electrical
noise level. The finite number of microphones in the array
dictates the maximum SH-order that can be employed, with a
higher SH-order enabling estimation of a binaural signal with
lower error. In [21] it was evaluated which SH-order is necessary



GUNNARSSON AND STERNAD: BINAURAL AURALIZATION OF MICROPHONE ARRAY ROOM IMPULSE RESPONSES

for a low perceptual error in binaural room auralization, com-
pared to a dummy head reference. Significant differences to the
reference were found below 8™ order for lateral sources, in [21]
corresponding to 110 microphone channels. Since commercially
available microphone arrays are currently limited to a SH-order
of four and lower, it is of interest to find improved methods
for microphone array based room auralization that perform well
with fewer microphone channels.

Approaches have been developed to mitigate the effects of
limited SH-order on binaural rendering [22]. One approach
mentioned in [22] is pre-processing of the HRTF target re-
sponses, which can reduce the SH-order needed to represent the
HRTFs without giving perceptual consequences [23], [24] (this
idea could also be applied to our case of direct binaural signal
estimation and is a possibility for future research). However,
there is no evidence presented in the cited articles that HRTFs can
be simplified in a perceptually transparent way, for all directions
and all frequencies, to enable modeling of direct sound at a
SH-order down to three, which is the maximum of the SMA
employed in our application example.

In [25], it is argued that the minimum SH-order required for
Ambisonics-based binaural auralization is mostly dictated by the
direct sound path. They suggest a “hybrid Ambisonics” approach
where the direct sound part of the BRIR is rendered separately
using a spatially dense HRIR data set. In a listening test, the
perceived quality of hybrid Ambisonics auralizations ceased to
improve beyond an SH-order of three. They used a fourth-order
rendering as a reference, the limit of the microphone array they
used.

Similarly to e.g. the “hybrid Ambisonics” approach of [25],
we model the direct and reflected BRIR parts separately, but here
within the same filter design framework. Compared to [25] we
present a complete filter design process for BRIR modeling that
includes DoA-estimation of the direct sound and inversion of the
microphone array dynamics. In contrast to [25] we also compare
the modeled BRIRs to reference measured BRIRs using both
objective performance metrics and a listening test. The results
support the feasibility of our method and show a small perceptual
difference between measured and modeled BRIRs.

As an alternative to the HRTF beamforming approach to
BRIR modeling that is the focus of this article, a class of per-
ceptually motivated methods that typically rely on a simplified
parametric description of the sound field aim at reproducing the
most important perceptual features of BRIRs, and usually only
require a small number of microphone channels for RIR mea-
surements [26]-[33]. Our work is inspired by these methods in
that we consider perceptually important parameters and employ
DoA-estimation, but distinct from these methods in that accurate
waveform-level modeling is accomplished up to a frequency that
is dependent on the capability of the microphone array used.
Accurate waveform-level modeling can be necessary e.g. when
auralizing arrays of speakers and the in-room phase relationship
between speakers must be modeled correctly.

The article is organized as follows: first, the polynomial matrix
notation is introduced. Section II then summarizes the proposed
BRIR modeling procedure. Section III presents the binaural
estimation filter design problem formulation and its solution, as
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well as definitions of performance metrics. Section IV presents
a practical BRIR modeling example employing a commercially
available 19-channel microphone array. Section V discusses the
results and Section VI gives conclusions.

A. Polynomial Matrix Notation

The notation used is as follows. The discrete time index is
denoted by t. The time delay operator ¢~ " has the effect of a
delay of n samples, so that ¢~"y(t) = y(t — n). A polynomial
in ¢! thus represents a difference equation and a scalar poly-
nomial c(q™!) = (co + c1g7t +caq7 2+ -+ +eng ™) repre-
sents a difference equation describing an FIR filter. Multipli-
cation of a polynomial in ¢~ with a time signal or another
polynomial in ¢~ ! results in a convolution operation.

A polynomial matrix has polynomials as elements, each ele-
ment representing a finite impulse response, and is denoted by
bold capital letters, e.g. A(g~'). Writing A(i,j)(qfl) selects the
element at row ¢ and column j, whereas using the colon operator
selects an entire row or column, e.g. A(L:)(q’l).

A polynomial matrix subject to the conjugate operator, A ,(q),
is complex conjugate transposed and the time delay operator g !
is substituted by its reciprocal, the time-advance operator ¢, i.e.
each polynomial is reflected around time O and effectively time-
reversed. This paper deals only with real-valued polynomial
matrices. See e.g. [34], [35] for an introduction to polynomial
methods as used in control engineering.

The windowing operator WY{-} applies a time window to the
coefficients of a polynomial expression. The window properties
are described in the context where it is used. A matrix of
scalars containing the n'" degree coefficients of a polynomial
expression is constructed by writing {-} geg—n.

Expressions are evaluated in the frequency domain at angular
frequency w by the Discrete-Time Fourier Transform operator
F“{-}, which has the effect of substituting the time delay
operator ¢~ by the function e 7”7+ where T} is the sampling
period. Writing .7*{-}; ;) selects the element at row i and
column j.

Regular matrices and vectors of scalars are denoted by upper
case and lower case bold letters respectively, e.g. A, a. Scalar
quantities are written with normal font-weight. In some places,
the argument (¢~ ') to a polynomial matrix has been omitted for
brevity, in contexts where the risk is low to confuse it with a
regular matrix.

IMPORTANT SYMBOLS

B(q™') Array model (anechoic measurements)
G(q~') Array RIR measurement

S(g~') Target HRIRs

C(g~") Sound field signal model

M(q~') Microphone noise model

F(¢~') Binaural estimation filter

T'(g~!) Power spectrum correction filter
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II. BRIR MODELING PROCEDURE

To visualize the structural makeup of a BRIR, consider a
simplified measurement procedure where a loudspeaker outputs
an acoustic impulse and the resulting BRIR is measured at the
ears of a human test subject. In a normal room environment, the
sound field around the head would consist of a superposition
of a direct response from the loudspeaker and delayed room
reflections. Structurally, the measured BRIR consists of a super-
position of HRIRs corresponding to the direct sound and each
delayed reflection, with the direct sound normally making up
the first few milliseconds of the BRIR. Exchanging the human
subject with a microphone array and measuring a multichannel
RIR, the RIR contains corresponding direct and reflected sound
time segments.

The proposed BRIR modeling scheme splits the microphone
array RIR into two parts using time windowing, one part con-
taining the direct sound and the other part containing reflected
sound. The RIR time segments are combined with individually
designed binaural estimation filters.

The same filter design framework is used for the direct and
reflected sound binaural estimation filters. The idea is to measure
the directional distribution of sound power of the direct sound,
which is assumed to be highly directional, and use this informa-
tion when designing the direct sound binaural estimation filter
such that the direct sound HRTF response is accurately modeled.
To this end, we perform a direction-of-arrival (DoA) analysis
on the direct sound RIR segment. The reflected sound field is
assumed to have low directionality and the binaural estimation
filter for reflected sound is designed assuming that no knowledge
is available about the sound field directionality.

The BRIR modeling scheme will be expressed mathemati-
cally for one sound system input channel in the following, with
the understanding that the procedure is repeated several times
for a multichannel sound system.

Let the polynomial matrix G(g ') represent a microphone
array RIR measurement taken at a desired listening position,
giving G(¢ ') the dimensions [M x 1], where M is the number
of microphone array channels. The direct part of the RIR, de-
noted G4(q 1), is extracted by applying a time window function
to each polynomial in G(¢~!). The reflected sound part of the
RIR is then given by G,.(¢" 1) = G(g™1) — Ga(g™1).

The modeled BRIRs are obtained by filtering G4(¢~') and
G,(q~') with the binaural signal estimation filters F4(¢~') and
FT(q‘l), which are to be designed, then summing the result:

Hprir(g™") = Fag HGalg ") +F.(g NG (g7h. (1)

Here, F4(q') and F,(q~') have dimensions [2 x M] and
Hprrr(g!) has dimensions [2 x 1], i.e. containing BRIRs for
the two ears.

The proposed BRIR modeling topology is illustrated in Fig. 2.
The required major steps of the modeling procedure are as
follows:

® Measure the anechoic multichannel impulse response

model of the microphone array used, for N directions
covering a full sphere, see polynomial matrix B(g~!),
defined in Section III-A.
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Fig. 2. Proposed topology for BRIR modeling, with separate modeling of
direct/reflected sound parts of the BRIR.
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® Place the microphone array in an acoustic environment for
which it is desired to obtain a BRIR and measure G(¢~ 1),
representing RIRs to M microphones.

e Split G(g~') into time segments G4(¢ 1), containing early
arriving direct sound, and G,.(¢~ 1), containing late arriving
reflected sound.

® Determine DoA of the direct sound by a DoA-analysis of
G4(qg™1), details in Section TV-B3.

e Design binaural estimation filters Fy(¢~') and F,.(¢~')
for direct and reflected sound respectively. Use the DoA-
information when designing the direct sound filter, details
in Section IV-B3 and IV-B2.

e Filter the RIR time segments G4(¢~!) and G,(¢"!) with
filters F3(¢~ ") and F,(¢~!) to obtain direct and reflected
sound BRIR segments respectively. Sum the BRIR seg-
ments to obtain Hgrrr(q~!) according to (1).

III. BINAURAL ESTIMATION FILTER DESIGN

This section covers general filter design theory for binaural
signal estimation from microphone array recordings. Section IV
then discusses suitable design parameters when designing filters
F4(qg~ ) and F,(g~ ') for the application of BRIR modeling.

A. Multichannel Wiener Filter Problem Formulation

The goal is to design a filter F(¢~') for a microphone array to
estimate the ear signals that would be observed for a head placed
in the same position as the array, given a specified sound field
model. To formulate this as a Wiener filter design problem, it is
necessary to specify known reference binaural ear signals that
are to be estimated, in a minimum mean square error (MMSE)
sense, by filtering of measured noisy microphone signals. As
a first step, let the model sound field consist of N mutually
uncorrelated sound sources at spatial locations €;,7 =1... N.
An approximately uniform distribution of source locations over
a spherical surface is a suitable choice for applications where
the estimation error needs to be controlled for all directions.

Let the sound source outputs be statistically modeled as mov-
ing average (MA) processes: u;(t) = ¢;(¢~ 1 )e;(t), where e;(t)
is white, zero-mean, unit variance noise and the polynomials
¢i(g~ 1) are minimum-phase. The polynomial c;(¢~ ') represents
an MA difference equation acting on ¢;(t). The vector-valued
source signal model then becomes

u(t) = C(g He(t) 2)

) and e(t) are both of dimension [N x 1] and
1] = Iy. The [N x N] polynomial matrix C(q ')

where w(t
Ele(t)e(t)
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is square and diagonal to model uncorrelated but potentially
colored sound sources.

The selection of C(¢~ ') specifies an assumed spatial distri-
bution of sound power in the sound field and can be used to
weight the estimation error for different directions. Setting only
selected diagonal elements of C(¢~') to be non-zero models a
directional sound field, whereas setting all diagonal elements of
C(g™1) to be equal and non-zero can be used to model a diffuse
sound field.! Both these examples are used in Section IV when
designing filters F (¢~ ') and F,.(¢" '), respectively.

The two sound pressures at the ears of a listener in the model
sound field constitute reference signals, given by the reference
signal vector f(t) of dimension [2 x 1], which is a concatenation
of the two (left and right) ear signals. The ear signals are
superpositions of filtered versions of the source signals and can
be written as

f(t) =S Hu(t). 3)

Here, S(¢ 1) is a polynomial matrix of dimension [2 x N| and
each polynomial element represents the HRIR FIR-coefficients
for a corresponding source direction and ear.

Suppose now that the listener is substituted by a microphone
array with M microphones at the listening position. The [M X 1]
measurement signal vector y(¢) can then be written as

y(t) = B¢ Hu(t) + M(q Hv(t) “)

where B(q 1) is of dimension [M x N].Elementm,nof B(g~')
contains a polynomial representing the impulse response from
sound source n (at location €2,,) to microphone m. The term
M(qY)v(t) models additive noise. It can for example model
microphone electrical self-noise or can generally be used to regu-
larize the filter design problem, as discussed in Section III-C. The
noise signal vector v(t) is of dimensions [M X 1] and contains
M mutually uncorrelated zero-mean unit-variance white noise
signals. The polynomial matrix M(¢~!) models the spectral
properties of the additive noise and is square, diagonal, of
dimensions [M x M] and each element is minimum phase.

We can now formulate our estimation problem as follows: we
seek a causal and stable filter F(¢~!) that, when applied to the
measured microphone signals y(t), produces an estimate of the
reference signal vector f(t). This can be written as

F(t —tylt) = F(g Hy(t) (5)

where the vector f(t — t,,,|t) is an estimate of f(t — t,,,) given
measurements up to and including time index ¢. The smoothing
lag design parameter t,,, is normally chosen to be positive and
non-zero. A larger t,, lets the filter have a longer pre-response,
i.e. a larger look-ahead time, potentially improving the quality
of the estimate.

The estimation error signal £(¢) to be minimized is defined
by

e(t) = F(t — tmlt) — F(t — tm). (6)

lassuming that a spatial sampling scheme is used for the source locations

Q; that has equal quadrature weight in all directions. Otherwise, quadrature
weights can be added to C(¢~ 1) so that directions of more dense sampling are
not weighted higher.
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Fig. 3.

The multichannel Wiener filter design problem.

The optimization criterion for the filter F(¢ ') is that it should
minimize the variance of (t):

T _ T
[nin; J = E [e(t)" e(t)] @)

where E[-] represents the expectation with respect to random
signals e(t) and v(t) and F(q ') is constrained to be causal and
stable. The complete filter design problem is illustrated in Fig. 3.

B. Solution

The final filter is obtained by first calculating the MMSE-
optimal Wiener filter according to the above problem formu-
lation, then applying a perceptually motivated power spectrum
correction to it.

1) Wiener Solution: The unique solution to (7) can be found
using methods of numerical optimization. However, solving this
optimization problem can be quite computationally demanding
and numerically sensitive for high-dimensional MIMO prob-
lems. In the limit ¢,, — oo, the solution to (7) is the non-
causal Wiener filter. It can be obtained by expressing (2)—(4)
in the frequency domain (substituting the delay operator ¢~ by
eJ«nTs) and then minimizing the variance of £(¢) pointwise
in the frequency domain. While being a viable solution in some
cases, the noncausal Wiener filter needs to have its noncausal part
truncated to be realizable, making the filter sub-optimal if the
truncated part contains significant energy. Wrap-around effects
can also be an issue when going from the frequency domain to
the time domain, if the transform size is insufficient.

In our case, with a fixed and finite smoothing lag ¢,,, we
seek to calculate the causal (realizable) Wiener filter (5). This
filter can in general not be obtained by pointwise optimization
in the frequency domain, as the optimal properties of the filter
at one frequency are influenced by the model properties at other
frequencies. Here, a time-domain solution, using a polynomial
equations approach, offers a versatile alternative. We use this
approach. The solution, outlined below, is a special case of that
presented and derived in section V.C of [36], which treats a more
general case, where the blocks in Fig. 3 are not restricted to finite
impulse responses. In the present case, all blocks are modeled
with finite impulse responses, except the optimal filter F(q 1),
which is a matrix of stable IIR filters, as discussed below.

As detailed in [36], two polynomial matrix equations need to
be solved to find the optimal filter, a spectral factorization and
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a Diophantine equation. The spectral factorization equation,

Ba HB.(9) = Blg~HC(q HC(@)B(q) + Mg~ HM.(q),
®)
is solved for a minimum phase, invertible [AM x M| polynomial
matrix spectral factor 3(¢~') and the Diophantine equation

q " S(qHC(g HC(@)B.(q) = O HB.(q) + qL.(q) (9)

is solved for polynomial matrices Q(¢~ ') and L, (g), both having
dimensions [2 x M]. Note that the dimensions of the terms in
these equations only depend on M and not on N which, for
large NV, is an advantage computationally. Combining the two
results, the optimal filter is a transfer function matrix in right
matrix fraction description (MFD) [34] form:

F(ghH =0 "HB (g ™.

The spectral factorization equation (8) is quadratic in the
coefficients of the polynomial matrix B(¢g~1). It can be solved
efficiently iteratively, see e.g. [37], to obtain a polynomial matrix
spectral factor (¢ ~') which has a causal inverse 3 g 1), and
for which all zeros of det(B8(z~1)) are within the unit circle
|z| = 1 of the complex plane. As a result, the inverse B g™
is a rational (transfer function) matrix that represents a stable
and causal discrete-time dynamic system.

The equation (9) is linear in the coefficients of Q(¢~ ') and
L.(q). It is equivalent to a linear system of equations in the
coefficients of @Q(¢~') and L.(q), and introduces the causality
constraint due to the factor ¢~*= on the left-hand side. It can
be shown that L.(q) — 0 when t,, — oo, in which case we
approach the noncausal Wiener solution, see [38].

Since B~ (¢ 1)is guaranteed to be a stable and causal rational
matrix, the filter (10) represents a [2 x M]-matrix of stable and
causal discrete-time filters. Since 87" (¢™!) has infinite impulse
response, F(qg~') represents a matrix of IIR filters. This filter
bank could be realized in state-space form, based on the MFD
representation Q(g~)B (¢ 1), see [34], but it is often more
convenient to approximate it by a FIR filter matrix by truncating
its impulse responses. In the following, F(¢ ') is assumed to be
a FIR filter matrix.

2) Power Spectrum Correction: The optimal filter criterion
given by (7) does not guarantee that the power spectrum of the
estimated ear signals will match that of the reference ear signals.
The maximum value of the error criterion is bounded by its value
when the filter gain is zero. Thus, if no filter can substantially
reduce the error below this bound at some frequency, the MMSE-
optimal filter tends to attenuate that frequency. This is typically
undesirable from a perceptual standpoint (c.f. Section IV-B2)
and the MMSE-optimal filter is therefore adjusted for correct
ear signal power spectrum. The final corrected filter F(g~!)
becomes

(10)

F(qg ') =T(qg YF(q ™), an

whereI'(g~!)isa[2 x 2] diagonal polynomial matrix thatis cho-
sen so that the power spectra of the estimated and reference ear
signals become approximately equal. In the frequency domain,
this equality can be expressed as

F“{CFBCC.B.F.T.} ) ~ F“{SCC.8. } 1y, (12)
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where the index k € {1,2} selects the diagonal element corre-
sponding to the left or right ear power spectrum respectively.
To fulfill this relation, the elements of I'(¢~') are chosen as
minimum phase polynomials with power spectrum defined by

F{SCC.S.} 1. 1)
F“{FBCC.B.F.} 1)+ pw)’

FATT. Y o) = (13)

where p(w) is a small regularization parameter.

C. Filter Regularization

It is desirable to avoid excessive filter gains, both because
this amplifies microphone electrical self-noise and increases
sensitivity to model errors in B(qg~1). The filter gains of the opti-
mal filter F(q~') generally depend on the frequency-dependent
conditioning of the filter design problem, which can be adjusted
using regularization.

The additive noise model M(g~!) controls regularization and
is selected to specify the SNR of the measurement signal vector
y(t) for the nominal signal level in the model sound field. To find
an expression for the SNR of y(¢), consider a covariance poly-
nomial matrix P,(g, ¢ ') containing the covariance sequences
between the signals in y(¢), defined as

{Py(Q7 qil)}deg:n = E[y(t)Ty(t - Tl)]

Here, the time-lag n translates to a corresponding coefficient
matrix for polynomial degree n in Py(q, ¢~ '). The signal com-
ponentP,(g, g~ ') and noise component P,,(q, ¢~ *) of P,(q,q ")
are given by

(14)

Py(q,g ") =Py(q, ") +Pulqg,q ), (15)
P.(q.q ") =BCC.B,, (16)
P.(q,q") = MM.. (17)

We can note that P, (g, ¢~ ") = B(g~1)B,(q). The Fourier trans-
form of the m*" diagonal element of P,(¢, ¢~ ") and P,,(q,q ")
correspond to the respective contribution to the power spectral
density of the m*" microphone signal, thus the SNR of y(), a

frequency w and for microphone index m, can be calculated as

F {PS(q q 1)}(m m)
FAPAG T ()

As seen, the SNR of y(t) depends on C(¢~ 1), M(q~1), and
B(q™1). A suggestion is to specify the model sound field C(¢ ')
freely first, and then select the measurement signal noise model
M(q™') to obtain the desired SNR level.

In the application example in Section IV, all microphones in
the array can be assumed to have equal properties and M(q 1)
was selected to model a constant frequency independent SNR.
This is a reasonable general starting point when it is desired to
apply equal penalty to high filter gains at all frequencies. The
microphone noise covariance polynomial matrix P,,(q,q" ') is
then constructed from a scaled average of the diagonal elements
of the microphone signal covariance polynomial matrix:

tr(Ps(q,q° ")
M} . (19)

SN Ry (w) =

(18)

P.(q,q ") =MM, = o’ diagy, {
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where 02 is a noise variance parameter, tr(-) denotes the

matrix trace operation and diag,;{-} means constructing a
[M x M] diagonal matrix from the scalar element within the
brackets. For the case where all microphones have identical
useful signal power, the resulting measurement signal SNR then
becomes SN R,, = 1/o2. Note that it is sufficient to calculate
M(q~ 1 )M.(q), as M(q~ ') is not explicitly needed to solve the
spectral factorization in (8).

In theory, M(¢~ ") could be chosen to accurately model the
electrical self-noise spectrum of the microphone model used.
In general, this choice of M(q~ ') is not necessarily suitable
since the actual SNR of recorded microphone signals is anyhow
usually unknown and time-varying. Rather, how much filter
regularization to apply is a balance between MSE-performance,
sensitivity to model errors, filter noise amplification, and (for
general binaural recording) how subjectively disturbing a certain
background noise spectrum is. Some manual tuning of M(qg~!)
is thus typically required for each specific application and design
goal.

Finally, it can be noted that the relative scaling of Cg™h,
B(q~') and M(q ') affects filter regularization, but a scaling
of S(g~1) results in the same optimal filter F(¢~'), only scaled
correspondingly.

D. Performance Metrics

Some key filter design performance metrics used in the appli-
cation example in Section IV are described in the following.

The normalized MSE (NMSE) equals the error power in
the estimated ear signals normalized by the signal power in
the reference ear signals, indicating how well the beamformer
approximates the HRTF beampattern target at each frequency.
The modeling error for all source directions is needed in its
calculation and is given by

E(g™) =q "8 HCg™") — F(g HB(g)Cg™). (20)

Further, define the reference ear signal covariance polynomial
matrix as

P..f(q,4" ") = SCC.S., 1)

adhering here to the definition of a covariance polynomial matrix
given by (14). The NMSE can then be defined as

o w
NMSEk(w)z M) (22)

T {PTef}(k,k)
and it attains a value between 0 and 1 for each frequency. Notice
that NMSE is evaluated using F(q ') without power spectrum
correction.

Another perceptually important metric is the frequency-
dependent coherence between the estimated ear signals }'(t)
Define the estimated ear signal covariance polynomial matrix
as:

P.si(q.q ") = F°P,FC. (23)
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The interaural coherence of the estimated ear signals then
becomes

F P,
Cole) |7 {Pesii) }, |
\/ﬁ {Pest(l,l)PeSt(272) }w

and should ideally equal the coherence of the reference ear
signals, which can be calculated with the same expression by
substituting Py (g, ¢ ') in place of Pesi(q,q ")

The level of microphone self-noise in the estimated ear signals
is important to consider. It has an impact especially when record-
ing quiet sound fields, i.e. in the absence of any sound that can
mask the noise. A relevant question to ask is how strong the noise
is in the estimated ear signals compared to the noise level of a
recording taken with a single microphone from the array (where
the recordings have been adjusted for similar useful signal gain).
A metric that answers this question, which is common in the
context of uni-directional beamformer design, is White Noise
Gain (WNG). It measures the power ratio of useful signal gain
(i.e. beampattern gain) to filter noise gain and is normally defined
for a single direction. For the application of HRTF beampattern
synthesis, it is more relevant to consider an average of WNG over
all directions [39]. The power average of WNG in all measured
directions can be defined as

WNG];vg(w) =10 1OglO LQﬁw{Pest,(k,k:)}
—10log,o F“{tr(Ps)/M}
— 10 loglo ﬁw{ka_’:)F:(:’k) }

(24)

(25)

Here, the first term represents the estimated ear signal energy,
the second term represents the average energy of the recorded
microphone signals, and the third term represents the filter noise
gain. The first and second terms together represent the average
beampattern gain. The index k selects the left or right ear filter.

If the filter design model sound field can be considered diffuse,
then W NGq.4(w) approximates the relative SNR of the esti-
mated ear signals compared to the SNR of a single microphone
capsule when recording diffuse sound fields. It follows that
—W NG44 (w) indicates the relative noise level of the estimated
ear signals compared to that of a single microphone capsule, in
the absence of a signal.

IV. APPLICATION EXAMPLE

The purpose of the application example is to illustrate the
use of the proposed filter design framework and demonstrate
the feasibility of the described BRIR modeling method by
investigating a practical example and evaluating the resulting
performance. BRIRs are modeled for the torsoless Neumann
KU100 artificial head and a direct comparison is made between
modeled and measured BRIRs using a KU100 head available in
the lab.

The room chosen for BRIR acquisition as well as for micro-
phone array measurements is a large, undamped (RT60 around
1.4 s), mostly empty storage-facility type room. Itis 7.5 x 11 m
with around 5 m ceiling height.

A commercially available microphone array was selected,
Zylia ZM-1. It is a consumer-grade spherical microphone array



2906

with 19 microphone channels, about 10 cm diameter, and an
ASIO driver interface over USB. While the filter design frame-
work puts no restrictions on the array geometry, a spherical
microphone array is suitable for this application because the
design of the binaural estimation filter F,.(g~ '), for the reflected
sound part of the BRIR, makes use of its approximately uniform
beamforming performance in all directions.

We use a right-handed coordinate system where azimuth is
the counter-clockwise angle in the horizontal plane relative to
the positive x-axis and elevation is the angle relative to the
horizontal plane. The coordinate system is defined in relation to
the microphone array if nothing else is indicated. Additionally,
we use yaw, pitch & roll Euler-angles to denote the head pose
(i.e., look direction) of the “virtual head” that the binaural
estimation filter implements using the microphone array.

A. Measurements

Allimpulse response measurements were carried out using the
logarithmic sine-sweep method [40] with 4 s long sweeps. The
microphone array impulse responses in B(g~!) were measured
using a single speaker by rotating the microphone array to
different orientations. This was done using a custom-designed
measurement robot, controlled via a serial interface, and able
to rotate the microphone array to any orientation with <1°
precision. A Tukey window Wp of length 4 ms with cosine
fraction 0.5 was applied to each measured impulse response in
B(¢~ 1) to emulate anechoic measurements.

The microphone array was placed 1.6 m above the floor. A
Genelec 8010 A speaker was used as sound source, placed at the
same height and at 2.1 m distance. This gave a reflection-free
time window of around 5 ms before the first reflection. The
speaker was chosen due to its small size and broadband response,
to roughly represent a point source. A sample rate of 48 kHz was
used for all measurements.

A spatial sampling grid consisting of N = 300 points equidis-
tributed over a spherical surface [41] was chosen for the mea-
surement of B(q~'). This gave B(q!) dimensions [19 x 300]
and the target HRIR polynomial matrix S(¢~!) got dimensions
[2 x 300]. The choice of the grid density is discussed further in
the sections below.

We chose to model BRIRs for the same Genelec speaker in the
same room. The microphone array RIR, G(¢ 1), of size [19 x 1],
was measured using the same setup with the speaker in front of
the array, i.e. at 0° azimuth, 0° elevation relative to the array (the
setup was moved slightly so that G(¢~!) would not correspond
exactly to a measured grid point in B(g~')). The RIRs in G(¢~ ')
were truncated to 0.83 s (40000 samples). After this time, the
decay tails started to be dominated by measurement noise.

1) Compensation for Measurement Speaker Response: The
design theory for the binaural estimation filter in Section III
assumes that the anechoic array model B(¢~') only contains
the dynamics of the microphone array. In practice however, it
includes the dynamics of the speaker used to measure it. The
subsequent effect on the filter design was largely eliminated by
convolving also the target HRIRs in S(¢~') with the speaker
impulse response. To this end, the on-axis speaker impulse
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response hysp(¢~ ') was measured using the same setup with
an Earthworks M30 microphone, calibrated for a flat response,
in place of the Zylia microphone array.

The measurement of B(¢~') can be modeled as

B = Wg {Bur (@ Hhisp(@™H},

where B,,..(q"!) represents the response of the microphone
array, hysp(q 1) the response of the measurement speaker, and
Whg is the time window applied to the measurements. The
modified target response becomes

S(aY) = Shrir(a YWa {huispa D} -
Here, S,,ir (q’l) represents the target HRIRs.

(26)

27)

B. Filter Design

1) Parameter Choices: The smoothing lag was set to t,,, =
480 samples, corresponding to a latency of 10 ms, which pro-
vides a good margin for the filter pre-response and thus gives
full performance with respect to MSE. A constant frequency-
independent SNR was modeled for the microphone signals y(t),
as described in Section ITI-C — an SNR of 10log4(1/02) = 20
dB was generally used, except for the plots that compare the
effect of different SNR levels.

To define the target HRIRs, S nrir(g™h), we used the public
HRTF database for Neumann KU100 published in [42]. The
database HRIRs are densely sampled with 2° resolution in
azimuth/elevation and have a length of 128 samples (2.7 ms).
Nearest-neighbor interpolation was used to pick HRIRs out of
the database for the 300 point grid used in Shrir(g™h). A small
spectral adjustment was applied to the database HRTFs to make
them more similar to the HRTFs of the KU100 unit available in
the lab. This was done by measuring the average HRTF spectrum
magnitude of the lab KU100 in the horizontal plane and applying
a single minimum phase EQ filter to all HRTFs in the database
to get a matching average spectrum in the horizontal plane.

2) Filter Design for Reflected Sound: Equal weight of the
estimation error in all directions was specified for the design of
F.(q!) by setting all the diagonal elements of C(¢~!) equal to
the same scalar value (representing a diffuse model sound field).
The plots in this section is for a filter design that implements a
virtual head looking straight ahead (yaw, pitch & roll equals
0°). Fig. 4 shows the 19 calculated filter responses for the
left ear design. The energy of the filter responses is distinctly
located in time, with a short pre-response, suggesting that the
alternative noncausal frequency-domain solution to the optimal
causal filter, discussed in Section III-B1, would also be feasible
for this application example.

Fig. 5 shows the NMSE according to (22) for several filter
designs with different levels of regularization, obtained by vary-
ing the modeled microphone signal SNR (given by 1/02). The
general trend is that the MSE increases towards high frequencies
where microphone array spatial aliasing, increasingly complex
HRTF beam patterns, and a limited number of microphone
channels prevent accurate synthesis of the target beam pattern.
Modeling a higher SNR by decreasing o2 results in better
MSE-performance at low frequencies, but the price is higher
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Fig. 4. (a) magnitude and (b) time responses of the reflected sound filter
F,. (¢ 1), left ear.

@
=,
m
%)
=
=
o)
N
=
£
8
=
230 - 1 > 1 1 "
10 10 10° 10
frequency [Hz]
Fig. 5. NMSE for reflected sound filter F,.(q~ ') design, left ear, for three

different SN R,,, = 0,,2.

filter gains and lower WNG as can be seen in Fig. 6, which
shows the average WNG as a function of the SNR parameter.
Considering the effect of the grid density on the reflected
sound filter design, the grid should be dense enough to accurately
capture the spatial variability of the synthesized beampatterns
and of the target HRTFs. The NMSE in Fig. 5 shows that accurate
HRTF beampatterns cannot be synthesized with the used array
above 3—4 kHz, and we can assume, for this example, that
the grid density choice is mostly critical below 3—4 kHz. A
SH-decomposition of the KU100 HRTF data set shows that the
spatial variability increases with frequency [23] and indicates
significant energy up to an SH-order of around ten at 3—4 kHz.
Since the 300-point grid can accurately represent SH basis
functions of this order, it should be sufficiently dense to largely
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avoid spatial aliasing in the considered frequency range when
sampling the target HRTFs.

The large MSE at high frequencies indicates that there will
be wave-form level errors in the reflected part of the modeled
BRIRs at high frequencies. To discuss the perceptual impact of
this, we first note that early and late reflected parts of a BRIR
have different structure and perceptual effects [43], and it is of
interest to consider both the modeling of distinct early reflections
and diffuse late reverberation. Other studies on auralization
indicate that certain wave-form level errors in the reflected part
of the BRIR are perceptually benign. For example, the earlier
discussed study on “hybrid Ambisonics” [25] found that the
perceived quality of auralization (of the two rooms included in
their listening test) ceased to improve beyond an SH-order of
three, which is also the maximum SH-order that the array we
use can support.

Another Ambisonics-based method for auralization presented
in [31] provides some clues about perceptually important param-
eters of the reflected part of the BRIR. They model BRIRs based
on a first-order B-format RIR, and design a B-format binaural
decoder optimized to correctly reproduce statistical properties
of diffuse reverb, namely interaural coherence, power spectrum
and decay rate. A listening test indicates that the modeled BRIRs
are perceptually very similar to reference measured BRIRs.

We likewise assume that if the sound field in the auralized
room is close to diffuse, it is necessary to reproduce interaural
coherence, power spectrum, and decay rate of the reflected sound
part of the BRIR for a good perceptual result. We also argue that
since we have already assumed in our modeling process that no
information is available about the directionality of the reflected
sound field, the best design choice we can make is to ensure
good diffuse field properties.

The power spectrum is effectively equalized to be correct
for diffuse sound fields by the power spectrum correction filter
defined by (11)—(13). Fig. 7 shows the magnitude response of
the power spectrum correction filter. It has a rise towards high
frequencies, indicating that the MMSE-optimal filters have low
gain in this frequency range (c.f. Section I1I-B2).

The interaural coherence for the model sound field is shown
in Fig. 8 and was calculated according to (24). The resulting ear
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Fig. 7. Magnitude response of power spectrum correction filter I'(g~ 1) for
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Fig. 8. Interaural coherence Cy,(w), magnitude squared, of estimated and
reference ear signals for the reflected sound filter F,.(g~ 1) design.

signal coherence is similar to the target ear signal coherence over
the full frequency range, with a slight deviation primarily at low
frequencies. Interestingly, the coherence gets modeled correctly
(i.e., has alow value) also above the spatial aliasing frequency of
the array where the MSE is high. The synthesized beampatterns
in this frequency range, which upon inspection look chaotic and
random in character, and different for the two ears, apparently
lead to uncorrelated ear signals in a diffuse sound field.

Since the MSE of the reflected sound filter design is large
above 2-3 kHz, individual reflections in the modeled BRIRs
have a spectral coloration at high frequencies. Fig. 9 illustrates
this and shows the simulated array response (given by the
expression F,.(g")B(¢g~')) compared to the target response for
frontal sound incidence. The error is relatively low up to around
2 kHz, after which the error is significant. The trend is similar for
other directions. Fig. 9(b) also shows a pre-ringing of about 1 ms,
representing a slight time-smearing of energy at high frequencies
in the reflected sound part of the modeled BRIRs.

The coloration of individual reflections at high frequencies
implies larger perceptual errors when auralizing rooms with
more directional reflected sound fields. However, comparable
coloration of individual reflections would also occur in the stud-
ies discussed above [25], [31], which still demonstrated good
perceptual results. For many “normal” rooms, the perceived
coloration may thus be small. The spectral effect of reflections
is averaged over many directions, and if the spatial energy dis-
tribution of reflected sound is relatively uniform, it may be more
perceptually relevant to consider the average power response of
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Fig.9. (a) magnitude and (b) impulse array response in loudspeaker direction
(0° azimuth, 0° elevation) for reflected sound filter design, HRTF target NCERS)
vs. result F,.(¢g1)B(g™1) (left ear).

the array for all directions, rather than the spectral distortion in
single directions. See e.g. [25], [44] for related discussion.

3) Filter Design for Direct Sound: For the design of F 4(¢™1),
the spatial sound power distribution C(¢~!) of the model sound
field was specified to mimic the directionality of the direct
sound RIR component, G4(q~1). To calculate G4(g '), a Tukey
window of length 5 ms with cosine fraction 0.5 was applied to
Gg ).

The application example represents a simple case where the
auralized speaker is full-range, close to a point-source, and the
RIR G(g~') was measured with the speaker in a direction close
to one of the grid points used for measuring the array model
B(q™"). For this case it is sufficient to find a single DoA of the
direct sound (c.f. discussion in Section V).

A straightforward method to find the direct sound DoA, is to
correlate the single column of G4(g~') with each column of the
full sphere measurements in B(¢ ') to find the best matching
direction. The sound power coming from direction ¢ is then
proportional to

pwr; = {B.(i,)GaGu.B (28)

(:49) }degzo :

This expression corresponds to a full-band version of a narrow-
band formula for a conventional beamformer [45], integrating
power over frequency. Evaluating (28) for all directions gave the
result shown in Fig. 10(a). The DoA of the direct sound can be
identified by the peak at direction index 136, corresponding to 0°
azimuth, 0° elevation, as expected since G(q’l) was measured
with the loudspeaker close to this direction.
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Fig. 10.  (a) Steered response power indicating DoA of direct sound. (b) Sound

field model for the direct sound filter design: scalar diagonal elements of C(q~1).

The diagonal elements of C(q~!) were correspondingly se-
lected as scalars, shown in Fig. 10(b), specifying dominant
power for the identified DoA. The power for other directions was
not set to exactly zero, in the hope to provide some additional
design robustness without compromising the performance in the
direct sound direction.

Having calculated Fg(¢~ '), the resulting simulated array
magnitude and impulse response in the identified DoA (0°
azimuth, 0° elevation) have insignificant error compared to
target, as expected since this direction was weighted high by the
selection of C(¢~!). Minor deviations due to filter regularization
are expected, and the resulting magnitude response is within
+-0.5 dB of the target response over the full frequency range.

C. BRIR Evaluation

Two sets of BRIRs are evaluated in the following, using the
filters designed above. The first set is referred to as BRI Ry
and was modeled according to the suggested procedure where
the direct and reflected time segments of the BRIRs are modeled
separately according to (1). The second set is referred to as
BRIR,,,sp1i+ and does not use separate modeling of the direct
and reflected parts, which was achieved in practice by setting
the filter Fy(¢~ ') equal to F,.(¢~') before evaluating (1).

The BRIRs were modeled for a loudspeaker direction of 0°
azimuth, 0° elevation, as mentioned previously. It is of interest,
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however, to evaluate the BRIR modeling accuracy for a few
different head poses, which puts the loudspeaker in other angles
relative to the (virtual) head. Changing the head pose corre-
sponds to changing the HRIRs that make up S(¢~'). Rotating the
coordinate system that the HRIRs are defined for in an opposite
direction to the simulated head movement provides the intended
result. The filter design and BRIR modeling process were thus
repeated for a set of head poses in the horizontal plane: 0°,
44° and 90° yaw angle. Reference BRIRs were measured by
mounting a Neumann KU 100 artificial head on the measurement
robot in the same position as the microphone array, turning the
head to face the corresponding directions, and measuring BRIRs
from the Genelec speaker.

Fig. 11 shows the power spectrum of the measured and mod-
eled BRIRs for two head yaw angles: 0° (loudspeaker straight
ahead) and —90° (loudspeaker to the left of the head). The mea-
sured and modeled responses correspond well for BRI Rpj;;.
Some deviations are expected due to the differences in HRTF
responses between the HRTF database used and the KU100
unit used for reference measurements. Below the lowest shown
frequency of 50 Hz the deviation increases, which is attributed to
low measurement SNR in this frequency region due to the lim-
ited low-frequency extension of the small measurement speaker
used.

For BRIR,,,sp1it, the modeling becomes worse above about
1.5 kHz with relatively large deviations from the measured re-
sponses. This behavior can be explained by poor high-frequency
modeling of direct sound in BRI R,,,sp1;: and the fact that the
direct sound power makes up a growing fraction of the total
sound power as the frequency increases.

The detailed waveform of the first 40 ms of BRI R, for
the 0° yaw angle and the left ear, is shown in Fig. 12(a). The
BRIR envelope is reproduced approximately, with deviations
due to the approximate modeling of the high-frequency BRIR
reflected sound part. Fig. 12(b) shows a low-pass filtered version
of the same BRIR (Butterworth, 5 order, f, = 1500 Hz) which
shows that the detailed BRIR waveform is reproduced accurately
in the frequency range where the MSE for the reflected sound
filter design is low.

To evaluate the energy decay envelope of the modeled BRIRs
in BRI Ry, versus the measured BRIRs, backward integration
of the mathematical square of the BRIRs was performed [46]
with the result shown for the left ear, 0° yaw angle in Fig. 13. The
modeled energy decay is very similar to the measured reference.

For accurate modeling of the BRIR decay envelope it is
necessary to measure the RIRs in G(g~') with sufficient SNR,
so that the interesting part of the decay tails is not covered
in measurement noise. The SNR gained or lost in the HRTF
beamforming process is determined by the WNG in the design
of F,.(¢g~"). The WNG for the evaluated filters is shown as the
solid line in Fig. 6 and indicates a rather benign loss of SNR by
atmost —5 dB in a band around 1-3 kHz, and a slight increase in
SNR below 400 Hz. It is concluded that it is possible to model
the BRIR decay tail envelope with high precision, as long as
G(q~') can be measured with high SNR.
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D. Listening Test
' ' ' ' ' ' ' ' A listening test was conducted to evaluate the subjective
0.01 similarity of the measured and modeled BRIRs in the applica-
0.005 tion example. The listening test approximately followed ITU-R
BS.1534-1 (MUSHRA). Four BRIR alternatives were evalu-
0 ated in the test, including a hidden reference and anchor. The
-0.005 measured KU100 BRIRs were designated as reference and the
001 anchor was a processed version of the reference with a time
window applied to keep only the first 5 ms of the direct sound,
O T s 20 25 30 35 40 15 50 setting the reflected sound part to zero. The BRIRs were labeled
time [ms] as follows:
(b) ® BRIR,p;:: modeled using the suggested procedure
® BRIR,ospiit: same binaural estimation filter for direct and
Fig. 12.  First 40 ms of measured vs. modeled BRIR for 0° yaw. (a) Original reflected sound

response, (b) low-pass filtered, f. = 1500 Hz, 5% order Butterworth.

® Reference: measured KU100 BRIRs
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e Anchor: measured KU100 BRIRs, windowed

The test was run on a laptop using a GUI, operated by the
test subjects themselves with no one else present, and used a
Roland QuadCapture UA-55 sound card and a pair of Sennheiser
HD650 headphones. The headphones were equalized to have
an approximately flat frequency response as measured with the
Neumann KU100 artificial head. A minimum phase FIR filter
was used for the purpose, with magnitude response specified
as the inverse of an average headphone magnitude response,
measured by taking off and putting on the headphones on the
KU100 eight times.

The subjects were asked to rate the overall similarity (in-
cluding both timbral and spatial dimensions) of the different
alternatives to the reference. The answers were collected using
sliders in the GUI, which had a numerical range from 0 (labeled
“Severe difference”) to 100 (labeled “No difference”).

To account for variation in BRIR modeling performance for
different loudspeaker directions, BRIRs for the three modeled
yaw angles of 0°, 44° and 90° were included in the test. Head
poses in the horizontal plane were chosen since measurements of
KU100 reference BRIRs could only be done with high angular
precision in the horizontal plane using the available equipment,
and the objective modeling performance for elevated angles is
assumed to be similar.

The audio material selected for the test was music, with~ 10's
excerpts from two songs, down-mixed to mono by adding the
left/right channels. The first one was ”Before You Accuse Me”
by Eric Clapton (from the 1989 Journeyman studio album),
containing a broadband snare drum and distorted guitar, espe-
cially revealing of spectral and reverb decay differences. The
second excerpt was from the song ”Love Over Gold” by Dire
Straits, containing piano and vocals. All audio samples were
high-pass filtered at 50 Hz with a 5" order Butterworth filter
to avoid influence from the previously noted low measurement
SNR below this frequency and resulting differences between the
measured and modeled BRIRs.

The subjects received detailed instructions before the test.
They first had a training phase where they listened to the
processed samples (which weren’t labeled) and compared them
to the reference to learn the magnitude of the differences they
were about to judge. They could also adjust the volume to a
comfortable level before starting the test.

The three yaw angles and two audio samples gave each subject
six trials to complete, which took on average around 15 minutes.
The BRIR alternatives were labeled A-D in the GUI with
randomized order for each trial and each subject. The subjects
could switch instantly between listening to one of the BRIR
alternatives and the reference as many times as they wanted
before making a decision.

Twenty-one subjects participated in the test. In each trial, it
was required that at least one BRIR alternative be given a rating
of 100 due to the presence of the hidden reference. Seven of the
subjects were excluded from the final results since they rated the
hidden reference below 90 in one or more trials. The fourteen
remaining subjects included twelve men and two women, aged
24 to 49 and with self-reported normal hearing. About half had
substantial prior experience with critical listening.
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The test result in the form of median ratings for the four
BRIR versions is shown in Fig. 14, together with IQR-based
95% confidence intervals [47]. The BRIRs modeled using the
suggested procedure (BRI Rp;:) got a rating of 88.8, which
indicates a relatively small difference to the reference, in com-
parison with BRIRs that were modeled with the same binaural
estimation filter for the direct and reflected sound parts of the
RIR (BRIR,,,sp1i¢) which got a rating of 54.3. Several subjects
commented informally that two of the test alternatives were very
similar to each other and the reference, presumably referring to
BRIR;; and the hidden reference.

V. DISCUSSION

The listening test results can be compared to other stud-
ies on auralization based on Ambisonics. We expect that the
waveform-level error in the reflected sound part of the BRIR
could be made almost equally low if we had used Ambisonics-
based auralization in our application example. We confirmed
this informally. Without going into detail, we can note that our
proposed filter design framework can be used to calculate an
Ambisonics encoder filter by letting the target polynomial matrix
S(q~ ') equal spatially sampled SH basis functions and leaving
the other design parameters as in the application example.
And an Ambisonics binaural decoder filter can be calculated
by letting the measurements B(qg~') equal SH basis functions
and letting S(¢ ') equal anechoic HRTFs as in the application
example.

The result that BRIR,,,sp1i¢ got a low rating, representing
auralization without separate rendering of the direct sound,
is consistent with similar results found using Ambisonics, in
e.g. [21] (noting that the array we used is limited to third-order
Ambisonics). The low perceptual rating is expected due to the
inferior high-frequency modeling of direct sound (c.f. Fig. 9),
which leads both to severe spectral distortion of the direct sound
and a failure to synthesize correct interaural level and time
differences.

The higher rating of BRIRp; is fully explained by the
improved modeling of the direct sound. That the perceptual
difference to reference is small is consistent with the results of
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e.g. [25]. There it was demonstrated that a third-order Ambison-
ics rendering of reverb can be enough for a good perceptual result
in auralization, when the direct sound is rendered separately.

To explain the remaining perceptual difference between
BRIR,;; and the reference, we analyze the direct and reflected
sound parts of the modeled BRIRs separately for the 44° yaw
angle.

Fig. 15(a) shows the magnitude response of the direct sound
part (using a 4 ms window) and compares the measured KU100
reference to the modeled BRIR. A significant difference can be
seen, which will have affected the listening test. The difference
stems mainly from differences between the database KU100
HRTFs used in the binaural estimation filter design and our ref-
erence KU100 artificial head. The database HRIRs contain some
very early reflections that are visible as wiggles in the HRTF
magnitude response, and the modeled BRIRs consequently also
contain these reflections. Fig. 15(b) compares the modeled BRIR
direct sound part to the target HRTF response for the identified
loudspeaker direction, and the modeled BRIR response is very
close to the target.

The reflected sound spectrum of the modeled BRIRs has
slightly more energy at high frequencies compared to the mea-
sured BRIRs, as illustrated in Fig. 16 for the 44° yaw angle. The
difference of around 2 dB above 4 kHz was similar for the other
yaw angles. The reason for the difference remains unclear, but
we note that the power spectrum correction filter I'(¢~ ') for the
reflected sound filter F,.(¢ 1) is designed assuming an isotropic
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sound field, and the reflected sound field in our auralized room
likely has some directivity, c.f. [48].

The above discussion attempts to explain why BRI R,;;; was
audibly different from the reference. Of course, the listening
test only evaluated the overall difference to the reference. It
does not provide insight into specific perceptual aspects like
timbre, spaciousness, or perceived direction, but it does support
the general validity of the BRIR modeling method.

In the application example, the auralized loudspeaker direc-
tion almost coincides with one of the grid points used in the
binaural estimation filter design. Our choice to weight a single
direction highly in the direct sound binaural estimation filter
design thus works well. In Fig. 15(b), a small difference can still
be seen between the direct sound part of the modeled BRIR and
the target HRTF for the corresponding direction, presumably
because the auralized speaker direction deviated slightly from
the estimated DoA.

In more general cases, the auralized loudspeaker may be in
any position between grid points. DoA-estimation by evaluating
(28) then gives multiple peaks corresponding to grid points
close to the loudspeaker direction. The loudspeaker also may
not resemble a point source. More research is needed to find
a robust way to specify C(¢~!) in these cases and select an
appropriate grid resolution. A hypothesis is that the synthesized
beampattern can be made to approach the target also in between
grid points by specifying dominant sound power in C(q~!)
for grid points covering an angular region that includes the
loudspeaker direction. This would, however, require a dense
enough grid to avoid over-fitting to the grid points.

Lastly, the suggested separate modeling of direct and reflected
sound is not feasible if a direct sound RIR time segment can
not be identified. That may happen for e.g. sound systems in
automotive cabins with multiple reflecting surfaces close to the
speakers and the listening position.

VI. CONCLUSION

A new filter design framework for estimating binaural signals
from microphone array signals was presented, using a causal
Wiener filtering formulation. A general problem formulation
was used where the waveform-level error of the binaural signal
estimate is minimized under the conditions of a specified sound
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field spatial energy distribution and a microphone noise model.
Compared to Ambisonics-based methods, there is no restriction
on the geometry the problem is defined in, and directional
weighting of the estimation error and the use of general mi-
crophone array geometries is straightforward.

A BRIR modeling method was also presented that demon-
strates the use of the proposed filter design framework and
describes a complete process for acquiring BRIRs from mi-
crophone array RIR measurements, minimizing perceptual and
waveform-level differences to measured BRIRs. Direct and
reflected sound is modeled separately. The method facilitates
fast BRIR data set acquisition for dynamic binaural synthesis
and is a viable alternative to Ambisonics-based binaural room
auralization.

An application example provided experimental validation of
the BRIR modeling procedure and used a 19-channel SMA. A
listening test indicated a small perceptual difference between
measured versus modeled BRIRs. Our results complement re-
cent research on Ambisonics-based auralization, which likewise
demonstrated good perceptual results using microphone arrays
of similar complexity as the one we used when rendering the
direct sound separately with high accuracy. We showed that the
waveform-level error of the reflected sound part of the BRIR
can be made low up to at least 1.5 kHz with the chosen array.
Athigher frequencies, we aimed for correct statistical properties
of the diffuse part of the reflected sound field. The listening test
results indicated that this was sufficient for a low perceptual error
for the room we used. More research is needed to find to which
degree this generalizes to rooms with more directional reflected
sound fields, e.g. small rooms with salient early reflections.

Future research could also investigate improved robust mod-
eling of the direct sound for more demanding room acoustical
scenarios, as discussed in the previous section, and benchmark
perceptual performance with parametric methods like SDM.
Other applications for the presented filter design framework
could also be investigated, like binaural rendering of general
microphone array recordings.
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