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Synthesis and Analysis-By-Synthesis of Modulated
Diplophonic Glottal Area Waveforms

Philipp Aichinger

Abstract—Diplophonia is a type of disordered voice in which two
simultaneous pitches are perceived. Most commonly in diplophonic
voices, the vocal folds are divided into two parts that vibrate
at different frequencies. The glottal area is the projected area
of the space between the vocal folds. The glottal area in time
is referred to as the glottal area waveform (GAW). The GAW
is modeled for diplophonic voice by superimposing two partial
GAWs (pGAWs) that are trains of single-peak pulses with different
pulse frequencies, i.e., fundamental frequencies (f,s). In current
kinematic models of diplophonic vocal fold vibration, the pGAWs
are assumed to be quasiperiodic. This assumption is mitigated
here by modulating pulse-to-pulse cycle length and amplitude.
Both random and deterministic modulations are considered. De-
terministic modulations depend on the difference of the pGAWSs’
instantaneous phases. Model GAWs are fitted to input GAWSs using
an analysis-by-synthesis approach which we refer to as ‘modulated
pulse trains decomposition’ (MPD). MPD is shown to be applicable
to diplophonic as well as to nondiplophonic types of dysphonia,
which include multi-pulse patterns, random timing behaviours, and
chaos. It is mostly robust against modulations but degraded by large
random modulations. MPD is compared to a deep autoencoder
neural network, and the WaveGlow neural network. In terms of
time-domain fitting errors, MPD outperforms the other two ap-
proaches unless random modulations are large. MPD outperforms
the best of the other two approaches by up to approximately 5 dB.
For large random modulations, the deep autoencoder network
achieves the smallest fitting errors. In terms of magnitude spectrum
fitting errors, WaveGlow is superior except for natural input GAWs
containing only nondiplophonic types of dysphonia. Also pulse
timing errors are shown to be advantageous for MPD.

Index Terms—Diplophonia, glottal area waveforms, kinematic
model, modulation, pathological voice, vocal fold vibration.

I. INTRODUCTION

ISORDERS of the human voice associated with degraded
D voice quality and disability to talk normally may result in
reduced job opportunities, loss of quality of life, and even social
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Fig. 1. Midsagittal cross-section view of endoscopic laryngeal high-speed
video examination. (1) vocal folds, (2) trachea, (3) esophagus, (4) epiglottis,
(5) endoscope, (6) camera handle, including photo sensor, (7) data cable, (8) light
conductor, and (9) headworn microphone.

isolation. Hence, it is necessary to clinically treat disordered
voices, which relies on accurate and reliable diagnostic analysis
of voice function. The current diagnostic evaluation of voice
function includes imaging of the larynx and the vocal folds,
signal processing-based analysis of audio recordings, and audi-
tory evaluation of speech and voice sounds. Fig. 1 illustrates the
examination of the human vocal folds by transoral endoscopy
and simultaneous recording of the audio signal.

In normal vocal fold vibration, the transglottal air flow is
minimal during the vocal folds’ constricted/closed phase. In this
phase, the subglottal pressure builds up because the lung pushes
the air upstream. The pressure exerts opening forces on the vocal
folds, which cause the folds to move laterally. During the open
phase the subglottal pressure drops, and the transglottal flow and
supraglottal pressure increase. The Bernoulli effect and elastic
forces cause the vocal folds to close again, which results in a
decrease of airflow and supraglottal pressure, and an increase of
subglottal pressure. The process of opening and closing repeats
cyclically in terms of a self-sustained oscillation. Cyclic increase
and decrease of the supraglottal pressure is the ‘voice source’,
which results in a sound wave travelling upwards the vocal tract.
This wave is superimposed with the downward travelling wave
reflected by the vocal tract [1], [2].

Divergences from normal voice quality are often caused by
vocal fold vibration patterns, of which models and analyses are

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/


https://orcid.org/0000-0003-4353-4996
https://orcid.org/0000-0002-6356-3367
mailto:philipp.aichinger@meduniwien.ac.at
mailto:pernkopf@tugraz.at

AICHINGER AND PERNKOPF: SYNTHESIS AND ANALYSIS-BY-SYNTHESIS OF MODULATED DIPLOPHONIC GLOTTAL AREA WAVEFORMS

Synthesis

915

Analysis-by-synthesis

Model
GAW:
EAL. '
PGAWS: Sum of - Yl
. put . . pPGAW il
v j pGAWSs: GAW: f, candidates: candidates: -
N v W M y(t) i@ yi(t) y
Fourier Y, - f, cand. | pGAW o | Cand. selection & ~
synth. Y, & @ extractor | synthesizer "] superpostion =
A T T
I Error:| e(t)
mod-
switch
(a) (b)

Fig. 2.

(a) Overview of the synthesis method. Modulated pGAWSs y; and y2 are obtained using a Fourier synthesizer. Amplitude and frequency modulation

is applied. Examples of deterministic and random modulations are shown in Figs. 5 and 6 respectively. The sum of the pGAWSs is yx:(¢), i.e., the output of the
synthesizer, which is input to the analysis-by-synthesis. (b) Overview of the analysis-by-synthesis method, referred to as ‘modulated pulse trains decomposition’
(MPD). Fundamental frequency candidates f, with candidate index ~y are extracted from the input GAW y; (t). pGAW candidates y (¢) are synthesized for each
fJ. A detailed block diagram of the pPGAW synthesizer is shown in Fig. 7. Candidates are selected via superposition of pGAWs and minimizing the time-domain
fitting error e(¢) which is fed back to the candidate selection process. The error is also fed back to the pGAW synthesizer if modulation analysis is switched on
(mod-switch). The output of the analysis-by-synthesis is referred to as model GAW.

not fully mature. This results in a lack of understanding of the
causal relations between abnormal vocal fold vibration and au-
ditory consequences. For example, diplophonia is a type of voice
in which two simultaneous pitches are auditorily perceived. It
may be a sign of a voice disorder and is most commonly caused
by the spatial splitting of the vocal folds into two parts, each
of which vibrates at a different fundamental frequency (f,).
Little attention has been paid on the properties of amplitude and
frequency modulations of individual diplophonic glottal oscilla-
tors, but they may have relevant effects on auditory perception.
In particular, modulations may influence auditory detection
of diplophonia, as they influence perceived pitch strength [3].
The knowledge of modulation properties may thus aid clinical
assessment of diplophonic voice as well as the investigation of
its pathophysiology and contribute to the planning of treatment
for individual patients.

In this paper, we propose a kinematic model-based approach
to synthesis and analysis-by-synthesis of GAWs. The kine-
matic model does not use classical physiological parameters
typically used in dynamical modeling such as subglottal pres-
sure, vocal folds’ masses, stiffnesses and damping parameters,
because in vivo validation data are not available for these.
Analysis-by-synthesis is tested using as input (i) synthetic
GAWs obtained with a stand-alone synthesizer, and (ii) natu-
ral GAWs obtained with a laryngeal high-speed camera. The
analysis-by-synthesis is evaluated by comparing its output, i.e.,
a model GAW, with the input GAW. A modulating and a non-
modulating version of the analysis-by-synthesis are compared
with two data-driven approaches, i.e., a deep autoencoder and
WaveGlow [25]. The synthesis of GAWs and their analysis-by-
synthesis are overviewed in Fig. 2(a) and (b) respectively. Input
GAWSs are synthesized as follows. First, up to two f,s are ob-
tained by a hidden Markov model (HMM). The f,s are allowed
to switch on and off independently of each other and up to two
fos may be active simultaneously. An example of a phonation’s
fo-tracks is shown in Fig. 3(a). A frequency and amplitude
modulated partial GAW (pGAW), i.e., a train of single-peak
pulses, is obtained for each f, using a Fourier synthesizer with a
pulse model. The input GAW is a superposition of the pPGAWs.
The synthesis is described in detail in Section III-A.
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Fig. 3. (a) Example of a vowel’s f,-tracks generated using a hidden Markov
model (HMM). Three f,-tracks are generated. The number of simultaneous
fos (#fo) is either 0 (unvoiced), 1 (monophonic), or 2 (diplophonic). (b) The
state diagram of the HMM used to obtain the f,-tracks shown in (a). The state
of inactivity is s1, i.e., no f,, or unvoiced. The other states s2 to s, map
to fo = 100 Hz to f, = 350 Hz. The HMM is used in the synthesis of input
GAWs, which is overviewed in Fig. 2(a).

The analysis-by-synthesis is referred to as ‘modulated pulse
trains decomposition’ (MPD). In analysis-by-synthesis, input
GAWs are fitted using a modified version of the synthesizer com-
bined with means for extracting synthesis parameters from input
GAWs. In particular, a few f, candidates and corresponding
pPGAWSs candidates are obtained by spectral analysis/synthesis.
The pGAW candidates are superimposed and heuristically se-
lected by minimizing the time-domain fitting error, i.e., the
samplewise difference between the input GAW and the model
GAW. Modulation analysis is included in a separate step that
refines the model GAW, where the time instances and magni-
tudes of the pGAW pulses’ maxima are optimized systematically
pulse-by-pulse. The optima of both the maximas’ time instances
and magnitudes are also found by minimizing the time-domain
fitting error. The analysis-by-synthesis approach is described in
detail in Section I'V. For convenience, we refer to time instances
and magnitudes of the pGAW pulses’ maxima as ‘times’ and
‘heights’ respectively throughout the manuscript.

The remainder of the article is structured as follows. In
Section II, related prior work is summarized. The corpora are
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described in Section III, which includes the description of the
synthesis. The analysis-by-synthesis is described in Section IV.
The benchmarks, i.e., a deep autoencoder neural network and
the WaveGlow neural network, are introduced in Section V. In
Section VI, the model performance is reported with regard to
groups of modulation size and voice quality type. Additionally,
some qualitative comparisons are shown. A discussion and a
conclusion are provided in Section VII.

II. RELATED WORK ON VOCAL FOLD MODELING
AND SPEECH SYNTHESIS

Dynamical models have been used to study voice production
throughout the past decades, but the GAW is kinematic only.
Particular emphasis was given in the past to the dynamical
‘two-mass-model’ (2MM), which comprises two coupled mass-
spring-damper oscillators per vocal fold. Much effort has been
put into understanding the relation between (aero-)dynamical
parameters and the resulting kinematics. A particular task was
to model diplophonic voices in silico, by using two coupled
oscillators with different natural frequencies. In the following,
dynamical models capable of producing diplophonic waveforms
are reviewed.'

Ishizaka and Isshiki proposed a dynamical model that used
two coupled mass-spring-damper systems per vocal fold, i.e., the
so-called two-mass model (2MM) [4]. The model was capable
of making the vocal folds lax or tense individually. Thus, vocal
fold thickness and stiffness were controlled, which enabled the
modeling of changes in vocal fold stretch and tension. Perceived
diplophonia was reported.

Steinecke and Herzel used a similar model to simulate supe-
rior and recurrent laryngeal nerve paralysis individually, which
was associated with decreased activity of the cricothyroid mus-
cle and the vocalis muscle respectively [5]. The cricothyroid
stretches the vocal fold, resulting in scaling up the springs and
scaling down the masses. The vocalis muscle is the body of the
vocal folds and contracts them. The lower masses and springs
were thought to represent the folds’ bodies. An : j labeling was
used, where 7, j € N are the numbers of distinct maxima of the
left and the right fold within a period, reflecting (i) frequency
ratios if ¢ # j and (ii) entrainment/phase locking if ¢ = j. There,
‘period’ refers to the periodicity of the whole system, as opposed
to periods or cycles of individual oscillators.

Later investigations using dynamical models include the
following. Mergell ef al. used the 2MM with a time-variant
ratio of the vocal folds’ natural frequencies [6]. In particular,
an exponentially decaying function was manually fitted to the
ratio, resulting in alternation of commensurate and incommen-
surate vocal fold frequencies. Déllinger et al. proposed an
automatic fitting procedure that minimizes a spectral distance
measure between reference and model trajectories [7]. Tokuda
and Herzel trained three-layer feedforward neural networks to
output waveforms that are similar to the outputs of the 2MM [8].
Lucero et al. used one mass-spring-damper system per vocal
fold [9]. Good agreement with oscillatory phenomena observed

't should be noted that due to terminological divergences, their output was
not always termed ‘diplophonic’ in past publications, even if two simultaneous
fos were observed.

in water-filled latex tube vocal fold replicas was reported. In
contrast to modeling left-to-right differences, anterior-posterior
differences were also considered in higher dimensional models
than the 2MM [10]-[12].

Another type of mechanical models are kinematic models.
Kinematic models and analyses relevant to diplophonia are
reviewed as follows. The phase-delayed overlapping sinusoid
(PDOS) model uses one sinus for the upper margin and one
for the lower margin of each vocal fold at a particular sagittal
position [2]. The upper sinus is delayed with respect to the
lower sinus. Using more general cyclic shapes of trajectories
of vocal fold margins, it was fitted in a least squares sense to
observed data [13]. Additionally, the PDOS model was used to
synthesize GAWs of diplophonic phonations in the absence of
modulations [14]. The kinematic model of the mucosal wave by
Kumar ez al. can also be understood as an extension to the PDOS
model, since it uses a multitude of surface points instead of only
two margins, and includes vertical components of vibration [15].
The Fourier transform was applied to pixel-intensity time series
of laryngeal high-speed videos to obtain false color images of
vibration frequency [16], [17]. These images enabled visual
evaluation of glottal vibration frequencies. In particular, the
existence of simultaneous f,s was enabled without making any
assumptions about their spatial arrangement, i.e., left-to-right,
anterior-to-posterior, or mixed. Empirical orthogonal function
analysis of vocal fold deflections was also proposed, which was
based on a vibration mode model of the vocal folds [18], [19].
The model uses vibration modes similar to the modes observed
in the vibration of strings and membranes. In the analysis, the
trajectories are projected onto the orthogonal eigenvectors of the
trajectories’ covariance matrix, which decomposes the trajecto-
ries into spatial modes, i.e., so-called ‘topos,” and temporal driv-
ing functions, i.e., so-called ‘chronos’. The use of a mixture of
two pulse trains was proposed for modeling diplophonic GAWs,
where sawtooth-shaped and sinusoidal amplitude modulators
were used [20]. A few observed GAWs were fitted by manually
adjusting the model parameters, and perceptual experimentation
was carried out. The distinction between deterministic and ran-
dom noise was proposed for single- f, GAWs [21] and impulse
sequences [22].

Much improvement of the naturalness of synthesized speech
has recently been accomplished by using large neural networks.
For example, “‘WaveNets’ take as input raw audio, and are trained
to predict in each time step the next sample from the previous
samples, i.e., by means of autoregressive signal modeling [23].
A WaveNet uses a deep feedforward dilated convolutional neural
network that enables modeling long-term and short-term inter-
dependencies of the samples. WaveNets were used to create raw
audio including speech and music, but also to model the voice
source input to a vocal tract filter [24]. In this work, we compare
MPD to a deep autoencoder, as well as WaveGlow [25], which
extends WaveNet.

An f,-tracker for up to two simultaneous f,s observed in
diplophonic voices was proposed, trained, and tested in [26].
A clinical corpus of 29 vowels recorded during laryngeal high-
speed video endoscopy was used. The f, tracker obtained f,s
from input audio signals by (i) spectral analysis and multiple
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execution of the Viterbi algorithm, (ii) Fourier synthesis of can-
didate waveforms, and (iii) heuristic candidate selection using
majority voting. In particular, f,s were extracted by fitting audio
waveforms in a least squares sense. Median error rates between
6.52% and 11.11% were observed using reference f,s obtained
by marking times of vocal folds’ maximal lateral deflections in
videokymograms.

We used an earlier version of MPD for the purpose of detecting
extra pulses from 125 synthetic GAWs [27] and for modeling
modulation of pulse times and heights in diplophonic pGAWs
and audio waveforms [28], where it was tested using 29 clinically
observed vowels.

III. CORPORA

We use two synthetic corpora and a natural corpus of input
GAWs in this work.

The first synthetic corpus is used for testing the MPD and
for training and testing the deep autoencoder. 864 input GAWs
are generated using the synthesizer described in Section III-
A. Each input GAW is 2.048 s long. The corpus is organized
in three groups of deterministic modulation sizes M, each of
which is further divided into three groups of random modulation
sizes M,.. Thus, the 3 x 3 modulation size groups contain 96
input GAWSs each. M, and M, are uniformly distributed and
lie between 0 and 5% for small modulation, 5 and 10% for
medium size modulation, and 10 and 20% for large modulation.
The second synthetic corpus has the same properties, but is 20
times larger. It is used for training and testing WaveGlow (see
Section V-B).

The natural corpus is sampled from a database of laryngeal
high-speed videos [29]. A total of 72 natural input GAWSs
from 35 different patients are used. 29 of these input GAWSs
contain diplophonation, whereas the remaining 43 do not contain
diplophonation but a wide variety of other dysphonic voice qual-
ities. The corresponding videos are 2.048 seconds long. Fig. 1
shows an illustration of the video recording. The endoscope
was inserted through the mouth of a patient into the pharynx,
while the tongue was softly held by a clinician. The endoscope
illuminated the larynx. The video was previewed during exam-
ination in real time on a computer monitor, and the endoscope
was positioned to allow direct sight onto the vocal folds. The
patient was instructed to phonate an /i/ such that the epiglottis
moved out of sight. An HRES ENDOCAM 5562 (Richard Wolf
GmbH, Knittlingen, Germany) was used with a video frame
rate of 4 kHz and a spatial resolution of 256x256 pixels. RGB
color videos were recorded. Input GAWs were extracted from
the videos using a software [30] for graphical segmentation that
facilitates seeded region growing described in [31], [32]. The
modulation sizes M4 and M, are unknown for the natural corpus.

A. Synthesis

Input GAWs of sustained diplophonations are synthesized as
outlined in the overview shown in Fig. 2(a). First, f,-tracks are
generated using an HMM. Second, deterministic and random
modulators of instantaneous frequencies and amplitudes are
obtained. Third, prototype pGAW pulses are obtained using
a single-peak GAW pulse model with five parameters [33].

Finally, modulated pGAWs are obtained using a Fourier syn-
thesizer and added together. A detailed explanation is given in
the sequel.

1) HMM-Based Genesis of f,-Tracks: An example of a
vowel’s f,-tracks generated using the synthesis HMM is shown
in Fig. 3(a). The HMM is applied to obtain simultaneous f,-
tracks as follows. Sequences @ = {q1,q2, .. .,q%, }, Where #
is the number of frames, are drawn from random processes
reflected by conditional distributions encoded in the transition
probability matrix A; ;. One sequence corresponds to one f,-
track. The length of the sequences is 2.048 s, and the frame
duration is 16 ms. The f,s of one vowel are obtained by repeated
sampling of state sequences from the HMM. In particular, the
sampling of sequences () is repeated for each vowel until two
sequences are active simultaneously in at least 10 % of the
vowel’s duration.

Fig. 3(b) shows the state diagram of the synthesis HMM
and the transition probability distributions. The state space
S = {s1,82,...,5%, | spans #, discrete f, states. State s; is
the state of inactivity, i.e., no f,, and the remaining states are
active states. Active states linearly map the f,s from 100 Hz
to 350 Hz in steps of 0.5 Hz, resulting in the number of states
#s = 502. The random variable ¢,, € S corresponds to the f,
at frame n. Voice onsets and transitions between voiced states,
i.e., states between s, and sy, are modeled using Gaussian
probability distributions p; and po, respectively. The distribution
po preserves the instantaneous trend of f,, i.e., Ayeng. In
particular, the mean of p, is increased by Ayycng. The prob-
abilities of staying inactive and of voice offset are p, and pg,
respectively.

The currently sampled sequence @ is discarded if one of the
following applies: (i) short f,-tracks and exclusively inactive
tracks, i.e., sequences with fewer than two elements unequal
s1 are discarded, (ii) to avoid clipping f,s, sequences that
include s or s are discarded, (iii) to maintain the number
of simultaneous f,s less or equal to two, the currently sampled
sequence is discarded if more than two sequences include active
states in the same frame, and (iv) to avoid small f, differences
between simultaneous f,-tracks, the currently sampled sequence
is discarded if the smallest relative frequency difference between
simultaneous f,-tracks is below 5% at any time.

In summary, we obtain up to two simultaneous f,-tracks using
an HMM. In contrast to the HMM used previously [26], the
HMM maintains the f, trend, which enables the generation of
realistic f,-tracks.

2) Modulation: This section introduces and motivates the
deterministic and random modulation of frequency and ampli-
tude. Fig. 4 shows a kymogram of a representative diplophonic
vocal fold vibration from [29]. The top and bottom of the
image show the left and right vocal fold respectively, which
vibrate at different frequencies. The dark area in between is
the glottal gap, i.e., the space between the vocal folds. Lateral
maximal deflections of the vocal folds are marked by green
crosses. Medial maximal deflections of the right and left vocal
folds are marked by blue and red crosses, respectively. The
vocal folds vibrate at different frequencies. In particular, four
cycles are observed in the left vocal fold, while five cycles
are observed in the right vocal fold. Black vertical lines are
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Fig. 4.  Kymogram of a representative diplophonic phonation annotated with
regard to cyclicity and modulation over time. The crosses mark lateral and medial
maximal deflections of the vocal folds.

boundaries of metacycles, i.e., cycles of the whole dynamic
system, as opposed to cycles of the individual oscillators. The left
and right vocal fold cycles are enumerated from 1 to4 and 1 to 5,
respectively, starting with 1 for the first cycle after the boundary
of the metacycle. Deterministic modulation of magnitudes and
times of deflection maxima are observed at the frequency of the
metacycle. Deterministic modulations are superimposed with
random perturbations thereof.

Modulation of the magnitudes and times of maximal lateral
and medial deflections are observed. In particular, for both vocal
folds, the green crosses ‘3’ marking maximal lateral deflections
are located most laterally among all green crosses, i.e., closest
to the top or bottom. For the right vocal fold, the green crosses
‘5’ marking the maximal medial deflections are located most
medially among all green crosses, i.e., closest to the vertical
center of the image. For the left vocal fold, either 1 or 4 is most
medial. Regarding maximal medial deflections of the left vocal
fold, the blue crosses ‘1’ are most medial, and the blue crosses
‘4’ are most lateral. Regarding maximal medial deflections of
the right vocal fold, the most medial red crosses are ‘1’ or ‘5,” and
the most lateral red crosses are ‘3’. In summary, deterministic
modulations of times and magnitudes of maximal deflections
are observed at the frequency of the metacycle, and they are
superimposed with random perturbations. These deterministic
and random modulations were not considered in our previous
kinematic model of diplophonic vocal fold vibrations [26].

a) Deterministic modulation. The frequency and amplitude
are modulated deterministically using modulators m(t) and
mq (), respectively. The modulators are the sine and cosine of
the glottal oscillators’ instantaneous phase difference, respec-
tively. My is the size of deterministic modulation.

The modulated instantaneous phases of the pGAWs are ob-
tained iteratively by Algorithm 1. The frequency modulator
my(t) is obtained as the sine of the pGAWSs’ instantaneous
phase difference, which creates the need of arecursive algorithm.
The modulated pGAWS’ instantaneous frequencies fm(t) are
obtained using My, i.e., here the relative maximum increase or
decrease of instantaneous frequency. The modulated pGAWS’
instantaneous phases él’g(t) are obtained by cumulating the
modulated instantaneous frequencies of the pGAWs. The in-
stantaneous phases of the pGAWs are iteratively updated until
convergence or until 100 iterations have been executed. Conver-
gence is determined by using root mean squared differences c
between phases of the current and the previous iteration. In par-
ticular, the iteration stops if the current c is smaller than 0.1% of
its cumulated sum. If ¢ does not converge within 100 repetitions,
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Fig. 5. (a) Deterministic frequency modulation for a modulation size My =
0.2. Shown are the unmodulated frequencies f1(t)and f2(¢), the modulated
frequencies f1 (¢) and f2(t), and the boundaries of modulation (dashed lines).
(b) Deterministic amplitude modulation of a pGAW for a modulation size My =
0.2. Shown are a modulated pGAW pulse train g (blue curve) and the lower and
upper boundaries of modulation 1, ; and M., (red curves).

Algorithm 1: Deterministic Frequency and Phase Modula-
tion.

1: él,z(t)%glﬂ(t)

2: repeat

3 Mg < U(b, by)

4 repeat

5: 141

6: mj( ) sm[ 1(t) — (t)]

7: Fr®) = fu(t) - [L = Mg - mg(1)]

8 Fa(t) < fa(t) - [L+ My - my(1)]

9 @0ld( ) — 91 Q(t)

10 912()<_Et’ ofl( )

11: c(i) + rms[@dd( ) — 0, (t)]+
rms[03'4(t) — O(t)]

12: 11+ 1

13: until ¢(7) < 0.1% - Z Lc(t') ori =100

14: until i <100
15: return O »(t)

the procedure restarts with a new M. Examples of modulated
instantaneous frequencies of pGAWs are shown in Fig. 5(a).

For deterministic modulation of amplitudes illustrated in
Fig. 5(b), the modulator m,(t) is obtained as the cosine of
the pGAWS’ instantaneous phase difference. A pGAW y(¢)
provided by the Fourier synthesizer is modulated as §(t) =
y(t) {1 = My - [0.5 — ma(B)]} + (Ma/2) - [1 — ma(0)]

In summary, we propose modulating amplitude and frequency
based on the cosine and sine of the difference of the pGAWSs’
instantaneous phases. This couples the individual glottal
oscillators.

b) Random modulation. In addition to deterministic modula-
tions, pGAW pulse times and heights are randomly modulated
pulse-to-pulse independently. Time shifts and scaling factors are
drawn separately for each pPGAW pulse from truncated Gaussian
distributions. Random modulations are motivated, e.g., in [34],
[35], and described as follows.

Regarding random modulation of frequency, an example of
which is shown in Fig. 6(a), pPGAW pulse times ¢, are ob-
tained from pGAWS’ instantaneous phases ©(t). pPGAW pulse
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Fig. 6.

(©)

(a) Random frequency modulation. Modulated and unmodulated pGAWSs (curves) and pulse times (stems) are shown. pGAW pulse times are indicated by

dashed and solid stems for the unmodulated and modulated pGAWs, respectively. (b) Random phase modulation. Shown are the phase modulation ©(t) — (:)(t),
i.e., the phase difference between the unmodulated pGAW and its modulated version, the intervals 27 My and +7/2, and pGAW pulse times ¢,- and ¢,- of the
modulated and unmodulated pGAW, respectively. (c) Random amplitude modulation. Shown are the modulated pPGAW (%), and the modulator m (t) obtained

by interpolating the supporting points mg, (¢, ).

times ¢, are times at which ©(t) is an odd integer multiple of
m, i.e., ©(t,) = 7, 3w, 5m,.... Modulated pGAW pulse times
t,. are obtained by adding to ¢, a jitter vector, i.e., t,.(p) =
t-(p) + At (p), where p is the pulse index. The elements of
a jitter vector are random numbers drawn from a truncated
zero-mean Gaussian distribution with a standard deviation of
M., which is the jitter size given as a fraction of the cycle
length Tp. The distribution is truncated at 7, /4. A randomly
modulated pGAW’s instantaneous phase ©(t) is obtained at
the pGAW pulse times #, as ©(t = t,.) = m, 3w, 5, ... and by
spline interpolation in between. Spline interpolation results in a
differentiable instantaneous frequency, in contrast to piecewise-
constant or piecewise-linear interpolation proposed in [36]. An
example of phase modulation resulting from random frequency
modulation is shown in Fig. 6(b).

Regarding the random modulation of amplitude illustrated in
Fig. 6(c), amodulated pGAW §(t) = m,(t) - y(t), where m,,(t)
is a modulator, and y(t) is a carrier pGAW. The modulator’s
supporting points at pGAW pulse times ¢, are drawn from a
Gaussian distribution with a mean of 1 and a standard deviation
of M.,.. The distribution is truncated to the interval [0.1, 1.9].
The modulator is interpolated using shape-preserving piecewise
cubic splines between pGAW pulse times.

In summary, we propose to randomly modulate the timing
of pGAW pulses (resulting in modulation of frequency and
phase), as well as pGAW pulse heights on a pulse-to-pulse time
scale. Timing of pGAW pulses is modulated by small random
time shifts, and amplitude is modulated by scaling pGAW pulse
heights by random numbers close to 1.

3) Fourier Synthesis of pGAWs: Prototype pGAW pulses
r; are obtained using the single-peak GAW pulse model
by Chen et al. [33]. Here, the samples of r; are shifted circularly
such that the maximum of r; is centered, i.e., argmax(r;) =
To/2. This aligns maxima of the pPGAWs with instantaneous
phases that are odd integer multiples of 7.

pGAWSs are obtained using a Fourier synthesizer. In partic-
ular, prototype pGAW pulses r; and instantaneous frequencies
are provided to the synthesizer. The pGAW pulses are Fourier

transformed to obtain their Fourier coefficients R, € C, which
are fed into the Fourier synthesizer together with the pGAW’s
instantaneous phase ©(t). A pGAW is obtained as

10
y(t) = R(Ro) + > _{R(Ry) - cos[k - O(t)]
k=1
+3(Ry) - sinfk - ©(8)]} (1

using the real and imaginary parts of Ry, i.e., R(Ry),and J(Ry),
where k is the discrete frequency given in integer multiples of
fo- The use of Fourier coefficients Rj, models a pGAW pulse
shape as a sum of sinusoids, the frequencies of which are integer
multiples of f,. To enable smooth modulation of pGAW pulse
shapes, the coefficients Ry, are upsampled before synthesis from
62.5 Hz to 50 kHz, using shape-preserving piecewise cubic
spline interpolation.

4) Superposition of pGAWs: To obtain the input GAWs, the
pGAWs are superposed in the time-domain as yx (t) = ayx, - [a; -
y1(t) + ag - y2(t)], where a1 and ag are random scaling factors
drawn from a truncated Gaussian distribution. The distribution
has a mean of 0.3, a standard deviation of 0.15 and is truncated
to the interval [0.1, 0.6]. The scaling factoray, = 1/1/(a1 + as)
when two f, s are active simultaneously, and ax; = 1 elsewhere.
Smooth switching is applied.

The additional scaling factor ax, enables nonlinear superpo-
sition of the pGAWs, which has the following physiological
interpretation. When only one f, is active, all parts of the vocal
folds vibrate in synchrony, and the whole glottal area is assigned
to only one f,. When two f,s are active, a part of the vocal
folds vibrate at a different frequency than the rest of the vocal
folds, e.g., the left and the right vocal folds vibrate at different
frequencies and share the glottal area. Qualitative comparisons
have shown that pGAWS scaled in the proposed nonlinear way
enable better fitting of natural GAWs than linearly superposed
pGAWSs. In particular, a decrease in the overall amplitude is
needed if two pGAWSs with large amplitudes are superposed,
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whereas an increase in the overall amplitude is needed if two
2¢GAWs with small amplitudes are superposed.

In summary, we propose using scaling factors that enable
the control of relative amplitudes of pGAWs and nonlinear
superposition of the pGAWS.

IV. ANALYSIS-BY-SYNTHESIS

An analysis-by-synthesis method denoted as ‘modulated
pulse trains decomposition’ (MPD) is applied for fitting the input
GAWs. Fig. 2(b) shows an overview of the analysis-by-synthesis
method. First, f,s and pGAWs are estimated. The fitting involves
(i) extraction of f, candidates by using spectral peak picking and
an HMM, (ii) genesis of pGAW candidates for each of the f,
candidates via Fourier synthesis, and (iii) selection of f,s and
pGAWSs via superposition. f, candidates are extracted using
the HMM combined with repetitive execution of the Viterbi
algorithm. Ten sequences (7 are obtained by running Viterbi ten
times, and f, candidates f,) are obtained by mapping )" back to
the frequency-domain, where + is the candidate index. Instead of
selecting f,s and pGAWs via majority voting-based preselection
combined with brute force [26], a candidate-wise switching
method [27] is adapted here to allow up to two simultaneous
fos. Second, the model is refined by enabling modulations of the
PGAW pulse times and prominences by closing the mod-switch
shown in Fig. 2(b).

In summary, an analysis-by-synthesis method specialized on
GAW:s of diplophonic voices is proposed. The features to which
the analysis-by-synthesis maps are (i) up to two simultaneous
fo-tracks, (ii) pGAW pulse shapes that vary on a frame-by-frame
time scale, and (iii) fluctuations of pGAW pulse times and
heights on a pulse-by-pulse time scale. Details of the analysis-
by-synthesis are disclosed hereafter.

A. Genesis of pGAW Candidates (pGAW Synthesizer)

For each f, candidate, a candidate pGAW 7 (¢) is obtained
by Fourier synthesis. Estimated pGAW pulse shapes and in-
stantaneous frequencies are provided to the Fourier synthesizer.
Fig. 7 shows an overview of the pGAW synthesizer used in the
analysis-by-synthesis. The pGAW pulse shapes are estimated
and provided to the Fourier synthesizer that is driven by the
instantaneous frequency.

First, the input GAW y;(¢) is scaled to peak-to-peak ampli-
tudes of le-3, and its moving average is subtracted.

Second, instantaneous phases of the quasiunit-pulse train
u(t) and the input GAW y;(t) are linearized as described in
Appendix A.

Third, the pGAW pulse shapes r; are obtained by normal-
ized cross-correlation of a quasiunit-pulse train u(t) with the
input GAW y;(t), ie., r; = (1/Zu(t)) - Spfult) - yr(t — 1))
The unit-pulse train w(t) is obtained as u(t) = X,6(t —p-
To — Ag), where ¢ is a unit-pulse, i.e., 6(t =0) =1 and
0(t #£0) =0, p is the pulse index, the fundamental period
To = | fs/fo] (samples), and the phase shift Ay = argmax(r;).
The pulse shape r; and the shift Ag are iteratively updated until
argmax(r;) = 0, or 10 times at most. As a result of shifting by
Ag, the quasiunit-pulses align with local maxima of the pGAW.

() i
° .| Quasi-unit
pulse osc.

A A

; R, 0

o) 20)
Minimizer
m (t)-extractor
e(t)
Fig. 7. pGAW synthesizer used in the analysis-by-synthesis (see also

Fig. 2(b)). To extract the time-domain pGAW pulse shape 7;, a phase-linearized
version of the quasiunit-pulse train @ (%) with frequency f,) (¢) is cross-correlated
with a phase-linearized version of the input GAW y; (¢). The amplitude mod-
ulation vector h(p) and the pGAW pulse times modulation vector A, (p) are
estimated by minimizing the time-domain fitting error e(t). The instantaneous
phase O(t) and the amplitude modulator m (¢) are extracted from @(¢). The
pGAW pulse shapes’ Fourier coefficients Ry, and the phase O (¢) are provided to
a Fourier synthesizer (FS). The output of the FS is multiplied by m,(¢), which
yields the candidate pGAW y7 (¢).

The pGAW pulse shapes r; are obtained using Hann-windowed
unit-pulse trains and input GAWSs that are 32 ms long and overlap
by 16 ms.

Fourth, the pGAWS’ instantaneous phases ©(t) at pGAW
pulse times ¢, are odd integer multiples of =, i.e., ©O(t.) =
m,3m,bm, ... and are obtained by spline interpolation in be-
tween. The corresponding pGAW pulse times of overlapping
frames are weighted averaged to obtain ¢, = [w (1) - tr1 +
w2(t7-,2) . t,}g]/{Z . [wl (tr71) + U)g(tr,g)]}, where w; and wo
are Hann-windows of overlapping frames, and ¢, ; and ¢, are
times of corresponding pGAW pulses of overlapping frames.

Fifth, a candidate pGAW 37 (¢) is obtained for each f, candi-
date by Fourier synthesis using (1). The pGAW pulse shapes 7;
are Fourier transformed as r; £ Ry, with the discrete frequency
k=1,2,...,10- f,, and are upsampled before synthesis from
62.5 Hz to 50 kHz using shape-preserving piecewise cubic spline
interpolation.

In summary, candidates of pGAWSs are obtained. They are
compared to the input GAW as described below. In particular,
up to two candidate pGAWSs are added together and compared
to the input GAW. pGAW candidates are selected, which belong
to the model GAW that is optimal in a least squares sense.

B. Candidate Selection

A switching method is used for candidate selection. The
length of the binary candidate selection vector K = {x- :’;1; €
{0, 1} equals the number of candidates I". The optimal candidate
selection vector K,,; minimizes objective Ay, i.e., Kopt =
argmin(A ). Candidates are selected for which . of K¢
is 1. In particular, the model GAW y/(t) = 3, [k, - y7 (¢)] is
the superposition of all selected candidate pGAWSs. The ob-
jective Ak is the sum of the time-domain fitting error level
andapenalty,i.e., Ax = L¢ + Apen - #"”(K),Where L.=20-

#n
logyo] \ %/

y2(t)] with the fitting error e (t) = y(t) —
yar (t), the penalty parameter A .,,, the number of voiced frames
#n,(K), and the total number of frames #,. The penalty
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parameter Ap., = 1.0108 dB, which is an optimum found ear-
lier [26], and #n,, (K) counts twice frames with two simultane-
ous f,s. The penalty’s purpose is to regularize the model such
that model GAWSs with fewer selected candidates are preferred.

The optimal candidate selection vector K,,; is found as
follows. First, K isinitialized as a zero vector. Second, candidate
pGAWSs y7(t) are sorted with regard to their energy. Third,
the states of the individual elements of K are switched one by one
in the order of their energies starting with the candidate with the
highest energy. After each switch, it is determined whether (i) at
most two f,s are active simultaneously and (ii) the objective A
decreased. If either of the requirements (i) or (i) are not fulfilled,
the most recent switch is reverted. Switching is repeated in a
loop until convergence, i.e., until no decrease in A g is observed
anymore.

In summary, a linear superposition of previously obtained
candidate pGAWSs is found, which yields the best resynthesis
of the input GAW in a least squares sense. In the following, the
selected pGAWSs are modulated to further minimize the error.

C. Modulation of pGAW Pulse Times and Heights

The model GAW y,/(t) obtained in the previous section is
refined by finding pGAW pulse times and heights that minimize
the fitting error, which is fed back to the pGAW synthesizer
by closing the mod-switch shown in Fig. 2(b). In particular,
the refined model GAW is obtained using for each pGAW a
modulated quasiunit-pulse train u(t) = X,h(p) - 6(t — p - Tp —
Ay (p) — Ag) instead of u(t), where h(p) are supporting points
of the amplitude modulator A(t), and At,(p) are time shifts
of individual quasiunit-pulses. The pGAWSs are obtained by
modifying (1) such that

g(t) = A(t) - {R(Ro)

10
+ > [R(Rx) - coslk - O(t)] + I(Ry) - sinfk - ©(1)]]},
k=1

@)

where fl(t) is an amplitude modulator, R are the Fourier co-
efficients of the pGAW pulse shape, and O(t) is the pPGAW’s
instantaneous phase.

The amplitude modulation vector h(p) is initialized as 1 for
all p and time shifts A; (p) are initialized as 0. The active-
set algorithm [37] is used to find h(p) and A; (p) for each
Hann-windowed 32 ms frame separately. In frames with one
for h(p) and A; (p) are estimated for individual pGAW pulses,
whereas in frames with two f,s, h(p) and A, (p) of a pulse of
the faster pGAW are estimated together with h(p) and A; (p)
of the closest pulse of the slower pGAW. Hence, in frames with
one f,, two parameters are jointly estimated, i.e., the height and
time shift of one pGAW pulse, whereas in frames with two fs,
four parameters are jointly estimated, i.e., the heights and time
shifts of one pulse of each pGAW. Optimization is conducted for
individual pGAW pulses of a frame in a loop that is repeated as
long as the framewise improvement of L. is larger than 0.01 dB.

In summary, the difference between the input GAW and the
model GAW is minimized by systematically varying times and
heights of pGAW pulses.

V. BENCHMARKS

A. Deep Autoencoder

A deep autoencoder is used as a benchmark for comparison.
The data are sampled at 16 kHz and 32 ms long Hann-windowed
frames with an overlap of 16 ms are used. Thus, the input
layer size is 512. The subsequent layers have 233, 106, 48,
106, 233, and 512 units. Thus, in the narrowest layer, i.e., the
bottleneck, the input signals are encoded into 48 coefficients
per frame.? Input signals are normalized to a minimum of 0
and a maximum of 1. The layers with 233 units use a logsig
activation function, whereas the remaining layers’ activations
are linear units clipped to 0 and 1. After overlap-and-add, the
output GAWs are compared to the input GAWs by means of L.
in dB.

The autoencoder is first trained using the synthetic corpus
containing 864 input GAWs. The synthetic data are randomly
split into a 70% training set, a 15% validation set, and a 15%
test set. The network parameters are obtained by using scaled
conjugate gradient backpropagation. The mean squared error
with weight decay (L2 norm) and sparsity regularization is
used as the loss function. After the network parameters for the
synthetic data are obtained, they are used as a starting point for
fine tuning with the natural data. The natural data are randomly
split for fine tuning into a 50% training set, a 25% validation set,
and a 25% test set.

B. Waveglow

WaveGlow is used as an additional benchmark [25]. It is a
combination of Glow [38] and WaveNet [23]. WaveGlow learns
a multilayer neural network function that maps a zero-mean
spherical Gaussian to an output waveform. The function is con-
ditioned on input log magnitude mel-frequency spectrograms.
The function is realized via a series of 12 so-called ‘steps of
flow,” each of which comprises a 1 x 1 invertible convolution
and an affine coupling layer. The affine coupling layers contain
dilated convolutions in the WaveNet-style, but with three non-
causal taps instead of two causal taps. WaveGlow performs as
well as WaveNet in terms of human perceptual preference of
text-to-speech synthesized samples while being less difficult to
train [25].

The model parameters available at [39] are used as the starting
point of fine tuning. The synthetic corpus comprising 17,280
GAWs is mixed with the natural corpus, including 72 GAWs
(29 diplophonic, 43 other types of dysphonia). For training,
95% of the synthetic corpus is randomly selected, and 50%
of the natural corpus is used. The remaining 5% and 50% are
used for testing. The Adam optimizer is used for fine tuning
WaveGlow. Training is started with a learning rate of Se-5,
which is decreased stepwise down to le-7, whenever the loss

2This enables a fair comparison to MPD, which uses an average of approxi-
mately 44.53 coefficients per frame for our data.
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TABLE I
COMPARISON OF THREE METHODS FOR ANALYSIS-BY-SYNTHESIS OF GAWS, WHICH ARE MPD, A DEEP AUTOENCODER, AND WAVEGLOW. MEDIANS OF
TIME-DOMAIN FITTING ERROR LEVELS L. ARE REPORTED WITH REGARD TO INPUT GAW TYPES

Corpus: Synthetic Natural
My: Small Medium Large Diplophonic | Nondiplophonic
dysphonia dysphonia

M, Small | Medium | Large |Small |Medium |Large |Small |Medium |Large
MPD (proposed) | unmod. -13.47 |-8.31 -5.40 |-13.63 |-8.27 -542  |-12.15 |-8.07 -5.52 -11.89 -12.16

mod. -15.89 |-1095 |-7.64 |[-15.80 |[-10.76 |-7.07 -13.96 |-10.25 |-7.40 -12.69 -13.53
Deep autoencoder -11.87 |-10.11 |-8.94 |-11.31 [-9.92 -8.81 |-10.27 |-9.56 -8.34 -8.11 -8.02
WaveGlow untuned [39] | 1.56 1.57 1.62 1.61 1.56 1.68 1.61 1.60 1.67 1.36 1.22

tuned 2.09 1.99 1.97 2.06 1.98 2.06 2.06 2.13 1.97 0.96 1.06

Sizes of deterministic and random modulations Mg, M,.: Small: 0% < Mg, M, < 5%, Medium: 5% < Mg, M, < 10%, Large: 10% < Mg, M, <

20%. Le is obtained as Le = 20 - logio[\/€2(t)/1/y7(t)] (dB), where y;(t) is the input GAW and the fitting error e(t) = yr(t) — yar(t) is
obtained for the model GAW yj, (¢). The error levels are obtained for 32 ms Hann-windows with 16 ms overlap. Smaller numbers of L. reflect

better performance.

TABLE II
COMPARISON OF THREE METHODS FOR ANALYSIS-BY-SYNTHESIS OF GAWS, WHICH ARE MPD, A DEEP AUTOENCODER, AND WAVEGLOW. MEDIANS OF
MAGNITUDE SPECTRUM FITTING ERRORS, LE., LOG-SPECTRAL DISTANCES LS D, ARE REPORTED WITH REGARD TO INPUT GAW TYPES

Corpus: Synthetic Natural
Mg: Small Medium Large Diplophonic | Nondiplophonic
dysphonia dysphonia

My Small | Medium | Large |Small |Medium |Large |Small | Medium | Large
MPD (proposed) | unmod. 7.62 9.63 10.33  [8.38 10.40 11.03  [9.40 10.32 10.97 14.86 10.01

mod. 6.11 5.67 5.69 5.62 5.68 6.19 5.88 597 5.75 10.75 7.07
Deep autoencoder 11.74  |8.96 7.66 9.59 9.04 8.24 10.50 [8.95 8.43 11.76 10.71
WaveGlow untuned [39] [ 11.52 |9.64 8.14 10.67 |9.63 8.18 10.82 | 9.64 8.25 8.94 9.45

tuned 4.82 4.83 4.71 4.88 4.85 4.79 491 4.76 4.72 8.54 9.49

Sizes of deterministic and random modulations Mg, My: Small: 0% < My, My < 5%, Medium: 5% < My, M, < 10%, Large: 10% <

Mg, My, < 20%. The log-spectral distance is obtained as LSD = \/{10 - [logyo(]12]) — log10(|2\)]}2 (dB), where Z € C and Z € C is the
spectrogram of the input GAW and the model GAW respectively. The spectrograms are obtained for frequencies between 0 and 3 kHz, using a 48 ms
Hann window and 40 ms overlap. Smaller numbers of LS D reflect better performance.

does not decrease any more. Approximately 170,000 fine tuning
iterations are performed.

VI. RESULTS

Tables I and II report medians of the time-domain fitting error
levels L. (dB) and of the magnitude spectrum fitting errors
LSD (dB) with regard to input GAW types and analysis-by-
synthesis approaches. For synthetic input GAWs, L. is reported
with regard to the sizes of deterministic and random modula-
tions. For natural input GAWS, L. is reported separately for
diplophonic and nondiplophonic types of dysphonic voice qual-
ities. The approaches are MPD, the deep autoencoder, and Wave-
Glow. For MPD, the nonmodulating and modulating versions
are evaluated. For WaveGlow, the untuned version using model
parameters available at [39] and the tuned version are evaluated.
Bold numbers reflect columnwise minima of L. and LSD.

Table I shows that MPD outperforms the other approaches
in terms of L. by up to approximately 4-5 dB, except for
input GAWs with large random modulations, for which the
autoencoder’s L. is smaller by approximately 1-2 dB. Since
MPD has the smallest L. for natural input GAWs, one may
hypothesize that large random modulations are rare in natural
GAWSs. WaveGlow fails in terms of L., reflecting a lack of phase
fidelity. However, Table II shows that WaveGlow outperforms
our modulating approach by approximately 1 dB, except for the

TABLE III
MEDIANS OF PGAW PULSE TIMING ERRORS (SAMPLES) AND MAGNITUDE
ERRORS (DB) OF THE OUR MPD APPROACH, WITH REGARD TO MODULATION
SIZES OF INPUT GAWS

Timing errors Magnitude errors

l Mgy [ M, unmod. | mod. unmod. | mod.
Small Small 8.94 7.11 1.23 1.12
Medium 1821 |13.78 2.34 2.33

Large 28.42 |21.05 3.43 342

Medium Small 10.93 | 10.06 1.61 1.54
Medium 18.68 | 14.84 2.28 2.23

Large 28.56 2047 3.12 2.84

Large Small 11.53  |9.97 1.84 1.59
Medium 21.22 1371 1.60 1.64

Large 27.84 |17.67 1.50 1.17

Sizes of deterministic and random modulations Mg, M,: Small: 0% <
My, M, < 5%, Medium: 5% < My, M, < 10%, Large: 10% <
Mg, M, < 20%. The timing errors are pGAW pulse timing differences of
input pPGAWs and model pGAWSs. The magnitude errors are pGAW pulse
prominence differences of input pGAWs and model pGAWSs.

nondiplophonic natural input GAWSs, for which MPD has the
smallest LSD.

Table III reports pGAW pulse timing and magnitude differ-
ences of the input pGAWs and the model pGAWs. The timing
and magnitude errors reflect the model’s frequency and ampli-
tude modulation fidelity. Timing errors increase with modulation



AICHINGER AND PERNKOPF: SYNTHESIS AND ANALYSIS-BY-SYNTHESIS OF MODULATED DIPLOPHONIC GLOTTAL AREA WAVEFORMS 923

%1074
—y(t)

N
841 A A A\ N / ()
3 of \ \ M\ 1/ V
= |\ | N /A 11\ s (t)
gor M N WA WA N NWAY W7
< -2 / / S\ \ f
G W, T VY T W WL T W
028 0285 029 0295 03 0305 031 0815 032 08325 033
%1074
© 4 —O—wn(t)
g % : o <
22 K f X /% Q @ \ xS h(t)
S ol \@\@“\/VX/\ VX/@\/&\\/@
Eo ﬁ J YR J vy WY N/
N N
4 . . . . . . f . .
028 0285 029 0295 03 0305 031 0315 032 0325 033
%107
o 4l % b ——n(t)
8 X oy J 7 X inlt)
g i 7/8 \/@\‘A / m\/@\\ \ = =
N S h\ > A o
S < e =< e
4 . . . X . |
028 0285 029 0295 03 0305 031 0315 032 0325 033
Time (s)

Fig. 8. Top plot: Example of an input GAW with two f,s and its modulated
and unmodulated model GAWs. Middle and bottom panel: pPGAWs with one f,
each. The pGAWs sum to the GAWSs shown in the top panel. Markers indicate
the pGAW pulse times. Extra peaks, which arise from crosstalk between the
channels, are observed in the model pGAWs (bottom plot).
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Fig. 9. (a) Spectrograms of an example input GAW, (b) its model GAW
obtained with nonmodulating version of MPD, and (c) with the modulating
version of MPD. Better agreement is observed between the input GAW and the
model GAW obtained with the modulating MPD than between the input GAW
and the model GAW obtained with the nonmodulating version of MPD. Ellipses
mark a combination tone that is weaker or absent in the unmodulated model
GAW and better reflected in the modulated model GAW. Additionally, noise
speckles are more similar in the modulated model GAW.

size, and the modulating version of MPD performs better in all
modulation sizes (bold numbers). Also the magnitude errors are
smaller in the modulating version of MPD, with one exception.
However, the differences appear to be marginal for some mod-
ulation size groups.

Fig. 8 shows an example of GAWs involved in the MPD of
an input GAW with two simultaneous f,s. The top plot shows
the input GAW (blue curve), its model GAWs obtained with the
nonmodulating MPD (red curve), and with the modulating MPD
(yellow curve). The model GAW obtained with the modulating
MPD looks qualitatively more similar to the input GAW than
the model GAW obtained with the nonmodulating MPD. The
middle and bottom subplots show the pGAWSs of the input
GAW (blue curves) and their model pGAWSs obtained using the
nonmodulating MPD (red curves) and modulating MPD (yellow
curve). The model pGAWs of the nonmodulating MPD are not
strictly periodic, however, which is due to the frame-to-frame
modulations of f, and the pGAW pulse shapes, as opposed
to pulse-to-pulse modulations. Frame-to-frame modulations are
inherent to the nonmodulating MPD also, but pulse-to-pulse
modulations are only considered in the modulating MPD.

Fig. 9 shows the spectrograms of an input GAW example,
its model GAW obtained with the nonmodulating MPD, and its
model GAW obtained with the modulating MPD. The spectro-
gram of the model GAW obtained with the modulating MPD
looks more similar to the input GAW’s spectrogram than the
spectrogram of the model GAW obtained with the nonmodulat-
ing MPD. In particular, the encircled narrowband component
is better reflected in the spectrogram of the GAW obtained
with the modulating MPD. Additionally, noise speckles are
reflected better in the spectrogram of the GAW obtained with
the modulated MPD.

VII. DISCUSSION AND CONCLUSION

Synthesis and analysis-by-synthesis of modulated diplo-
phonic GAWSs are proposed and tested on a corpus comprising
864 synthetic GAWs of sustained vowels and a corpus com-
prising 72 natural GAWSs of 35 individual patients. 29 of the
GAWSs contain diplophonation, and the remaining 43 do not
contain diplophonations but a wide variety of other dysphonic
voice quality types. In synthesis, the deterministic amplitude
and frequency modulators are simple trigonometric functions
of the difference of the pGAWSs’ instantaneous phases. Random
pulse-to-pulse modulations are also considered. In analysis-by-
synthesis, pGAW pulse times and heights are varied to min-
imize the time-domain fitting error in a least squares sense.
It is shown that modulation improves the MPD in terms of
time-domain fitting error levels and the magnitude spectrum
fitting error. MPD is robust against deterministic modulations
but is degraded when random modulations are large. MPD is
also shown to be generalizable to other types of dysphonia than
diplophonia. More added values of MPD are that it is a fully
automated parameter estimation/analysis-by-synthesis method.
Explicit control of deterministic and random modulations as
well as other properties of the pGAWs may be manipulated
while the pGAWSs do not have to be available separately. The
MPD’s performance for synthetic and natural input GAWSs is
comparable, but some differences were observed. In particular,
it appears as if large modulation sizes are not as frequent in
natural GAWS as it was assumed for generating the synthetic
input GAWSs.

Deterministic comodulation of the distinct glottal oscillators
explains the genesis of combination tones by the source. This
comodulation arises from the mechanical and/or aerodynamical
coupling of the oscillators. If one vocal fold is split into two
oscillators anterior-posteriorly, mechanical coupling via vocal
fold tissue is relevant to the genesis of combination tones. If
the left and right vocal folds vibrate at different frequencies,
aerodynamic coupling via the transglottal airflow is relevant to
the genesis of combination tones. In mixed types, both types
of coupling are relevant. Deterministic modulators of frequency
and amplitude are obtained here as the sine and cosine, respec-
tively, of the oscillator’s instantaneous phase difference.

The amplitude modulator is proportional to the cosine of the
oscillators phase difference, which is physiologically justified as
follows. The larger the phase difference between the oscillators
is, the smaller becomes the GAW'’s variable component. For
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example, when the oscillators have a 180° phase difference but
vibrate equally otherwise, the variable component of the GAW
vanishes due to destructive interference. In this case also the
variable components of the transglottal airflow as well as the
driving forces become small, which essentially causes the self-
sustained oscillation to decay. We model this decay using the
cosine of the phase difference, because the cosine is maximal
and minimal when its argument is 0° and 180°, respectively.
The use of a cosine for modeling the amplitude comodulation of
coupled oscillators had also been suggested in [40], and a more
didactic explanation can be found in [41].

The frequency modulator is proportional to the sine of the
oscillators’ phase difference, which is physiologically justified
as follows. When the oscillators’ natural frequencies are approx-
imately equal, their vibration frequencies are also approximately
equal and no relevant phase shift nor frequency comodulation is
observed. In this case, the frequency modulator is proportional
sin(0°) = 0. The oscillators vibrate in synchrony, which is
referred to as ‘entrainment,” ‘phase locking,” or ‘limit cycle’ [9].
When the oscillators have natural frequencies that are slightly
different from each other, they still vibrate at frequencies that are
approximately equal and that lie between the natural frequencies,
but the phase of one oscillator is shifted with regard to the other.
In particular, the oscillator with the lower natural frequency is
delayed with regard to the other one, and phase-locked. In this
case, the frequency modulator is proportional to, e.g., sin(90°)
= 1 for a phase difference of 90°, and added to and subtracted
from the frequency of the oscillator with the lower and higher
natural frequency, respectively. If the difference of the natural
frequencies is large enough such that the phase difference ex-
ceeds 180°, the sign of the frequency modulator swaps due to
sin(¢) = —sin(¢ + 180°). In this case, the delayed oscillator
gets lapped by the other oscillator, and the vibration frequencies
differ. Afterwards, the reversal of the modulator’s sign for phase
differences exceeding 180° promotes the resynchronization of
the oscillators. The oscillator with the higher natural frequency
is than accelerated and the other one is decelerated until the
phase difference approaches 360° = 0°, which may be referred to
as resynchronization. This desync/resync process repeats if the
difference of natural frequencies remains large enough, which
causes the phase difference to once again approach, and exceed,
180°. This is a standard approach to frequency comodulation of
coupled oscillators [42].

In addition to deterministic modulation, random modula-
tions are observed. The random modulations arise from ran-
dom fluctuations of the transglottal airstream due to turbulence
and from randomness intrinsic to laryngeal muscle twitches
[43]-[45].

The analysis of GAWs and pGAWs instead of individual
trajectories has three advantages. First, no sagittal positions
of the trajectories have to be preselected. Hence, asymmetries
other than the idealized case of left-to-right asymmetry are
considered in a straightforward way. Additionally, there is the
risk of losing relevant information if only two trajectories are
used. Second, GAWSs have larger signal-to-noise ratios than
trajectories because the relatively coarse spatial resolutions,
i.e., pixel resolutions, of standard clinical high-speed cameras

result in spatial quantization noise that has higher levels in
trajectories than in GAWSs. Third, GAWs are more closely re-
lated to the radiated sound pressure wave and the consequent
auditory perception than trajectories and dynamical properties.
Hence, analyzing the GAW smooths the path towards modeling
acoustics and perception from clinically observed vocal fold
vibration.

We also compared our analysis-by-synthesis approach to neu-
ral network-based approaches, i.e., a deep autoencoder, and the
recent WaveGlow approach. The deep autoencoder approach
was configured to have 48 coefficients at its bottleneck, which
makes it comparable to MPD in terms of signal representation
sparsity. The available pretrained WaveGlow network uses 80
mel-spectral coefficients. WaveGlow uses magnitude spectro-
grams as intermediate signal representation, and it is trained by
minimizing spectral distances. This results in arbitrary phase
differences between the input and model GAWs but competitive
values of LSD. Spectral fidelity apparently comes with the
reportedly competitive naturalness and intelligibility of syn-
thesized speech samples, and phase fidelity is often thought
to be of minor relevance for the purpose of speech synthesis.
However, the intraframe temporal fine structure of pathological
voices may play an important role in (i) the perception of
modulation noise and roughness and (ii) the characterization of
vocal fold pathophysiology. An additional advantage of MPD
is that it uses intermediate signal representation features that
explicitly represent simultaneous f,s, which are characteristic
of diplophonia. As a next step, phase-aware (complex valued)
neural networks may be used.

The proposed GAW model can potentially be applied for the
testing and improvement of clinical voice analysis procedures. In
particular, tests using diplophonic GAWs with known properties
can help to identify conditions under which general-purpose
methods for voice assessment fail. In addition, the availabil-
ity of a larger number of more diverse and more realistic
GAWs may aid in the improvement of such general-purpose
methods.

Thus, approaches to addressing problems observed in the
coding of hoarse voices [46] may be inspired by MPD. In partic-
ular, special attention may be paid to glottal closure instances,
which may be extracted and modeled for diplophonic voices
quite differently than for voices that are normal or hoarse in a
nondiplophonic way.

Limitations of the study include the following. First, auditory
experimentation regarding modulation parameters was beyond
the scope of this paper, but properties of modulation may be
pivotal to the perception of auditory stimuli [47]-[49]. In par-
ticular, it would be possible to listen to and compare GAWs,
as well as to conduct listening experiments using speech audio
predicted from the GAW. We may hypothesize that direct control
of modulation properties will in the future enable the creation of
more accurate and reliable perceptual models through auditory
experimentation. Second, the synthesizer has some hyperpa-
rameters that were adjusted by trial and error and qualitative
comparisons. To the best of our knowledge, no stronger evidence
for suitable hyperparameter values of diplophonic GAWSs exists
in the literature than for the values used here.
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APPENDIX A
LINEARIZATION OF INSTANTANEOUS PHASES FOR PGAW
PULSE SHAPE ESTIMATION

Due to frequency modulation of the input pGAWs, their
pulse shapes are distorted, which needs to be compensated
in the analysis-by-synthesis by using in the pulse shape
estimation phase-linearized versions of «(¢) and y;(t). In
particular, the time-domain pGAW pulse shape is obtained
by normalized cross-correlation of the phase-linearized pulse
train ;;, (t) and the phase-linearized GAW y;;, (t), i.e., 7 =
St [in (t) - Yiin (t — 1)] /S04, (t). The linearized instantaneous

phase Olin (t) is obtained by linear regression of C:)(fT), ie.,
Oin(t) = L™ + bli™ - t, where by™ and b}™ are the regression
coefficients. The phase-linearized input GAW y;;,, (¢) is obtained

by resampling the input GAW y(O(t)) at phases Oyin(t) using

linear interpolation as y(©) =——= y;;n(Oyin), which warps
O©—0in

the time scale. Similarly, the quasiunit-pulse train 4y, (t) is ob-

tained by resampling % (©(t)) at ©y;,, (t) using nearest neighbor

interpolation as @(©) =——= 1y, (Oyin)-
O—-01in
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