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Abstract—Besides reducing undesired noise sources and limiting
speech distortion, another important objective of a binaural noise
reduction algorithm is the preservation of the binaural cues of all
sound sources in the acoustic scene. In this paper, we consider the
binaural minimum variance distortionless response beamformer
with partial noise estimation (BMVDR-N), which allows to trade
off between noise reduction performance and binaural cue preser-
vation of the noise component by mixing the output signals of the
BMVDR beamformer with the noisy reference microphone signals.
For a directional noise source, it has been shown that incorporating
an external microphone in addition to the head-mounted micro-
phones enables both the noise reduction performance as well as the
interaural time and level difference cues of the noise component
to be improved in the output signals. In this paper, we consider
an arbitrary noise field and analytically show that incorporating
an external microphone in the BMVDR-N beamformer enables 1)
a larger output signal-to-noise ratio (SNR) for the same mixing
parameter, 2) the same output SNR for a larger mixing parameter,
and 3) the same desired output magnitude squared coherence
(MSC) of the noise component for a smaller mixing parameter to be
obtained. The derived analytical expressions are firstly validated
using simulated anechoic acoustic transfer functions, where the
listener’s head is modelled as a rigid sphere. Experimental results
using recorded signals for a binaural hearing device setup in a
reverberant environment also show that in a realistic scenario in-
corporating an external microphone in the BMVDR-N beamformer
significantly improves the output SNR and reduces the mixing
parameter that is required to obtain a desired output MSC of
the noise component compared to using only the head-mounted
microphones.

Index Terms—Binaural cues, binaural noise reduction, external
microphone, hearing devices, speech enhancement.

I. INTRODUCTION

NOISE reduction algorithms for head-mounted assistive
hearing devices (e.g., hearing aids, earbuds or hearables)

are crucial to improve speech intelligibility and speech quality
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in noisy environments. Compared to a bilateral configuration
where both devices operate independently, in a binaural con-
figuration both devices exchange information, such that the
information captured by all microphones on both sides of the
head can be exploited [1]–[3]. Besides reducing background
noise and limiting speech distortion, another important objective
of a binaural noise reduction algorithm is the preservation of the
listener’s spatial perception of the acoustic scene, in order to
exploit the binaural hearing advantage [4]–[6] and to reduce
confusions due to a possible mismatch between acoustical and
visual information. This can be achieved by preserving the bin-
aural cues of all sound sources, i.e., the desired source as well as
the undesired noise. For a coherent (directional) source the main
binaural cues used by the auditory system are the interaural level
difference (ILD) and the interaural time difference (ITD) [5].
For incoherent sources (e.g., a diffuse noise field) the ILD and
ITD are not very descriptive, but the interaural coherence (IC)
and the magnitude-squared coherence (MSC) are known to play
a major role in spatial perception, e.g., to determine the spatial
width or diffuseness [5], [7]. In practice, diffuse-like noise fields
for example arise when multiple people are talking around the
listener, i.e. the well-known “cocktail-party scenario” [8].

For a single desired source, it has been shown that the binaural
multi-channel Wiener filter (MWF) and the binaural minimum
variance distortionless response (BMVDR) beamformer, as a
special case of the binaural MWF, preserve the binaural cues of
the desired source component but distort the binaural cues of
the noise component [2], [3], [9]. More precisely, after apply-
ing the BMVDR beamformer both output components exhibit
the binaural cues of the desired source component, i.e., both
components are perceived as coming from the direction of the
desired source such that the binaural hearing advantage cannot
be exploited by the auditory system. Aiming at additionally
preserving the binaural cues of the noise component and hence
preserving the spatial impression of the complete acoustic scene,
several extensions of the binaural MWF and the BMVDR beam-
former have been proposed, e.g., by incorporating constraints
into the spatial filter design [10]–[15] or by mixing with scaled
(noisy) reference microphone signals [9], [16]–[20].

In this paper we focus on the BMVDR beamformer with
partial noise estimation (BMVDR-N) [17], [18], which mixes
the output signals of the BMVDR beamformer with the noisy
reference microphone signals using a mixing parameter. The
mixing parameter allows to trade off between noise reduction
performance and binaural cue preservation of the noise compo-
nent. In order to achieve a desired output MSC of the noise
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component, in [18] a closed-form expression for the mixing
parameter of the BMVDR-N beamformer has been derived.
Using the mixing parameter calculated with this closed-form
expression in the BMVDR-N beamformer therefore leads to
a pre-defined binaural cue preservation of the noise compo-
nent. Setting the desired output MSC of the noise component
close to the input MSC of the noise component leads to a
better binaural cue preservation, but typically to a lower noise
reduction performance. The desired output MSC of the noise
component can be psycho-acoustically motivated based on the
IC discrimination ability of the human auditory system [18],
[21], aiming for the spatial impression of the noise component
in the reference microphone signals and the noise component in
the output signals to be indistinguishable.

To improve the performance of (binaural) noise reduction
algorithms, it has been proposed to use one or more external
microphones (e.g., lying on a table, attached to a person) in
conjunction with the head-mounted microphones [22]–[30].
Such external microphones make it possible to not only locally
sample the sound field (at the listener’s head) but increase
spatial diversity by spatially distributing the microphones. For a
coherent (directional) noise source, it has been shown in [23] that
incorporating an external microphone in the binaural MWF with
partial noise estimation enables both the output signal-to-noise
ratio (SNR) as well as the binaural cues, i.e., ILD and ITD, of
the output noise component to be improved compared to only
using the head-mounted microphones.

In this paper, we consider an arbitrary noise field and derive
analytical expressions for the output SNR and the binaural cues
(more in particular the MSC) of the output noise component
when incorporating an external microphone in the BMVDR-N
beamformer. First, we show that an external microphone either
enables a larger output SNR to be obtained for the same mixing
parameter or the same output SNR for a larger mixing param-
eter compared to using only the head-mounted microphones.
Secondly, we show that the same desired output MSC of the
noise component can be obtained for a smaller mixing parameter,
implying that an external microphone enables the same spatial
impression of the noise component to be achieved compared to
using only the head-mounted microphones while achieving a
larger output SNR. Preliminary results were published in [31]
for the special case of a homogeneous noise field and assuming
the desired source is in front of the listener, whereas in this
paper no assumptions are made with respect to the noise field
or the position of the desired source. The derived analytical ex-
pressions are firstly validated using simulated anechoic acoustic
transfer functions (ATFs), where the listener’s head is modelled
as a rigid sphere [32]. Experiments are then performed using
recorded signals for a binaural hearing device configuration in
a reverberant environment with multiple interfering talkers as
background noise [33]. The experimental results show that in a
realistic scenario, incorporating an external microphone in the
BMVDR-N beamformer significantly increases the output SNR
and decreases the mixing parameter required to obtain a desired
output MSC, i.e., the spatial impression, of the noise component
for different positions of the external microphone and the desired
source.

Fig. 1. Binaural hearing device configuration with ML microphones on the
left side and MR microphones on the right side.

The remainder of this paper is organized as follows. In Sec-
tion II we introduce the considered binaural hearing device
configuration with and without incorporating an external mi-
crophone and the used performance measures. In Section III
we briefly review two binaural noise reduction algorithms using
only the head-mounted microphones: the BMVDR beamformer
and the BMVDR-N beamformer. In Section IV we first define the
extended BMVDR (eBMVDR) beamformer and the extended
BMVDR-N (eBMVDR-N) beamformer, incorporating the ex-
ternal microphone. We then derive analytical expressions for the
output SNR and the output MSC of the noise component for the
eBMVDR-N beamformer for an arbitrary noise field and without
assuming a specific position of the desired source. In Section V
we provide simulation results using simulated anechoic ATFs as
well as using recorded signals in a reverberant environment.

II. HEARING DEVICE CONFIGURATIONS

In this section, we first consider the binaural hearing de-
vice configuration using only head-mounted microphones (Sec-
tion II-A) and then the extended binaural hearing device config-
uration, incorporating an external microphone (Section II-B). In
Section II-C we define the used performance measures and the
binaural cues.

A. Binaural Hearing Device Configuration

Consider the (head-mounted) binaural hearing device con-
figuration depicted in Fig. 1, consisting of ML microphones
on the left side and MR microphones on the right side, i.e.,
MH =ML +MR. In the frequency-domain, the m-th micro-
phone signal of the left hearing device yL,m(ω) can be decom-
posed as

yL,m(ω) = xL,m(ω) + nL,m(ω) , m ∈ {1, . . . ,ML} , (1)

where xL,m(ω) and nL,m(ω) denote the desired source compo-
nent and the noise component in the m-th microphone signal,
respectively, and ω denotes the normalized (radian) frequency.
Similarly, them-th microphone signal of the right hearing device
can be decomposed as yR,m(ω) = xR,m(ω) + nR,m(ω), m ∈
{1, . . . ,MR}. For conciseness, the variable ω will be omitted
in the remainder of the paper. We assume that all head-mounted
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microphone signals are transmitted (e.g., via a wireless link) be-
tween the left and the right hearing device without transmission
delay and quantization errors and are synchronized.

The MH -dimensional stacked input vector containing all
microphone signals from both hearing devices is defined as

y = [yL,1, . . . , yL,ML
, yR,1, . . . , yR,MR

]T ∈ CMH , (2)

where (·)T denotes the transpose. Using (1) this vector can be
written as

y = x+ n , (3)

where x and n are defined similarly as y in (2). In the case of
a single desired source, the desired source component can be
written as

x = as , (4)

where s denotes the desired source signal and a contains the
ATFs between the desired source and the head-mounted micro-
phones, including reverberation, microphone characteristics and
the head shadow effect.

Without loss of generality, we define the first microphone on
both hearing devices as the so-called reference microphones. For
conciseness, the reference microphone signals yL,1 and yR,1 are
denoted as yL and yR, i.e.,

yL = eTLy, yR = eTRy , (5)

where eL and eR areMH -dimensional selection vectors with all
elements equal to 0 except one element equal to 1, i.e., eL(1) =
1 and eR(ML + 1) = 1. Using (3), (4) and (5), the reference
microphone signals can be written as

yL = xL + nL = aLs+ nL , (6)

yR = xR + nR = aRs+ nR . (7)

The MH -dimensional relative transfer function (RTF) vectors
of the desired source, relating the ATF vector a to the reference
microphones [34], are defined as

aL =
a

aL
, aR =

a

aR
. (8)

The noisy input covariance matrixRy , the desired source covari-
ance matrix Rx and the noise covariance matrix Rn are defined
as

Ry = E {
yyH

}
, Rx = E {

xxH
}
, Rn = E {

nnH
}
, (9)

where E{·} denotes the expected value operator and (·)H de-
notes the conjugate transpose. Assuming statistical indepen-
dence between the desired source and the noise components,Ry

can be written asRy = Rx +Rn. Using (4) and (9), the desired
source covariance matrix can be written as a rank-1 matrix, i.e.,

Rx = psaa
H , (10)

with ps = E{|s|2} the power spectral density (PSD) of the de-
sired source signal. The noise covariance matrix Rn is assumed
to be full-rank, i.e., invertible and positive definite.

In the binaural hearing device configuration the output signals
zL and zR of the left and the right hearing device are obtained

Fig. 2. Extended binaural hearing device configuration withML microphones
on the left side,MR microphones on the right side and one external microphone.

by filtering and summing all head-mounted microphone signals
(cf. Fig. 1), i.e.,

zL = wH
L y , zR = wH

Ry , (11)

where wL and wR denote the MH -dimensional (complex-
valued) left and right filter vectors, respectively.

B. Extended Binaural Hearing Device Configuration

Fig. 2 depicts the extended binaural hearing device configura-
tion, incorporating an additional external microphone. Similarly
to (6) and (7), the external microphone signal can be written as

yE = xE + nE = aEs+ nE , (12)

where xE and nE denote the desired source component and the
noise component in the external microphone signal, respectively,
and aE denotes the ATF between the desired source and the
external microphone. Similarly as in [23]–[30], we assume that
the external microphone signal is transmitted (e.g., via a wireless
link) to the binaural hearing devices without transmission delay
and quantization errors and that the head-mounted microphone
signals and the external microphone signal are synchronized.
Methods addressing these problems can be found, e.g., in [35]–
[38].

The M -dimensional extended input vector is defined as

ye =

[
y

yE

]
∈ CM , (13)

with M =MH + 1. The extended desired source component
xe, the extended noise component ne and the extended ATF
vector ae are defined similarly as in (13). Similarly to (5), the
reference microphone signals can be selected as yL = eTLye and
yR = eTRye, where eL and eR now areM -dimensional selection
vectors. Further, the external microphone signal can be selected
as yE = eTEye, where eE is anM -dimensional selection vector
with eE(M) = 1. Similarly to (8), theM -dimensional extended
RTF vectors of the desired source are defined as

aL,e =
ae
aL

, aR,e =
ae
aR

. (14)
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Similarly to (9) and (10), the extended desired source and
noise covariance matrices are given by

Rx,e = E {
xex

H
e

}
= psaea

H
e , (15)

Rn,e = E {
nen

H
e

}
=

[
Rn rn,E
rHn,E pnE

]
, (16)

with

rn,E = E {nn∗E} , (17)

the cross-correlation vector between the noise component in
the head-mounted microphone signals and the noise component
in the external microphone signal, and pnE

= E{|nE |2} the
PSD of the noise component in the external microphone signal.
(·)∗ denotes complex conjugation. The extended noisy input
covariance matrix is given by Ry,e = Rx,e +Rn,e.

Similarly to (11), for the extended binaural hearing device
configuration the output signals zL and zR are obtained by filter-
ing and summing all microphone signals, i.e., the head-mounted
microphone signals and the external microphone signal, i.e.,

zL = wH
L ye , zR = wH

Rye , (18)

where wL and wR now are M -dimensional filter vectors.

C. Performance Measures and Binaural Cues

The narrowband input SNR in the left and the right reference
microphone signals and in the external microphone signal is
defined as the ratio of the PSD of the desired source and noise
components, i.e.,

SNRin
L =

E {|xL|2}
E {|nL|2} =

eTLRx,eeL
eTLRn,eeL

, (19)

SNRin
R =

E {|xR|2}
E {|nR|2} =

eTRRx,eeR
eTRRn,eeR

, (20)

SNRin
E =

E {|xE |2}
E {|nE |2} =

eTERx,eeE
eTERn,eeE

. (21)

The narrowband output SNR in the left and the right output
signal is defined as the ratio of the PSDs of the desired source
and noise components in the output signals, i.e.,

SNRout
L =

wH
L Rx,ewL

wH
L Rn,ewL

, SNRout
R =

wH
RRx,ewR

wH
RRn,ewR

. (22)

For the binaural hearing device configuration they are defined
similarly by replacing Rx,e with Rx and Rn,e with Rn. The
input IC of the desired source component and the noise compo-
nent is defined as the normalized cross-correlation between the
reference microphone signals, i.e.,

ICin
x =

E {xLx∗R}√E {|xL|2} E {|xR|2}
=

eTLRx,eeR√(
eTLRx,eeL

) (
eTRRx,eeR

) , (23)

ICin
n =

E {nLn∗R}√E {|nL|2} E {|nR|2}
=

eTLRn,eeR√(
eTLRn,eeL

) (
eTRRn,eeR

) . (24)

The output IC of the desired source component and the noise
component is defined as the normalized cross-correlation be-
tween the output signals, i.e.,

ICout
x =

wH
L Rx,ewR√(

wH
L Rx,ewL

) (
wH

RRx,ewR

) , (25)

ICout
n =

wH
L Rn,ewR√(

wH
L Rn,ewL

) (
wH

RRn,ewR

) . (26)

For the binaural hearing device configuration they are defined
similarly by replacing Rx,e with Rx and Rn,e with Rn. The
MSC is defined as the square of the absolute value of the IC,
i.e.,

MSC = |IC|2 . (27)

For the (coherent) desired source, it can be shown using (15)
that the input IC in (23) is equal to [21]

ICin
x =

aLa
∗
R

|aL||aR| = ej aL/aR , (28)

such that the input MSC is equal to 1, i.e.,

MSCin
x = 1 . (29)

III. BMVDR BEAMFORMERS

In this section, we briefly review two binaural noise reduction
algorithms using only the head-mounted microphone signals:
the BMVDR beamformer and the BMVDR beamformer with
partial noise estimation.

A. Binaural Minimum Variance Distortionless Response
(BMVDR) Beamformer

The BMVDR beamformer minimizes the PSD of the noise
component in the output signals while preserving the desired
source component in the left and the right reference microphone
signals. The optimization problem for the left and the right filter
vector is given by [2], [39], [40]

min
wL

E {|wH
L n|2} subject to wH

L x = xL , (30)

min
wR

E {|wH
Rn|2} subject to wH

Rx = xR . (31)

Using (4), (8) and (9), the left and the right filter vector for the
BMVDR beamformer are given by [2]

wBMVDR,L =
R−1

n a

aHR−1
n a

a∗L =
R−1

n aL
aHLR−1

n aL
, (32)

wBMVDR,R =
R−1

n a

aHR−1
n a

a∗R =
R−1

n aR
aHRR−1

n aR
. (33)

By substituting (32) and (33) in (22), it has been shown in [3],
[9] that the output SNR of the BMVDR beamformer for both
the left and the right hearing device is equal to

ρ = SNRout
BMVDR,L = SNRout

BMVDR,R = psa
HR−1

n a , (34)

which is always larger than or equal to the input SNR in (19)
and (20). As can be observed from (34), ρ depends on the ATF
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vector a, i.e., the position of the head-mounted microphones and
the desired source, the noise covariance matrix Rn and the PSD
ps of the desired source signal.

As has been shown in [3], [9], [21], the BMVDR beamformer
preserves the binaural cues of the desired source component,
but distorts the binaural cues of the noise component in such a
way that both output components exhibit the binaural cues of
the desired source component. Hence, the output IC of the noise
component for the BMVDR beamformer is equal to [21]

ICout
BMVDR,n = ICin

x = ej aL/aR , (35)

such that the output MSC of the noise component is equal to

MSCout
BMVDR,n = MSCin

x = 1 . (36)

This means for any arbitrary noise field (e.g., a diffuse noise
field) that at the output of the BMVDR beamformer it would be
perceived as a coherent source from the direction of the desired
source, which is obviously undesired in terms of sound quality
and spatial awareness.

B. BMVDR Beamformer With Partial Noise Estimation
(BMVDR-N)

Aiming at additionally preserving the binaural cues of the
noise component and hence the spatial impression of the com-
plete acoustic scene, the BMVDR-N beamformer has been pro-
posed [3], [9], [16], [18]. The BMVDR-N beamformer aims for
the noise component in the output signals to be equal to a scaled
version of the noise component in the reference microphone
signals while preserving the desired source component in the
left and the right reference microphone signals. The optimization
problem for the left and the right filter vector is given by

min
wL

E {|wH
L n− ηnL|2

}
subject to wH

L x = xL , (37)

min
wR

E {|wH
Rn− ηnR|2

}
subject to wH

Rx = xR , (38)

where η denotes a (real-valued) mixing parameter, with 0 ≤
η ≤ 1. It has been shown in [9], [18] that the resulting left and
right filter vectors can be written as

wBMVDR−N,L = (1− η)wBMVDR,L + ηeL , (39)

wBMVDR−N,R = (1− η)wBMVDR,R + ηeR , (40)

i.e., the output signals of the BMVDR-N beamformer can be
interpreted as a mixture of the output signals of the BMVDR
beamformer (scaled with 1− η) and the noisy reference micro-
phone signals (scaled with η). For η = 0, the BMVDR-N beam-
former in (39) and (40) is equal to the BMVDR beamformer in
(32) and (33). For η = 1, only the reference microphone signals
are used, i.e., no beamforming is applied at all.

In [9], [18] it has been shown that the left and the right output
SNR of the BMVDR-N beamformer are equal to

SNRout
BMVDR−N,L =

ρ

1 + η2( ρ

SNRin
L

− 1)
, (41)

SNRout
BMVDR−N,R =

ρ

1 + η2( ρ

SNRin
R

− 1)
. (42)

Since ρ ≥ SNRin
L and ρ ≥ SNRin

R , it can easily be seen that (41)
and (42) monotonically decrease with increasing η, such that a
larger mixing parameter η leads to a smaller output SNR of the
BMVDR-N beamformer [9], [18], i.e.,

SNRout
BMVDR−N,L ≤ SNRout

BMVDR,L , (43)

SNRout
BMVDR−N,R ≤ SNRout

BMVDR,R . (44)

Similar to the BMVDR beamformer, the BMVDR-N beam-
former preserves the binaural cues of the desired source com-
ponent [9], [18]. By substituting (39) and (40) in (26) and (27),
it has been shown in [18] that the output MSC of the noise
component for the BMVDR-N beamformer is equal to

MSCout
BMVDR−N,n

=

∣∣∣ 1−η2

ρ psaLa
∗
R + η2pnLR

∣∣∣2(
1−η2

ρ ps|aL|2 + η2pnL

)(
1−η2

ρ ps|aR|2 + η2pnR

) ,
(45)

withpnLR
= E{nLn∗R} the cross power spectral density (CPSD)

of the noise component in the reference microphone signals,
and pnL

= E{|nL|2} and pnR
= E{|nR|2} the PSD of the noise

component in the left and the right reference microphone signal,
respectively.

For η = 1, the output MSC of the noise component in (45)
is equal to the input MSC of the noise component. For η = 0,
the output MSC of the noise component is equal to 1. Since
a larger mixing parameter leads to a better MSC preservation
of the noise component (i.e., better preservation of the spatial
impression) but a smaller output SNR, this mixing parameter
allows to trade off between noise reduction performance and
binaural cue preservation of the noise component.

In order to achieve a desired output MSCMSCdes
n of the noise

component, with

0 ≤ MSCin
n ≤ MSCdes

n ≤ 1 , (46)

in [18] a closed-form expression for the mixing parameter ηdes

has been derived, i.e.,

ηdes =

√√√√ρ
(√

γ2 − αβ − γ
)
+ α

ρ2β − 2ργ + α
, (47)

with

α =
(
MSCdes

n − 1
)
p2s|aL|2|aR|2 , (48)

β =
(
MSCdes

n −MSCin
n

)
pnL

pnR
, (49)

γ = MSCdes
n

ps|aL|2pnL
+ ps|aR|2pnR

2

−�{psaLa∗R p∗nLR
} , (50)

with �{·} the real part of a complex number. Since MSCin
n ≤

MSCdes
n ≤ 1 and all PSDs are positive (or zero), it can be easily

seen that α ≤ 0 and β ≥ 0. Aiming for the spatial impression of
the noise component in the reference microphone signals and the
noise component in the output signals to be indistinguishable, it
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has been proposed in [18], [21] to define the desired output MSC
of the noise component based on the IC discrimination ability
of the human auditory system [41], [42].

IV. EXTENDED BMVDR BEAMFORMERS INCORPORATING AN

EXTERNAL MICROPHONE

In this section, we consider the BMVDR and BMVDR-N
beamformers for the extended binaural hearing device configura-
tion, i.e., using an additional external microphone in conjunction
with the head-mounted microphones. In Section IV-A, we define
the extended BMVDR (eBMVDR) beamformer and the ex-
tended BMVDR-N (eBMVDR-N) beamformer. In the following
sections we derive analytical expressions for the output SNR and
the output MSC of the noise component for the eBMVDR-N
beamformer for an arbitrary noise field and without assuming
a specific position of the desired source. In Section IV-B we
show that 1) the same mixing parameter η leads to a larger
(or equal) output SNR for the eBMVDR-N beamformer than
for the BMVDR-N beamformer, and 2) the same output SNR
can be obtained for a larger (or equal) mixing parameter in the
eBMVDR-N beamformer than in the BMVDR-N beamformer.
In Section IV-C we show that the same desired output MSC of
the noise component can be obtained for a smaller (or equal)
mixing parameter in the eBMVDR-N beamformer than in the
BMVDR-N beamformer. These results generalize the results
obtained in [23] assuming a coherent (directional) noise source,
and the results in [31] assuming a homogeneous noise field and
a desired source in front of the listener.

A. Extended BMVDR and BMVDR-N Beamformers

The BMVDR beamformer incorporating the external mi-
crophone is referred to as the extended BMVDR (eBMVDR)
beamformer. Similarly to (32) and (33), by replacing the noise
covariance matrixRn with the extended noise covariance matrix
Rn,e in (16) and the RTF vectors aL and aR with the extended
RTF vectors aL,e and aR,e in (14) the left and the right filter
vector of the eBMVDR beamformer are equal to

weBMVDR,L =
R−1

n,eae

aHe R−1
n,eae

a∗L =
R−1

n,eaL,e

aHL,eR
−1
n,eaL,e

, (51)

weBMVDR,R =
R−1

n,eae

aHe R−1
n,eae

a∗R =
R−1

n,eaR,e

aHR,eR
−1
n,eaR,e

. (52)

The BMVDR beamformer with partial noise estimation incor-
porating the external microphone signal is referred to as the
extended BMVDR-N (eBMVDR-N) beamformer. Similarly to
(39) and (40), the left and the right filter vector of the eBMVDR-
N beamformer are equal to

weBMVDR−N,L = (1− η)weBMVDR,L + ηeL , (53)

weBMVDR−N,R = (1− η)weBMVDR,R + ηeR , (54)

where η again denotes the (real-valued) mixing parameter, with
0 ≤ η ≤ 1. The output signals of the eBMVDR-N beamformer
are again equal to a mixture of the output signals of the eBMVDR

beamformer (scaled with 1− η) and the (noisy) reference mi-
crophone signals (scaled with η).

Similarly to the mixing parameter ηdes for the BMVDR-
N beamformer in (47), the mixing parameter ηdese for the
eBMVDR-N beamformer leading to a desired output MSC
MSCdes

n of the noise component is equal to

ηdese =

√√√√ρe

(√
γ2 − αβ − γ

)
+ α

ρ2eβ − 2ρeγ + α
, (55)

with α, β and γ defined in (48)–(50) and ρe defined in (56).

B. Output SNR With an External Microphone

Similarly to (34) by substituting (53) and (54) in (22), the
output SNR of the eBMVDR beamformer is equal to [31]

ρe = SNRout
eBMVDR,L = SNRout

eBMVDR,R = psa
H
e R−1

n,eae .

(56)
The inverse of the extended noise covariance matrix Rn,e can
be written in terms of R−1

n as [43]

R−1
n,e =

[
R−1

n + 1
ξR

−1
n rn,Er

H
n,ER

−1
n − 1

ξR
−1
n rn,E

− 1
ξ r

H
n,ER

−1
n

1
ξ

]
, (57)

with ξ = pnE
− rHn,ER

−1
n rn,E the Schur complement of Rn in

(16). It can be shown that ξ > 0, since Rn,e is assumed to be
positive definite.

By substituting (57) in (56) and using (34), the output SNR
of the eBMVDR beamformer can be written as

ρe = ps

(
aHR−1

n a+
1

ξ

∣∣rHn,ER−1
n a− aE

∣∣2)

= ρ+ ps

∣∣rHn,ER−1
n a− aE

∣∣2
pnE

− rHn,ER
−1
n rn,E

. (58)

Hence, as expected, the output SNR ρe of the eBMVDR beam-
former is always larger than or equal to the output SNR ρ of the
BMVDR beamformer (without an external microphone), i.e.,

ρe ≥ ρ . (59)

As can be observed from (58), the SNR improvement due
to incorporating the external microphone depends on the ATF
aE between the desired source and the external microphone.
In addition, the SNR improvement depends on the PSD pnE

of the noise component in the external microphone signal and
the spatial correlation rn,E between the noise component in
the head-mounted microphones signals and the external micro-
phone signal. This implies that the SNR improvement obviously
depends on the position of the external microphone relative to
the head-mounted microphones and the desired source.

Similarly to (41) and (42), the left and the right output SNR
of the eBMVDR-N beamformer are equal to

SNRout
eBMVDR−N,L =

ρe
1 + η2( ρe

SNRin
L

− 1)
, (60)

SNRout
eBMVDR−N,R =

ρe
1 + η2( ρe

SNRin
R

− 1)
. (61)
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Fig. 3. Left output SNR of the eBMVDR-N beamformer as a function of the
output SNR ρe of the eBMVDR beamformer for different values of the mixing
parameter η. Please note that η = 0 corresponds to the eBMVDR beamformer
and η = 1 corresponds to the left reference microphone signal.

Since ρe ≥ SNRin
L and ρe ≥ SNRin

R , (60) and (61) also mono-
tonically decrease with increasing η, such that a larger mixing
parameter η leads to a smaller output SNR of the eBMVDR-N
beamformer. Fig. 3 depicts the left output SNR of the eBMVDR-
N beamformer in (60) as a function of the output SNR ρe of the
eBMVDR beamformer for different values of the mixing param-
eter η. For a given binaural hearing device configuration (i.e.,
positions of the head-mounted microphones), desired source
position and noise field, the output SNR ρ in (34) of the BMVDR
beamformer is a constant.

Now consider different positions of the external microphone,
such that the output SNR ρe of the eBMVDR beamformer
in (58) can be considered as a variable. Based on (59), the
smallest possible value for the output SNR ρe of the eBMVDR
beamformer is equal to ρ, i.e., the output SNR of the BMVDR
beamformer (without an external microphone). For a fixed value
of the mixing parameter η, it can be easily shown that the partial
derivative of (60) with respect to ρe is equal to

∂SNRout
eBMVDR−N,L

∂ρe
=

1− η2(
1 + η2( ρe

SNRin
L

− 1)
)2 ≥ 0 , (62)

since 0 ≤ η ≤ 1. Hence, for each value of the mixing parameter,
e.g., η = η1 (see Fig. 3), the left output SNR of the eBMVDR-N
beamformer monotonically increases with ρe, and using (59),
is always larger than or equal to the left output SNR of the
BMVDR-N beamformer, i.e.,

SNRout
eBMVDR−N,L(η1) ≥ SNRout

BMVDR−N,L(η1) . (63)

In addition, for anyρe > ρ the same output SNR of the BMVDR-
N beamformer can only be obtained when using a larger mixing
parameter η2 > η1 for the eBMVDR-N beamformer.

This means that incorporating an external microphone allows
to use a larger mixing parameter, i.e., achieve a better spatial
impression of the noise component, to obtain the same output
SNR compared to only using the head-mounted microphone
signals. Similar expressions can be derived for the right output
SNR of the eBMVDR-N beamformer in (61).

C. Output MSC With an External Microphone

As discussed in Section III-B, the mixing parameter η controls
the binaural cues of the noise component at the output of the

BMVDR-N beamformer. Since a larger mixing parameter leads
to a lower output SNR, it is hence desirable to achieve the desired
binaural cues of the noise output component using a small
mixing parameter. For the special case of a coherent (directional)
noise source, it has been experimentally shown in [23] that
the same binaural cues, i.e., ILD and ITD, of the output noise
component can be achieved using a smaller mixing parameter
when incorporating an external microphone compared to using
only the head-mounted microphones. Further, for the special
case of a homogeneous noise field and a desired source in
front of the listener, it has been analytically shown in [31] that
the same desired output MSC of the noise component can be
achieved using a smaller mixing parameter in the eBMVDR-N
beamformer than in the BMVDR-N beamformer. In this section,
we generalize the analytical expressions derived in [31] without
making any assumption about the noise field and the position of
the desired source.

Since it was not straightforward to directly prove that ηdese in
(55) is always smaller than (or equal to) ηdes in (47), we will take
an indirect approach. Since ρe ≥ ρ, showing that ηdese ≤ ηdes

corresponds to showing that ηdese monotonically decreases with
ρe.

The squared mixing parameter in (55) can be written as

(
ηdese

)2
=
ν1(ρe)

ν2(ρe)
, (64)

with

ν1(ρe) = ρe(κ− γ) + α , (65)

ν2(ρe) = ρ2eβ − 2ρeγ + α , (66)

with

κ =
√
γ2 − αβ , (67)

and with α, β and γ defined in (48)–(50). Using the quotient
rule to compute the partial derivative of (64) with respect to ρe
gives

∂(ηdese )2

∂ρe
= 2ηdese

∂ηdese

∂ρe
=

∂ν1(ρe)
∂ρe

ν2(ρe)− ∂ν2(ρe)
∂ρe

ν1(ρe)

ν22(ρe)
.

(68)
Hence, since ηdese ≥ 0 and ν22(ρe) ≥ 0, in order to show that

ηdese monotonically decreases with ρe, i.e.,

∂ηdese

∂ρe
≤ 0 , (69)

it is sufficient to show that

ζ(ρe) =
∂ν1(ρe)

∂ρe
ν2(ρe)− ∂ν2(ρe)

∂ρe
ν1(ρe) ≤ 0 . (70)

Computing the partial derivatives of (65) and (66) with respect
to ρe gives

∂ν1(ρe)

∂ρe
= κ− γ , (71)

∂ν2(ρe)

∂ρe
= 2ρeβ − 2γ . (72)
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By substituting (65), (66), (71) and (72) in (70), ζ(ρe) can be
written as a quadratic function of ρe, i.e.,

ζ(ρe) = ψ1ρ
2
e − 2ψ2ρe + ψ3 , (73)

with

ψ1 = (γ − κ)β , (74)

ψ2 = αβ = γ2 − κ2 , (75)

ψ3 = α(κ+ γ) . (76)

The extremum of the quadratic function ζ(ρe) in (73) can be
found by setting ∂ζ(ρe)

∂ρe
= 0, leading to

ρ̃e =
ψ2

ψ1
=

α

γ − κ
=
κ+ γ

β
. (77)

Substituting (77) in (73) yields

ζ(ρ̃e) =
ψ1ψ3 − ψ2

2

ψ1
= 0 . (78)

The second-order partial derivative of ζ(ρe) in (73) is equal to

∂2ζ(ρe)

∂ρ2e
= 2ψ1 = 2(γ − κ)β . (79)

Since α ≤ 0 and β ≥ 0 (see Section III-B), using (67) it follows
that

αβ = (γ − κ)(γ + κ) ≤ 0 . (80)

We now consider two cases:
1) γ ≥ 0: Since κ ≥ 0, it follows that γ + κ ≥ 0, such that

γ − κ ≤ 0 in order to satisfy (80).
2) γ ≤ 0: Since κ ≥ 0, it directly follows that γ − κ ≤ 0.
Since γ − κ ≤ 0 and β ≥ 0, the second-order partial deriva-

tive in (79) is always negative (or equal to zero). Since the
extremum is hence a maximum with function value 0, cf. (78),
the quadratic function ζ(ρe) in (73) is negative (or zero) for all

values of ρe. Hence, ∂ηdes
e

∂ρe
≤ 0, such that

ηdese ≤ ηdes , (81)

i.e., to achieve the same desired output MSC of the noise compo-
nent a smaller mixing parameter can be used in the eBMVDR-N
beamformer (incorporating an external microphone) than in the
BMVDR-N beamformer (using only the head-mounted micro-
phones). Together with the SNR results obtained in Section IV-B,
this implies that for any arbitrary noise field and position of
the desired source an external microphone enables the same
spatial impression of the noise component to be achieved while
achieving a larger output SNR.

V. EXPERIMENTAL RESULTS

In Section V-A we first validate the analytical expressions
derived in the previous sections using simulated anechoic ATFs
for various positions of the external microphone. In Section V-B
we provide experimental results using recorded signals in a
reverberant environment with multiple interfering speakers as

Fig. 4. Anechoic validation setup using 2 microphones on each side of the
head. The external microphone was placed at 3 m distance to the listener for
different angles θ. The desired source was placed at 3.5 m distance at two
different angles, i.e., S1 at 0◦ and S2 at −90◦.

background noise, showing that also in a realistic scenario
incorporating an external microphone enables the output SNR
to be significantly increased and the mixing parameter required
to obtain a desired output MSC of the noise component to be
decreased.

A. Validation Using Anechoic ATFs

To validate our theoretical findings from Section IV, we
simulated an anechoic acoustic scenario, where the head of
the listener was modelled as a rigid sphere with a diameter of
17 cm [32]. Without considering any hearing devices, we con-
sidered 2 microphones on each side of the head, i.e., MH = 4,
with an inter-microphone distance of 7 mm, such that including
the external microphone the total number of microphones was
M = 5.

Fig. 4 depicts the validation setup. The external microphone
was placed at a distance of 3 m to the listener, where the azimuth
angle θ was varied from −180◦ to 180◦. The desired source was
placed at a distance of 3.5 m to the listener at two different
angles, i.e., S1 at 0◦ (in front) and S2 at −90◦ (to the left).
Hence, the smallest distance between the external microphone
and the desired source was equal to 0.5 m, whereas the largest
distance was equal to 6.5 m.

All ATFs were simulated at a sampling rate of 16 kHz using an
FFT length of 256 samples. For the ATFsa (corresponding to the
head-mounted microphones) we used the SMIR generator [32]
to consider a rigid sphere, while for the ATF ae (corresponding
to the external microphone) we set a parameter of the generator
to ignore the sphere. For the speech PSD we assumed a flat
spectrum, i.e. ps = 1. As background noise, we considered 8
mutually independent noise sources with equal power at an-
gles {−140◦, −100◦, −60◦, −20◦, 20◦, 60◦, 100◦, 140◦}, re-
sulting in a diffuse-like noise field which is neither coherent nor
perfectly diffuse. The extended noise covariance matrix Rn,e

was calculated as the sum of the 8 corresponding (rank-1) co-
variance matrices, constructed using the simulated ATF vectors
of the noise sources. As reference microphones we considered
the front microphones on the left side and the right side. The
input SNR in the left reference microphone signal was set to
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Fig. 5. Input SNR in the external microphone signal (averaged over all
frequencies) for different anglesθ of the external microphone for both considered
positions of the desired source S1 and S2.

0 dB (averaged over all frequencies), leading to the input SNR in
the external microphone signal (averaged over all frequencies)
as depicted in Fig. 5. As can be observed, the input SNR in
the external microphone signal varied within a range of nearly
30 dB, with the highest input SNR occuring when the external
microphone is closest to the desired source (i.e., 0◦ for S1 and
−90◦ for S2).

a) BMVDR beamformer vs. eBMVDR beamformer: In Sec-
tion IV, we showed that the output SNR of the eBMVDR
beamformer ρe in (56) is always larger than or equal to the output
SNR of the BMVDR beamformer ρ in (34). Fig. 6 depicts the
benefit of incorporating an external microphone in terms of the
output SNR ratio, i.e.,

ρe
ρ

=
aHe R−1

n,eae

aHR−1
n a

(82)

for different angles of the external microphone and for both con-
sidered positions of the desired source. As can be observed, for
all positions of the external microphone and the desired source
and for all frequencies ρe ≥ ρ, hence satisfying (59). Moreover,
the benefit of incorporating the external microphone is larger
for small distances between the desired source and the external
microphone, in this case leading to an SNR improvement of
more than 12 dB.

b) BMVDR-N beamformer vs. eBMVDR-N beamformer: In
Section IV, we showed that to achieve the same desired output
MSC of the noise component the mixing parameter ηdese in (55)
of the eBMVDR-N beamformer is smaller than (or equal to) the
mixing parameter ηdes in (47) of the BMVDR-N beamformer,
hence leading to a larger output SNR. Here, we set the desired
output MSC of the noise component equal to

MSCdes
n = min

(
1, MSCin

n + 0.3
)
, (83)

hence limiting the MSC error to 0.3 for all frequencies and satis-
fying (46). Fig. 7 depicts the input MSC of the noise component,
computed using (24) and (27), and the desired output MSC of the
noise component in (83). It can be observed that the input MSC
of the noise component resembles a squared (modified) sinc
function, as expected for a diffuse-like noise field and modelling
the head as a rigid sphere [44]. Fig. 8 depicts the benefit of
incorporating the external microphone in terms of the difference
between the mixing parameters, i.e., ηdes − ηdese , both leading
to the same desired output MSC of the noise component. As can

be observed, for all positions of the external microphone and the
desired source and for all frequencies ηdese ≤ ηdes. As proven in
Section IV-C, by comparing Fig. 6 and Fig. 8 it can be observed
that a larger output SNR ρe of the eBMVDR beamformer
leads to a smaller mixing parameter ηdese of the eBMVDR-N
beamformer and hence an improved trade-off compared to the
mixing parameter ηdes of the BMVDR-N beamformer. In other
words, one has to mix less with the noisy reference microphone
signals for the eBMVDR-N beamformer than for the BMVDR-N
beamformer, while both beamformers lead to the same spatial
impression of the noise component. This effect is larger when
the external microphone is close to the desired source, leading
to mixing parameter differences that are larger than 0.5.

B. Experimental Results Using Reverberant Recordings

For a more realistic evaluation we used a database with
recorded signals in a real-world reverberant environment [33].
The experimental setup is depicted in Fig. 9, where a listener
and two different speakers were sitting at a circular table with
a diameter of 106 cm in a room with size 12.7 × 10 × 3.6 m3

and a reverberation time of approximately 620 ms. The setup
was surrounded by three layers of in total 56 seated persons
producing realistic multi-talker babble noise. The 8 nearest
persons were seated about 1 m from the table, with 16 persons
at a slightly larger distance of about 2.8 m and 32 persons at a
distance of about 4.5 m [33].

Hence, the noise component was diffuse-like, but also con-
tained temporally coherent sources and sensor noise (from the
microphones and the recording equipment). The (male) speaker
S1 sat in front of the listener at the other end of the table, while
the (female) speakerS2 sat to the right of the listener. The listener
was wearing MH = 4 head-mounted hearing aid microphones,
i.e., two microphones on each side. For the external microphone
we selected several realistic positions from the database, e.g.,
representing the listener’s smartphone on the table (P1), a micro-
phone of a conference system in the center of the table (P2), the
smartphone of each speaker placed on the table (P3,1 for speaker
S1 and P3,2 for speaker S2) and a headset worn by each speaker
(P4,1 for speaker S1 and P4,2 for speaker S2). Only one speaker
was active at a time and read 12 sentences for approximately
25 s, while the listener tried to sit as still as possible (but small
movements occurred).

We used separate recordings of the speakers and the back-
ground noise and mixed them at an intelligibility-weighted SNR
(iSNR) for the right reference microphone signal iSNRin

R =
0 dB. The iSNR is computed by weighting the SNR in each
frequency band with a function that takes into account the im-
portance of each frequency band for speech intelligibility [45],
[46]. We used a sample rate of 16 kHz and processed the
signals in a weighted overlap-add framework using frames of
64 ms with 50% overlap and a square-root Hann window.
For the extended BMVDR beamformers using all microphones
(i.e., eBMVDR in (51) and (52), and eBMVDR-N in (53) and
(54)) the extended noisy input covariance matrix Ry,e and
the extended noise covariance matrix Rn,e were recursively
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Fig. 6. Benefit of incorporating an external microphone in terms of output SNR (ρe/ρ) for different angles θ of the external microphone for (left) position S1

and (right) position S2.

Fig. 7. Input MSC and desired output MSC of the noise component, limiting
the MSC error to 0.3.

averaged using a forgetting factor of 0.9, corresponding to
approximately 300 ms. To distinguish between speech-plus-
noise and noise-only time-frequency bins we used a thresholded
speech presence probability (SPP) estimate in the right reference
microphone signal, where we used the SPP estimation method
proposed in [47]. An SPP estimate larger than or equal to 0.5
was classified as speech-plus-noise, whereas an SPP estimate
smaller than 0.5 was classified as noise-only. The (time-varying)
extended RTF vectors aL,e and aR,e were estimated from the
estimated extended covariance matricesRy,e andRn,e using the
covariance whitening method, i.e., as the principal eigenvector
of the pre-whitened extended noisy input covariance matrix
R−1

n,eRy,e [48]–[52]. For the BMVDR beamformers using only
the head-mounted microphones (i.e., BMVDR in (32) and (33),
and BMVDR-N in (39) and (40)), the covariance matrices Ry

and Rn were constructed by discarding the last row and the
last column of Ry,e and Rn,e, respectively. The (time-varying)
RTF vectors aL and aR were estimated from the estimated
covariance matrices Ry and Rn, also using the covariance
whitening method.

For the beamformers with partial noise estimation (BMVDR-
N and eBMVDR-N), the desired output MSC of the noise
component MSCdes

n was set in a psycho-acoustically motivated
way by constraining the output MSC of the noise component
by means of frequency-dependent lower and upper boundaries
such that the listener’s spatial impression of a diffuse noise field
should not be altered [17], [18], [21]. These boundaries were
defined based on the IC discrimination ability of the human au-
ditory system in diffuse noise fields [41], [42]. Below 500 Hz, the
MSC boundaries were chosen as a function of the desired output

MSC of the noise componentMSCdes
n , whereas above 500 Hz as

a fixed lower MSC boundary of 0 and fixed upper MSC boundary
of 0.36. Fig. 10 depicts the frequency-dependent long-term
input MSC of the noise component and the (psycho-acoustically
motivated) frequency-dependent desired output MSC MSCdes

n

of the noise component. Similarly as in Fig. 7, it can be observed
that the input MSC of the noise component resembles a squared
(modified) sinc function. By re-writing (47) and (55) using the
(extended) RTF vectors in (8) and (14), the mixing parameters
ηdes and ηdese of the BMVDR-N and eBMVDR-N beamformers
can in practice be computed based on the estimated (extended)
RTF vectors and the estimated (extended) noise covariance
matrix.

To evaluate the algorithms in terms of noise reduction perfor-
mance and preservation of the spatial impression of the noise
component, based on the output signals we used the left and
right iSNR improvement, relating the left and right output iSNR
to the left and right input iSNR, i.e.,

ΔiSNRL = iSNRout
L − iSNRin

L , (84)

ΔiSNRR = iSNRout
R − iSNRin

R , (85)

the modified binaural short-time objective intelligibility (MB-
STOI) [53], and the broad-band MSC errorΔMSCn of the noise
component, i.e.,

ΔMSCn =
1

F

F∑
f=1

|MSCout
n (f)−MSCin

n (f)| , (86)

where f is the frequency bin index and F is the total number of
frequency bins.

Fig. 11 depicts the iSNR improvement, MBSTOI scores,
and the MSC error of the noise component for the BMVDR
beamformer, the BMVDR-N beamformer, the external micro-
phone signal, the eBMVDR beamformer and the eBMVDR-N
beamformer, for the different positions of the external micro-
phone. The top row shows the results for speaker S1, while
the bottom row shows the results for speaker S2. Considering
the iSNR improvements for speaker S1, it can be observed that
incorporating the external microphone signal in the binaural
noise reduction algorithms is beneficial for all positions of
the external microphone. In terms of iSNR improvement, the
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Fig. 8. Difference between the mixing parameter ηdes of the BMVDR-N beamformer and the mixing parameter ηdese of the eBMVDR-N beamformer, leading
to the same desired output MSC of the noise component, for different angles θ of the external microphone for (left) position S1 and (right) position S2.

Fig. 9. Experimental realistic setup with a listener wearing head-mounted
hearing aid microphones, two different speaker positions (S1 andS2) and several
possible positions of the external microphone. The setup was surrounded by 56
persons producing realistic multi-talker babble noise.

Fig. 10. Measured input MSC of the noise component and (psycho-
acoustically motivated) desired output MSC of the noise component.

eBMVDR beamformer always outperforms the BMVDR beam-
former and the eBMVDR-N beamformer always outperforms
the BMVDR-N beamformer. The iSNR improvement is similar
in both hearing devices due to the symmetric scenario for speaker
S1. As expected, the iSNR improvement increases for decreasing
distance between the external microphone and speaker S1 with
a very large iSNR improvement for position P4 (headset micro-
phone). The eBMVDR beamformer outperforms the external
microphone signal for all considered positions, whereas the
eBMVDR-N beamformer outperforms the external microphone
signal for all considered positions except for positionP4. In con-
trast, the BMVDR beamformer and the BMVDR-N beamformer

outperform the external microphone signal only for positions
P1 and P2, i.e., for the position close to the listener and in the
center of the table. Comparing the eBMVDR beamformer to
the eBMVDR-N beamformer, it appears that the drop in iSNR
improvement for the eBMVDR-N beamformer due to mixing
with the noisy reference microphone signals is approximately
the same for all positions of the external microphone.

Considering the MBSTOI scores for speaker S1, it can be
observed that the eBMVDR-N beamformer leads to the highest
scores for all positions of the external microphone. Partially
preserving the MSC of the noise component, i.e., using the
BMVDR-N beamformer or the eBMVDR-N beamformer, sig-
nificantly increases the MBSTOI score compared to not preserv-
ing the MSC of the noise component, i.e., using the BMVDR
beamformer or the eBMVDR beamformer. This implies that
even though the BMVDR-N and eBMVDR-N beamformer lead
to a drop in iSNR improvement compared to the BMVDR and
BMVDR-N beamformer, the speech intelligibility is increased.
These results can be explained by binaural listening effects,
e.g., spatial release from masking [54], and are in line with
perceptual listening tests in [55]. Since the external microphone
signal does not include any binaural cues, the human auditory
system cannot benefit from binaural listening effects and the
MBSTOI score of the external microphone signal is lower than
for all other algorithms (except for position P4 very close to the
speaker).

Considering the MSC error ΔMSCn of the noise component
for speaker S1, as expected only the binaural noise reduction
algorithms with partial noise estimation, i.e., the BMVDR-N
beamformer and the eBMVDR-N beamformer, are able to yield
a low MSC error and hence preserve the spatial impression of
the noise component. The external microphone signal obviously
shows the worst performance in terms of MSC error of the
noise component since the external microphone signal is just
a monaural signal that does not include any binaural cues, hence
leading to in-head localization.

Considering the results for speaker S2 (bottom row), it can
be observed that similar results as for speaker S1 are obtained.
However, due to the asymmetric setup, the iSNR improvement
at the right side (better ear with larger input iSNR) is always
smaller than the iSNR improvement at the left side. In addition,
the drop in iSNR improvement for the eBMVDR-N beamformer
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Fig. 11. Intelligibility-weighted SNR improvement ΔiSNRL and ΔiSNRR, modified binaural short-time objective intelligibility (MBSTOI), and the MSC
error ΔMSCn of the noise component for the BMVDR beamformer, the BMVDR-N beamformer, the external microphone signal, the eBMVDR beamformer and
the eBMVDR-N beamformer, for the different positions of the external microphone. The results are shown for speaker S1 (top row) and speaker S2 (bottom row).

Fig. 12. Mixing parameters ηdese and ηdes (averaged over all frequencies)
leading to the desired output MSC of the noise component for the different
external microphone positions, mapped to the respective input iSNRs in the
external microphone signal.

compared to the eBMVDR beamformer is different for the left
and the right side but remains approximately constant for the
different positions of the external microphone.

For both speakers S1 and S2, Fig. 12 depicts the mixing
parameters ηdese and ηdes (averaged over all frequencies) of
the eBMVDR-N beamformer and the BMVDR-N beamformer,
which lead to the desired output MSC MSCdes

n of the noise
component. The mixing parameters are plotted as a function of
the input iSNR in the external microphone signal iSNRin

E for
the different external microphone positions. It can be observed
that the mixing parameter is always smaller for the eBMVDR-N
beamformer than for the BMVDR-N beamformer and decreases
with increasing input iSNR in the external microphone signal.

Further, the mixing parameter is always smaller for speaker S2

than for speaker S1, i.e., if the speaker is not positioned in front
of the listener.

For speaker S2 and the external microphone at position P3,2,
Fig. 13 depicts the spectrograms of the left reference microphone
signal, the external microphone signal, and the left output signal
of the BMVDR, BMVDR-N, eBMVDR and eBVMDR-N beam-
formers. The speech components in all signals were equalized
in power. It can be observed that using or incorporating the
external microphone (bottom row) enables the noise to be more
reduced compared to not using or incorporating the external
microphone (top row). Furthermore, it can be observed that
due to the mixing less noise is reduced by the BMVDR-N
and eBMVDR-N beamformers (right column) compared to the
BMVDR and eBMVDR beamformers (mid column).

In conclusion, the experimental results in this section showed
that for all considered positions of the external microphone and
the speaker the iSNR improvement is larger for the eBMVDR-
N beamformer (incorporating the external microphone) than
for the BMVDR-N beamformer (using only the head-mounted
microphones) and for the external microphone signal (except
for P4). In addition, the mixing parameter leading to the same
desired output MSC of the noise component is always smaller
for the eBMVDR-N beamformer than for the BMVDR-N beam-
former. All experimental results in this section are in line with
the theoretical findings of the previous sections. In future re-
search we will investigate the incorporation of multiple external
microphones, especially to efficiently estimate the RTF vectors
of the desired source.



474 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 29, 2021

Fig. 13. Spectrograms of the left reference microphone signal (Input), the external microphone signal (Ext. mic.) and the left output signal of the BMVDR,
BMVDR-N, eBMVDR and eBVMDR-N beamformers (speaker S2 and external microphone at position P3,2).

VI. CONCLUSION

In this paper, we analytically showed for an arbitrary noise
field and without making any assumptions about the position of
the desired source that by incorporating an external microphone
in the BMVDR-N beamformer 1) a larger output SNR can be
obtained for the same mixing parameter, 2) the same output
SNR can be obtained for a larger mixing parameter, and 3)
the same desired output MSC of the noise component can be
obtained for a smaller mixing parameter. The obtained analytical
expressions were first validated using simulated anechoic acous-
tic transfer functions. In addition, experimental results using
recorded signals in a realistic reverberant environment showed
that incorporating an external microphone in the BMVDR-N
beamformer enables the output SNR to be significantly improved
compared to using only the head-mounted microphone signals
while preserving the spatial impression of the noise component.
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