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Abstract—The coherent signal subspace method (CSSM) enables
the direction-of-arrival (DoA) estimation of coherent sources with
subspace localization methods. The focusing process that aligns the
signal subspaces within a frequency band to its central frequency
is central to the CSSM. Within current focusing approaches, a
direction-independent focusing approach may be more suitable
for reverberant environments since no initial estimation of the
sources’ DoAs is required. However, these methods use integrals
over the steering function, and cannot be directly applied to arrays
around complex scattering structures, such as robot heads. In
this article, current direction-independent focusing methods are
extended to arrays for which the steering function is available only
for selected directions, typically in a numerical form. Spherical
harmonics decomposition of the steering function is then employed
to formulate several aspects of the focusing error. A case of two
coherent sources is studied and guidelines for the selection of the
frequency smoothing bandwidth are suggested. The performance
of the proposed methods is then investigated for an array that
is mounted on a robot head. The focusing process is integrated
within the direct-path dominance (DPD) test method for speaker
localization, originally designed for spherical arrays, extending
its application to arrays with arbitrary configurations. Finally,
experiments with real data verify the feasibility of the proposed
method to successfully estimate the DoAs of multiple speakers
under real-world conditions.

Index Terms—Direct-path, direct-path dominance test,
direction-of-arrival estimation, focusing, frequency smoothing,
room reverberation, speaker localization, spherical harmonics.

I. INTRODUCTION

D IRECTION-OF-ARRIVAL (DoA) estimation is an impor-
tant and timely challenge in audio signal processing with

applications in acoustic scene analysis, signal enhancement, and
speech processing [1], [2]. DoA estimation is often required to
operate in reverberant and noisy environments; thus, there is
a great need for robustness to reverberation and to noise. Fur-
thermore, computational efficiency may be required for adaptive
source tracking. A popular approach for DoA estimation is based
on the MUSIC (MUltiple SIgnal Classification) algorithm [3],
which is a high resolution estimator with relatively low com-
putational burden. However, it fails in the presence of coherent
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sources, such as reflections in a reverberant environment, due to
the deficient rank of the cross-spectrum matrix.

The coherent signal subspace method (CSSM) [4] enables the
application of subspace localization methods such as MUSIC to
coherent sources. This CSSM involves a focusing process fol-
lowed by frequency smoothing. Different focusing approaches
have been proposed, as summarized in [5]. Most focusing ap-
proaches rely on an initial estimate of the DoAs, leading to an
iterative DoA estimation process. However, in addition to the
computational cost associated with this iterative process, it may
not be possible to obtain an initial estimate in reverberant envi-
ronments with multiple coherent sources due to room reflections.

In contrast to the common focusing approach, the focusing
methods proposed in [5]–[7] are direction-independent, and thus
do not require initial DoA estimates nor an iterative process. This
is achieved by formulating focusing matrices that minimize the
mean square focusing error over all directions. These methods
can be applied to arbitrary arrays and use integrals over the
steering functions, assuming that an analytical expression of
the steering function is available, e.g. for sensors in free-field.
Therefore, these methods cannot be directly applied to arrays
for which the steering function is available only for selected
directions, and in a numerical form, such as arrays around
complex scattering structures, e.g. robot head.

In this article, the current methods for direction-independent
focusing are extended to arrays for which the steering function
is available only for selected directions and in a numerical form.
This is done by reformulating the current focusing transforma-
tions using a spherical harmonics coefficients matrix, which can
be computed numerically without integral approximation. The
factors affecting focusing error are studied, leading to conditions
on the required number of directions, which may depend on
frequency. Since the performance of the direction-independent
focusing approach may strongly depend on the smoothing band-
width, this is studied for the simple case of two coherent sources.
The results indicate that a bandwidth of about 500 Hz could
be appropriate under typical reverberant conditions. Focusing
performance for this bandwidth is then investigated for an array
that is mounted on a Nao robot head [8].

The proposed direction-independent focusing approach was
then integrated with the direct-path dominance (DPD) test
method [9] for speaker localization, leading to its generalization
from spherical arrays to arbitrary arrays. This extension of
the DPD test was previously described in [10], [11], where it
was applied to a binaural array. The novelty of this article be-
yond [10], [11] is the analysis of smoothing bandwidth selection,
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as well as the theoretical derivation of the focusing matrices and
investigation of the factors affecting the focusing error. These
additional contributions are crucial when applying the method
for arbitrary arrays. Currently, alternative approaches for DoA
estimation with arbitrary arrays in reverberant environments do
exist [12]–[14]. However, in contrast to the speaker localization
method proposed in [12], the proposed method based on the DPD
test does not require speech-free time segments for estimating
the noise statistics and can operate on short time segments. Also,
unlike the binaural localization method proposed in [13], the
proposed approach does not require training. Real recordings
with an array mounted on a Nao robot head as part of the LO-
Calization And TrAcking (LOCATA) challenge [15], [16] were
employed to evaluate and compare the performance of the pro-
posed approach and the DPD test proposed in [14]. This method
was chosen for comparison because it is also based on the DPD
approach and can be applied to arbitrary arrays. However, [14]
is strictly used for DoA estimation, while the proposed method
can be used to compute smoothed cross-spectrum matrices for
other applications, for example, speech enhancement [17], blind
source separation [18], and beamforming [19]. The proposed
method demonstrated performance comparable with the DPD
test proposed in [14]. The results verify the feasibility of the
proposed extension of the DPD test under real-world conditions.
Moreover, the good DoA estimation performance implies that
the proposed focusing and smoothing process works well and
can be used for applications other than DoA.

II. ARRAY MODEL AND FREQUENCY SMOOTHING

Consider an array with I omnidirectional microphones ar-
ranged in an arbitrary configuration. The position of the
i-th microphone in a Cartesian coordinate system is ri =
(ri cosφi sin θi, ri sinφi sin θi, ri cos θi)

T . The elevation angle
θ is measured downward from the z-axis, the azimuth an-
gle φ is measured counterclockwise from the positive part of
the x-axis and ri is the distance from the origin to the i-th
microphone. Additionally, the sound field is assumed to be
composed of L plane waves originating from L far-field sound
sources, where a source can represent a direct-sound or, for
example, a reflection due to room boundaries. Let ψl = (θl, φl)
and kl = −(k cosφl sin θl, k sinφl sin θl, k cos θl)

T denote the
DoA and the wave vector of the l-th plane wave, respectively.
For a homogeneous medium the linear relation ‖k‖ = k = 2πf

c
holds, where k is the wave number, f is the frequency and c is the
speed of sound. We employ the multiplicative transfer function
(MTF) approximation [20] that assumes that the time windows
are sufficiently large with respect to the length of the microphone
array’s steering function (in time), such that the sound pressure
measured by the microphone array can be modeled in the STFT
(short-time Fourier transform) domain as

p (τ, ν) = H (ν,ψ) s (τ, ν) + n (τ, ν) , (1)

where τ and ν are the time frame and the frequency indices,
respectively. p(τ, ν) = [p1(τ, ν), . . ., pI(τ, ν)]

T , with pi(τ, ν)
denoting the STFT of the received signal at the i-th microphone.

H(ν,ψ) = [h(ν, ψ1), . . .,h(ν, ψL)]
T is an I × L steering ma-

trix, where h(ν, ψl) = [h1(ν, ψl), . . ., hI(ν, ψl)]
T is the array’s

steering vector that corresponds to the l-th source with DoA
ψl, such that ψ = [ψ1, . . ., ψL]

T is the DoA vector. s(τ, ν) =
[s1(τ, ν), . . ., sL(τ, ν)]

T is the source signals vector where
sl(τ, ν) is the STFT of the l-th source signal denoting its complex
amplitude at the origin. n(τ, ν) = [n1(τ, ν), . . ., nI(τ, ν)]

T is
the additive noise vector.

For coherent sources, such as a sound source and its reflec-
tions, the cross-correlation matrix of the source signals Ss(τ, ν)
is singular, which may lead to the failure of the MUSIC al-
gorithm [4]. The CSSM, which involves a focusing process
followed by frequency smoothing, was proposed to enable the
operation of subspace localization methods, such as MUSIC,
for coherent sources. The focusing process is performed by
multiplying the array signal p(τ, ν) at each frequency within
a frequency band by a corresponding I × I focusing matrix
T(ν, ν0) that aligns the steering matrix H(ν,ψ) to the cen-
tral steering matrix H(ν0,ψ), where ν0 denotes the central
frequency within the processed frequency band. The focusing
matrix T(ν, ν0) satisfies

T (ν, ν0)H (ν,ψ) = H (ν0,ψ) . (2)

Defining the transformed array signal p̃(τ, ν) as

p̃ (τ, ν) = T (ν, ν0) p̃ (τ, ν) , (3)

and assuming s(τ, ν) and n(τ, ν) are uncorrelated, the cross-
spectrum matrix of p̃(τ, ν) can be written as

Sp̃(τ, ν) = E
[
p̃ (τ, ν) p̃H (τ, ν)

]
= H (ν0,ψ)Ss(τ, ν)H

H (ν0,ψ)

+T (ν, ν0)Sn(τ, ν)T
H (ν, ν0) , (4)

where E[·] is the expectation operation, (·)H denotes the con-
jugate transpose, and Ss(τ, ν) and Sn(τ, ν) are the cross-
correlation matrices of the source and noise signals, respectively.
This equation shows the effect of the focusing operation. It
removes the frequency dependence such that each transformed
array signal shares the same steering matrix. This property
enables the operation of frequency smoothing while preserv-
ing the spatial information in the smoothed steering matrices.
Frequency smoothing is then applied, averaging the aligned
cross-spectrum matrices from the frequency band to which
focusing has been applied. Denoting the averaging operation
with an over-line, the smoothed cross-spectrum matrixSp̃(τ, ν0)
is

Sp̃ (τ, ν0) = H (ν0,ψ)Ss (τ, ν0)H
H (ν0,ψ) + Sñ (τ, ν0) ,

(5)
where Sñ(τ, ν0) = T(ν, ν0)Sn(τ, ν)T

H(ν, ν0). The frequency
smoothing of Ss(τ, ν) aims to decorrelate the sources and to re-
store its rank such that Ss(τ, ν) is of full rank [4]. Assuming that
the smoothing operation successfully decorrelated the sources,
and given that there are fewer sources than sensors, i.e. L < I ,
MUSIC can be applied with the smoothed cross-spectrum matrix
Sp̃(τ, ν0), leading to the DoA estimation of the L sources.
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III. CURRENT APPROACHES TO FOCUSING

Several formulations for the focusing matrices have been
previously proposed. One type of these approaches assumes
knowledge of the DoAs. In the absence of such knowledge,
an iterative scheme is typically applied, where in each step the
focusing matrices are computed using the DoAs estimated in the
previous step, as described in [4]. This process relies on an initial
estimate of the DoAs. However, in reverberant environments
with multiple coherent sources due to room reflections, an initial
estimate of the DoAs may be difficult to obtain. To avoid the
computational cost associated with this iterative process and the
possible errors due to initial DoA estimation errors, different
focusing approaches based on direction-independent focusing
matrices were proposed. One approach is tailored to spherical
arrays, and employs plane-wave decomposition (PWD), which
can be viewed as the application of direction-independent fo-
cusing and completely removes the frequency dependence of the
steering matrices [21]. Another approach is based on beamspace
processing and is referred to as beamspace–invariance (BI).
In this formulation, the beamspace matrices play the role of
focusing matrices and are obtained by minimizing the focusing
error over all directions [6]:

TBI (ν, ν0) = arg

{
min
T

∫
S2

‖Th (ν, ψ)

−T0h (ν0, ψ)‖2 w (ψ) dψ

}
, (6)

where w(ψ) is a generic weighting function, S2 is a spherical
surface of unit radius and T0 is a reference focusing matrix,
which can be designed to achieve desired properties such as
high SNR gain or low sidelobes, and to reduce focusing error.
The solution to (6) is given by [6]

TBI (ν, ν0) = T0Q
H (ν, ν0)R

−H (ν) , (7)

where

Q (ν, ν0) =

∫
S2

h (ν, ψ)hH (ν0, ψ)w (ψ) dψ (8)

and

R (ν) =

∫
S2

h (ν, ψ)hH (ν, ψ)w (ψ) dψ. (9)

Another formulation, referred to here as unitary focusing, is
proposed at the first stage of the iterative scheme presented in [5].
Unitary focusing matrices, originally formulated in [22], ensure
that there is no SNR loss in the focusing process [22]. In [5],
the unitary focusing matrices are reformulated as direction-
independent matrices, similarly to the BI transformations:

Tunitary (ν, ν0) = arg

{
min
T

∫
S2

‖Th (ν, ψ)− h (ν0, ψ)‖2

×w (ψ) dψ subject toTHT = I

}
. (10)

The solution to (10) is given by [5]

Tunitary (ν, ν0) = W (ν, ν0)U
H (ν, ν0) , (11)

where W(ν, ν0) and U(ν, ν0) are the matrices obtained from
the singular value decomposition of Q(ν, ν0).

Another focusing formulation, referred to as the WINGS
transformations [7], is based on the representation of the steering
function using spherical harmonics. Assuming that the steering
function is order-limited, i.e. it can be represented by spherical
harmonics coefficients up to a certain orderN , its representation
using spherical harmonics is given by [2]

h (ν, ψ) = V (ν)y (ψ) , (12)

where y(ψ) = [Y 0
0 (ψ), Y

−1
1 (ψ), . . . , Y N

N (ψ)]T is an (N +
1)2 × 1 vector of the spherical harmonics functions Y m

n (ψ) of
order n and degree m and

V (ν) =

⎡
⎢⎢⎢⎣
v10,0 (ν) v

1
1,−1 (ν) · · · v1N,N (ν)

v20,0 (ν) v
2
1,−1 (ν) · · · v2N,N (ν)

...
...

. . .
...

vI0,0 (ν) v
I
1,−1 (ν) · · · vIN,N (ν)

⎤
⎥⎥⎥⎦ (13)

is an I × (N + 1)2 matrix of the spherical harmonics coeffi-
cients vin,m(ν) of order n and degreem of the i-th microphone’s
steering function. For an order-limited steering function, the
solution to (6), with constant weights w(ψ) = 1, is given by [7]

TWINGS (ν, ν0) = T0V (ν0)V
† (ν) , (14)

where (·)† is the pseudo-inverse operation. The matrix V(ν)
is computed via the spherical Fourier transform of the array’s
steering function

V (ν) =

∫
S2

h (ν, ψ)yH (ψ) dψ. (15)

The above methods of direction-independent focusing use
integrals over the steering functions h(ν, ψ), that is, assuming
that an analytical expression of the steering function is available,
e.g. for sensors in free field. Therefore, these methods cannot
be directly applied to arrays for which the steering function is
available only for selected directions, and in a numerical form,
such as arrays around complex scattering structures, e.g. a robot
head.

IV. PROPOSED FOCUSING METHOD

To apply the current approaches of direction-independent
focusing to arrays for which the steering function is available
only for selected directions, the integrals in (8), and (15) can be
approximated using quadrature methods. A quadrature method
aims to approximate the integral given a set of samples on the
sphere, {ψl}Ll=1, and sampling weights, αl, as follows [2]:

∫
S2

g (ψ) dψ ≈
L∑

l=1

αlg (ψl) . (16)

The explicit expressions of the weights for some standard sam-
pling schemes are given in [2]. It is shown that the number
of samples depends on the spherical harmonics order of the
sampled function. This implies that an insufficient number of
samples may lead to an inaccurate approximation, and conse-
quently to poor focusing performance.
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In this work, a set of factors affecting focusing error is derived,
providing insight into the focusing process and supporting the
application of accurate focusing. These factors are presented
in the following section. In the remainder of this section, the
discrete form for the computation of the focusing matrix is
developed. While the standard sampling sets can be used to
sample the directions of the steering function, in this work a more
generalized form is employed in which no sampling weights are
required, and for which the sampling set does not necessarily
follow a predefined sampling scheme. Given samples of the
array’s steering function from a set of directionsψ, and assuming
an order-limited steering function (see next section for further
discussion), the steering matrix H(ν,ψ) can be represented
using (12) as

H (ν,ψ) = V (ν)Y (ψ) , (17)

where Y(ψ) = [y(ψ1) · · ·y(ψL)]. The matrix V(ν) can be
computed by the least-squares (LS) solution to (17), as fol-
lows [2]:

V (ν) = H (ν,ψ)Y† (ψ) , (18)

where Y†(ψ) = YH(ψ)(Y(ψ)YH(ψ))−1 in this case. Equa-
tion (18) is known as the discrete spherical Fourier transform
(DSFT) and it provides an alternative way to compute V(ν)
where the steering function is available only from selected
directions. Having computed matrices V(ν), V(ν0), focusing
can be applied by TWINGS(ν, ν0) as in (14). Tunitary(ν, ν0)
can also be computed for this case. Assuming an order-limited
steering function, the minimization problem (6) with T0 = I,
w(ψ) = 1, and the additional unitary constraint, that ensures that
there is no SNR-loss in the focusing process, can be rewritten
using Parseval’s identity as [7]

Tunitary (ν, ν0) = arg
{
min
T

‖TV (ν)−V (ν0)‖2F

subject to THT = I
}
, (19)

where ‖ · ‖F denotes the Frobenius norm. The problem in (19) is
referred to as the orthogonal procrustes problem with a solution
given by [22]

Tunitary (ν, ν0) = W (ν, ν0)U
H (ν, ν0) , (20)

where W(ν, ν0) and U(ν, ν0) are the matrices obtained from
the singular value decomposition of

Q (ν, ν0) = V (ν)VH (ν0) . (21)

The representation of the focusing transformations using ma-
trices in the spherical harmonics domain leads to the formulation
of factors affecting focusing error. These factors are presented
in the next section.

The proposed focusing and frequency smoothing process is
summarized in Algorithm 1.

V. FACTORS AFFECTING FOCUSING ERROR

In this section the factors affecting focusing error when using
the proposed method are investigated. Substituting (17) into (1),

Algorithm 1: Focusing and Frequency Smoothing.
Input:

- array signal p(τ, ν) for Jτ and Jν time and freq.
samples

- steering function h(ν, ψl) at Jν freq. and L directions
Compute:

- spherical harmonics coeff. matrix V(ν), ∀ν [use (18)]
- focusing trans. T(ν, ν0), ∀ν [use (14) or (20)]

Focusing:
- compute p̃(τ, ν), ∀(τ, ν) [use (3)]

Cross-spectrum estimation:
- compute Sp̃(τ, ν), ∀ν [use (4), E[·] as time averaging]

Frequency smoothing:
- compute Sp̃(τ, ν0) [use (5)]

Output:
- smoothed cross-spectrum matrix Sp̃(τ, ν0)

the system model can be written as

p (τ, ν) = V (ν)Y (ψ) s (τ, ν) + n (τ, ν) . (22)

However, this model requires that the steering function is of
finite spherical harmonics order. Now, applying focusing to (22)
leads to the formulation of an ideal focusing matrix:

T (ν, ν0)V (ν) = V (ν0) . (23)

A set of focusing matrices that satisfy (23) for each frequency
within the processed frequency band leads to ideal focusing for
any set of sources. In practice, however, several factors may lead
to errors in the focusing process; three major types of error are
outlined below.

1) Error 1 - Spherical harmonics order truncation: Array
steering functions, representing the transfer function from a
source to a microphone, are typically of infinite spherical har-
monics order, leading to an inevitable error in the representation
of the steering matrix using a finite spherical harmonics order,
as in (22). In particular, vin,m(ν) is proportional to a spheri-
cal Bessel function jn(kri), for arrays in free-field, and to a
combination of spherical Bessel functions and spherical Henkel
functions, hn(kri) for arrays around scattering objects [2].
These functions decay for n > kri, where ri is the distance of
the i-th microphone from the origin and k is the wave number.
Therefore, the steering function can be considered order-limited
in practice, with a relatively small error for kri ≈ N , and with a
diminishing error for kri � N [2]. The truncation error can be
defined for a row vector v(ν) in V(ν) (for a given microphone),
and is given by

εtrun (ν) =

∥∥∥∥ṽ (ν)−
[
v (ν)
0

]∥∥∥∥
2

‖ṽ (ν)‖2
, (24)

where vector ṽ(ν) is of order Ñ , which is assumed to be
sufficiently high to guarantee a negligible error.

2) Error 2 - Matrix inversion: Accurate focusing requires a
perfect solution to (23). Using the WINGS transformations as in
(14) withT0 = I, this translates to the inversion of matrixV(ν).
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Therefore, focusing error may arise due to an error in matrix
inversion. This normalized matrix inversion error is given by

εinv (ν) =
‖T (ν, ν0)V (ν)−V (ν0)‖2F

‖V (ν0)‖2F
. (25)

This error is zero if matrix V(ν) is perfectly invertible. Since
matrix V(ν) is of size I × (N + 1)2, in case where there are
more microphones than coefficients, i.e. I > (N + 1)2, the sys-
tem of equations in (23) (solving separately for each row in
T(ν, ν0)), is under-determined, and any of its infinite solutions
will satisfy (23). In the case where there are more coefficients
than microphones, i.e. I < (N + 1)2, the system in (23) is
over-determined, and can be solved in the least-square sense
using (14), potentially leading to some error. Note that this
over-determined case can be avoided by limiting the order N
such that I ≥ (N + 1)2. This, in turn, can be achieved in practice
by limiting the wave number (by limiting the operating fre-
quency), or by truncating the order at the expense of increasing
the truncation error.

3) Error 3 - Spatial aliasing: When an analytical expression
for the steering function is not available, matrix V(ν) can
be computed from spatial samples (source directions) of the
steering function, as in (18). However, an insufficient number of
spatial samples relative to the spherical harmonics order of the
steering function may lead to aliasing errors [2]. Denoting the
steering matrix coefficients computed using (18) by V̂(ν), and
then substituting (17) into (18) leads to

V̂ (ν) = V (ν)Y (ψ)Y†
V̂
(ψ) = V (ν)

[
I A

]T
. (26)

Y†
V̂
(ψ) holds the sampled steering directions, with order NV̂

which is determined by the number and distribution of the
samples [2]. A is an [(Ñ + 1)2 − (NV̂ + 1)2]× (NV̂ + 1)2

matrix which reflects the way in which high order harmonics
are aliased to the low orders when NV̂ < Ñ , where Ñ is the
true order of V(ν), as defined in Error 1 above. Note that in
this case the sampling process will lead to additional truncation,
from Ñ to NV̂. Aliasing error may be unavoidable because Ñ
may be infinite in practice. Nevertheless, aliasing error can be
reduced by selecting a sampling scheme leading to NV̂ that
is sufficiently high to faithfully represent V(ν). This requires
that the number of samples satisfies L ≥ (Ñ + 1)2 and that
Y(ψ) is of full rank with a reasonably low condition number
so that matrix Y(ψ)YH(ψ) in (18) has a stable inverse. The
exact number of samples (or directions), L, may depend on
the sampling schemes, see e.g. [2] for some standard schemes.
Because Ñ increases with frequency (see discussion in Error 1
above), it is expected that the number of required samples will
increase with frequency. The aliasing error can be formulated as

εalias (ν) =

∥∥∥∥ṽ (ν)−
[
v̂ (ν)
0

]∥∥∥∥
2

‖ṽ (ν)‖2
, (27)

where v̂(ν) is a row vector in V̂(ν) (for a given microphone) and
ṽ(ν) is of order Ñ assumed to be sufficiently high to guarantee
a negligible error. Note that this aliasing error also includes
truncation, because sampling with an insufficient number of
directions causes both types of error.

Fig. 1. Truncation error εtrun(ν) computed using (24) for orders N from 1
to 7 (solid lines with different colors) and for all 12 microphones (different
plots within the same color). The dashed lines denote aliasing (and added
truncation) error, computed using (27) with NV̂ = 2 from a sampling set of
L = 9 directions.

VI. FOCUSING ANALYSIS FOR A ROBOT HEAD

This section presents an analysis of focusing for a microphone
array that is mounted on the Nao robot head, and investigates the
factors that may lead to focusing error for this array example. The
array is composed of 12 omnidirectional microphones arranged
in a pseudo-spherical arrangement. This array was employed
in the recent acoustic sources LOCalization And TrAcking
(LOCATA) challenge and a detailed description of the array can
be found in the challenge documents [23]. Simulated impulse
responses from a source to each microphone were provided with
a sampling frequency of Fs = 10 kHz from a set of L = 240
source directions that follow a nearly-uniform distribution. The
impulse responses were up-sampled to a sampling frequency of
Fs = 16 kHz and represented usingM = 512 frequency points.
Since the steering function is available only from a finite set of
directions, the proposed method is employed to compute the
focusing transformations. In the remainder of this section, the
errors due the factors listed in Section V are evaluated, and next,
overall focusing performance is studied.

A. Spherical Harmonics Order Truncation

This section investigates the truncation error due to the repre-
sentation of the array steering function by a finite order. The array
is composed of microphones mounted around Nao’s head, which
act as a scattering object. Therefore, as discussed in the previous
section, the steering function can be considered order-limited for
kri ≈ N , with a diminishing error for kri � N , for some finite
N . For this array, ri, the distance of the i-th microphone from the
origin (center of the head) is fairly uniform and reaches about
r ≈ 6.5 cm for the furthest microphone. This leads to kr = 6
for 5 kHz, such that N = 6 chosen in the operating frequency
range. Therefore, Ñ = 10 was chosen as an accurate reference
in the computation of the steering function.

Fig. 1 depicts εtrun(ν) for each microphone and for N =
1, . . ., 7 with Ñ = 10 as a reference. The corresponding values
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of kr are presented at the top of Fig. 1. Fig. 1 shows that for allN
the truncation error εtrun(ν) is similar between all microphones.
This is because of the similar distance of the microphones
from the origin. Fig. 1 also shows that, as expected, εtrun(ν)
is relatively small for kr ≈ N and diminishes for kr � N , for
all N . This verifies the theory on truncation error discussed
in Section V. In particular, for this array and for a maximum
operation frequency of 5 kHz, the steering function is approx-
imately order-limited with an order N = 6, with a normalized
truncation error that is lower than −10 dB. This leads to two
conclusions: (i) the focusing matrices should be computed with
order of N = 6, and (ii) the number and distribution of steering
function samples (directions) should be sufficient to provide
aliasing-free sampling with N = 6. This is further discussed
in Subsection VI-C.

B. Matrix Inversion

The error due to the inversion of the matrixV(ν) is now exam-
ined. As outlined in Section V, an inversion error of zero requires
that I ≥ (N + 1)2, i.e. more microphones than coefficients.
Because the array has I = 12 microphones this requirement is
met for ordersN ≤ 2. This means that at frequencies that require
higher orders for an accurate representation of the steering
function, i.e. above about 1500 Hz (see Fig. 1), an ideal transfor-
mation matrix may not exist. In this case, some focusing error
is expected. This will be studied further in Subsection VI-D.

C. Spatial Aliasing

This subsection examines the aliasing error for the studied
array. From Subsection VI-A it follows that for 0–5 kHz the
steering function is approximately order-limited with orderN =
6. Therefore, a small aliasing error will be obtained for sampling
schemes that maintain the sampling conditions for this order,
i.e. L ≥ 49, and matrix Y(ψ) is of full rank with a reasonably
low condition number. The given sampling set of L = 240
nearly-uniformly distributed directions implies oversampling in
this case, and thus a negligible aliasing error is expected in this
frequency range.

As this is not always the case, a sparser sampling scheme
is employed to demonstrate the aliasing error in the case of
insufficient sampling. A sampling scheme of L = 9 directions
is used, which facilitates the computation of coefficients up to
a maximal order of NV̂ = 2. Fig. 1 depicts in dashed lines the
aliasing (and added truncation) error in this case. The figure
shows that the aliasing error becomes significant in the range of
kr > 2, where the number of directions is insufficient relative
to the spherical harmonics order of the steering function.

D. Focusing Performance

The purpose of this subsection is to analyze focusing per-
formance with WINGS transformations, calculated using the
proposed approach, and to examine the effects of the various
factors on overall focusing error. From Subsection VI-B it was
concluded that selecting N ≤ 2 leads to a zero inversion error.
On the other hand, according to Subsection VI-A, the selection of

Fig. 2. Mean (over directions) normalized focusing error for a bandwidth of
469 Hz as a function of the central frequency ν0. The WINGS transformations
were computed for orders N from 1 to 6 as denoted on the figure.

N = 6 leads to a small truncation error over the entire operating
frequency range. This insight motivates the investigation of the
focusing performance for various orders N .

The WINGS transformations were computed from different
orders N = 1, . . ., 6 according to (14), with T0 = I, and for a
smoothing bandwidth of 469 Hz. The considerations for choos-
ing the smoothing bandwidth are discussed in the next section.
The spherical harmonics coefficient matrices that were used
in the computation of (14) are computed from (18) using the
L = 240 steering function samples. This sampling implies that
the aliasing error is negligible in this study.

The measure that was employed for assessing the focusing
performance is the mean (over directions) of the normalized
focusing error, which is defined as [6]

εf (ν0) =
1

L

L∑
l=1

‖T (ν, ν0)h (ν, ψl)− h (ν0, ψl)‖2

‖h (ν0, ψl)‖2
, (28)

where (·) denotes averaging over the frequencies within the
processed frequency band. Fig. 2 depicts εf (ν0) as a function of
the central frequency ν0 for the different orders N = 1, . . ., 6.
The dashed line denotes the values of εf (ν0) when the focusing
matrices T(ν, ν0) were chosen to be the identity matrix, i.e. no
focusing was employed.

ForN = 1, 2, the inversion error is expected to be very small
(because I > (N + 1)2), so that the total error is likely to be
dominated by truncation. Indeed, Fig. 2 shows that, for these
orders, the overall focusing error is similar to the truncation error
depicted in Fig. 1. For N > 2, the error in the two figures is no
longer similar, due to the contribution of the matrix inversion
error. For N = 6, for which truncation is minor, the error is at-
tributed to matrix inversion, whereas forN = 3, 4, 5, truncation
error is added to the matrix inversion error for kr > N , where
the effect of truncation is no longer negligible. Fig. 2 also shows
that for kr � 1, performance deteriorates. This can be explained
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Fig. 3. Mean (over directions) normalized focusing error of the WINGS
transformations withN = 6 as a function of the central frequency ν0 for various
smoothing bandwidths Δf .

by the ill-conditioning of V(ν) at low frequencies, leading to an
unstable inversion.

VII. SMOOTHING BANDWIDTH SELECTION

Another parameter that should be determined prior to focusing
is the smoothing bandwidth. Fig. 3 depicts εf (ν0) for the Nao
array with WINGS transformations that are computed using
spherical harmonics of order N = 6, and for several smoothing
bandwidths Δf . Fig. 3 suggests that focusing performance is
degraded as the bandwidth increases. This behavior can be
explained by noting that the larger the bandwidth the greater the
difference betweenH(ν0,ψ) andH(ν,ψ). Consequently,V(ν)
will differ more significantly from V(ν0) for larger smoothing
ranges and the residuals in the focusing LS fitting process will be
larger. In light of these results, it may be better to choose a narrow
bandwidth to reduce the focusing error, and yet a wide enough
bandwidth to successfully decorrelate the source signals and
restore the rank of the source signals cross-correlation matrix.

As an example to study this tradeoff, consider a simple
scenario of direct sound with unit amplitude, and a single reflec-
tion with the same magnitude, arriving after some propagation
delay. For these two coherent sources, the source signal’s cross-
correlation matrix Ss(ν) is of unit rank with its column space
spanned by the characteristic vector [1, ej

2πFs
M ντ0 ]T , where τ0

is the delay between the signals. The frequency smoothing
operation exploits the frequency diversity of the characteristic
vectors within the bandwidth to restore the rank. It is therefore
expected that a larger bandwidth will provide better frequency
smoothing. The effective-rank [24] can be employed for measur-
ing the frequency diversity of the characteristic vectors within a
smoothing window. The effective-rank of

A =

[
1 · · · 1

ej
2πFs
M (ν0−� Jν

2 	)τ0 · · · ej 2πFs
M (ν0+� Jν

2 	)τ0

]
(29)

Fig. 4. erank(A) as a function of the smoothing range Δf for several delays
τ0 = 2, 4, 8, 16ms.

as a function of the bandwidth Δf = Fs
M Jν was examined. The

matrix A consists of the characteristic vectors from the smooth-
ing bandwidth, where the jν-th column of the matrix A holds
the characteristic vector from frequency Fs

M (ν0 + jν), jν =

−
⌊
Jν

2

⌋
, . . .,

⌊
Jν

2

⌋
. The effective-rank is a real-valued measure

that generalizes the rank term and quantifies the dimensionality
of a matrix. The effective-rank of A is defined as [24]

erank (A) = exp

{
−

2∑
k=1

σk
‖σk‖1

log
σk

‖σk‖1

}
, (30)

where σk is the k-th singular value of A and ‖ · ‖1 denotes
the l1-norm. Since the number of rows of A is fixed to be 2,
erank(A) ranges between 1 and 2, where for bandwidths for
which erank(A) = 1 the vectors in A are linearly dependent,
so that smoothing with this bandwidth will not restore its rank.
The closer that erank(A) is to 2, the larger the frequency
diversity of the column in A, and so smoothing will probably
succeed in decorrelating the sources. Note that erank(A) is
not a function of the central frequency ν0, since applying the

unitary transformation

[
1 0

0 e−j
2πFs
M ν0τ0

]
to A eliminates its

dependence on ν0 while not affecting its singular values.
Fig. 4 shows the values of erank(A) as a function of Δf for

delays τ0 = 2, 4, 8, 16ms, which represent the delay values of
typical early reflections in a room. Fig. 4 shows that erank(A) is
lower for shorter delays, suggesting that decorrelating sources
with short delays requires a wider bandwidth. Examining the
results in Figs. 3 and 4, it appears that a bandwidth of about
Δf = 500Hz is a good choice for delays of τ0 ≥ 2 ms since it
is sufficiently wide for decorrelating sources and yet narrow
enough to achieve accurate focusing. Because reflections in
rooms typically have a larger delay, it is expected that this band-
width should be sufficient for applications in the realm of sound
in rooms. For different applications, additional factors may need
to be taken into consideration when choosing the smoothing
bandwidth. In particular, as the number of speakers increases,
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the W-disjoint orthogonality assumption, which is exploited for
multiple speaker localization in Section VIII, may be violated
as the bandwidth broadens. However, the investigation of this
assumption is beyond the scope of this work and will be left for
further study.

VIII. APPLICATION TO SPEAKER LOCALIZATION

In this section the focusing method developed in this article is
integrated into a speaker localization method based on the DPD
test [9], which has been developed for spherical microphone
arrays. The proposed method therefore extends the DPD test
based method to arrays with an arbitrary configuration. The
DPD test is used to select time-frequency (TF) bins with one
dominant source, assuming that these bins contain a significant
contribution from the direct-sound and insignificant contribu-
tions from room reflections, and then only these bins are used
for the estimation task [9]. In the DPD test based method [9], the
plane-wave decomposition (PWD) operation, which is tailored
to spherical arrays, is employed to remove the steering matrices’
frequency dependence to support local frequency smoothing
operation to decorrelate coherent sources. In the proposed ex-
tension, the direction-independent focusing process developed
here is employed instead of the PWD operation, while the rest
of the DPD test based algorithm remains unchanged [10], [11].
The development of the DPD test for arbitrary arrays is now
presented.

To construct the smoothed cross-spectrum in bin (τ0, ν0), lo-
cal focusing is applied to a rectangular window ofJτ time frames
and Jν frequencies around (τ0, ν0), followed by an averaging of
the spectrum over the window. The averaging over time frames
approximates the statistical expectation operation and the aver-
aging over frequencies implements frequency smoothing. With
ideal focusing, the smoothed cross-spectrum can be expressed
as in (5). For clarity, (5) is rewritten here as

Sp̃ (τ0, ν0) = p (τ0, ν0)pH (τ0, ν0)

= H (ν0,ψ)Ss (τ0, ν0)H
H (ν0,ψ) + Sñ (τ0, ν0) , (31)

where the over-line represents averaging over the rectangular
window around (τ0, ν0). After smoothing, the matrix Ss(τ0, ν0)
is assumed to be of full rank with a low condition number. This
enables the identification of bins with one source by examining
the numerical rank of Sp̃(τ0, ν0). The set of bins selected by the
DPD test is

ADPD =

{
(τ0, ν0) :

σ1 (τ0, ν0)

σ2 (τ0, ν0)
> T HDPD

}
, (32)

where σ1(τ0, ν0) and σ2(τ0, ν0) are the largest and second
largest singular values of Sp̃(τ0, ν0) and T HDPD is a chosen
threshold.

Several other measures for the dominance of the direct-path
have been proposed. The measure proposed in [25] quantifies
the similarity of the first eigenvector to a specific steering vector.
Another measure is based on the sound field directivity, which
is a computationally-efficient alternative to the aforementioned
singular values ratio measure [26]. However, the use of these

TABLE I
THE NUMBER OF SOURCES, THEIR DISTANCE FROM THE ARRAY AND THEIR

DOAS (ELEVATION AND AZIMUTH ANGLES) FOR THE FIVE RECORDINGS

measures is limited to spherical arrays since they are based on
processing in the spherical harmonics formulation. Contrary to
these measures, the measure proposed in [14] can be applied to
arbitrary arrays.

Several approaches for estimating the speaker DoA from
the selected bins have been proposed, including MUSIC with
coherent and incoherent integration of the signal subspaces from
the different bins [9], and bin-wise DoA estimation followed by
statistical analysis to fuse the estimates [27]–[30].

IX. EXPERIMENTAL VERIFICATION

This section aims to evaluate and compare the performance of
the proposed method, the local space-domain distance (LSDD)-
DPD test proposed in [14] and the DPD test [9] in estimating
the DoAs of both single and multiple speakers in real-world
conditions. The LSDD-DPD test selects TF bins based on sig-
nals’ similarity to a steering vector, suggesting the existence
of a single source. Unlike the proposed method, the LSDD-
DPD test does not use either time or frequency smoothing, and
therefore does not require focusing. The underlying assumption
is that successful focusing and frequency smoothing with the
proposed method will facilitate good DoA estimation perfor-
mance. For this purpose, the real-world recordings with the
Nao array, obtained as a part of the LOCATA challenge, are
employed [23]. Data was recorded in a laboratory of the De-
partment of Computer Science at Humboldt University Berlin,
of size 7.1 m × 9.8 m × 3 m with an approximate reverberation
time of T60 = 0.55 s. Speech segments were played through
stationary loudspeakers and perceived by the array. The number
of sources, their DoAs and the distance of each source from the
array for each of the recorded scenes are presented in Table I.
The Nao array steering vectors available for the challenge were
interpolated in space to 7442 directions that follow a Gaussian
sampling scheme to obtain a spatial resolution of 3◦.

The recorded data was down-sampled from 44 kHz to 16 kHz
before it was processed by the tested methods to align with
the sampling frequency of the steering vectors. The recorded
signal was transformed to the STFT domain using a 512
samples (32 ms) Hann window with an overlap of 16 ms. For the
proposed method, the cross-spectrum was computed according
to (31) with averaging over 3 time frames and 15 frequencies.
The WINGS transformations were computed as described in
Subsection VI-D using a spherical harmonics order of N = 6.
The LSDD-DPD test was implemented according to [14]. The
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Fig. 5. DoA estimate errors for the examined methods for (a) single speaker
and (b) multiple speakers.

DPD test method was implemented according to [31], with
the spherical harmonics coefficients of the plane-wave density
estimated up to spherical harmonics order N = 1 and with
averaging over 3 time frames and 15 frequencies to construct the
correlation matrix. For all tested methods the minimal operating
frequency was limited to 1 kHz due to the array aperture. The
maximal operating frequency of the proposed method and of the
LSDD-DPD test was selected to be 5 kHz, while the maximal
operating frequency of the DPD test was limited to 2.5 kHz due
to spatial aliasing. The threshold for each test was chosen such
that 5% of all available bins will pass the test. For all methods,
MUSIC with a source subspace of a single dimension is applied
to the bins that passed the tests. A fusion phase is applied, for
all methods, after estimating the DoA from each of the selected
bins. The DoAs are first represented as unit vectors in Cartesian
coordinates, and then MATLAB implementation of the K-means
algorithm (kmeans()) with the cosine distance metric is em-
ployed to classify the estimates from the different bins. The
number of clusters was equal to the number of speakers, which
is assumed to be known. The final DoA estimates were chosen
to be the mean of the obtained clusters.

The angular distance (in the φθ plane) between an estimate
and the true source direction was employed as a measure for
DoA estimation error. For multiple speakers, all permutations
of the DoA estimation vector were compared with the true
DoAs and the permutation that minimizes the MSE was used
to associate each estimate with a source. Fig. 5 shows the
estimation error bars for each method and for a single speaker
scenario (a) and for a multiple speakers scenario (b). Fig. 5
shows that the proposed extension of the DPD test achieved
performance comparable with the LSDD-DPD test and with a
maximal error smaller than5◦ for both the single and the multiple
speakers. This result demonstrates the feasibility of the proposed
method in estimating the DoAs in real-world scenarios. The
inferior performance of the DPD test is due to a relatively narrow
operational frequency band and also due to data reduction caused
by transforming the 12-dimensional microphone signal to a 4
harmonics PWD domain.

The proposed method achieved good performance that is
comparable with the state-of-the-art LSDD-DPD test [14]. This
result verifies that the focusing and smoothing technique works
well. However, the LSDD-DPD test [14] is strictly used for DoA
estimation while the proposed method can be used to compute
smoothed cross-spectrum matrices for other applications, such
as speech enhancement [17], blind source separation [18], and
beamforming [19]. Moreover, the measure proposed in [14] is
based on a steered beam response; thus, it may have resolution
limitations, especially when applied to arrays with a small
number of microphones, such as a binaural array. However, the
investigation of the latter is left for future study.

X. CONCLUSION

Direction-independent focusing methods facilitate the com-
putation of the coherently smoothed spatial spectrum matrix,
in particular in reverberant environments. In this article, a
direction-independent focusing method has been developed. The
proposed method extends the current methods to arrays with
a steering function that is available only for a set of selected
directions. Spherical harmonics decomposition of the steering
function was employed to formulate factors that affect the fo-
cusing error and to assess the number of required directions. A
case of two coherent sources has been studied, leading to the
conclusion that a smoothing bandwidth of about 500 Hz is wide
enough for successful frequency smoothing in typical scenes of
speech in rooms. Finally, an experimental study that employed
recordings with the Nao robot array from the LOCATA challenge
showed that the proposed focusing based extension of the DPD
test method achieves comparable performance to that of the
state-of-the-art method called the LSDD-DPD test. This result
implies that the proposed focusing and smoothing process works
well and can be used for applications other than DoA.
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