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Massive Exploration of Pseudo Data for Grammatical
Error Correction

Shun Kiyono , Jun Suzuki, Tomoya Mizumoto, and Kentaro Inui

Abstract—Collecting a large amount of training data for gram-
matical error correction (GEC) models has been an ongoing chal-
lenge in the field of GEC. Recently, it has become common to use
data demanding deep neural models such as an encoder-decoder
for GEC; thus, tackling the problem of data collection has become
increasingly important. The incorporation of pseudo data in the
training of GEC models is one of the main approaches for mitigating
the problem of data scarcity. However, a consensus is lacking on
experimental configurations, namely, (i) the methods for generating
pseudo data, (ii) the seed corpora used as the source of the pseudo
data, and (iii) the means of optimizing the model. In this study, these
configurations are thoroughly explored through massive amount of
experiments, with the aim of providing an improved understanding
of pseudo data. Our main experimental finding is that pretraining
a model with pseudo data generated by back-translation-based
method is the most effective approach. Our findings are supported
by the achievement of state-of-the-art performance on multiple
benchmark test sets (the CoNLL-2014 test set and the official test set
of the BEA-2019 shared task) without requiring any modifications
to the model architecture. We also perform an in-depth analysis
of our model with respect to the grammatical error type and
proficiency level of the text. Finally, we suggest future directions
for further improving model performance.

Index Terms—Natural language processing, language
generation, grammars and other rewriting systems, machine
translation.

I. INTRODUCTION

TO DATE, a number of studies have tackled grammatical
error correction (GEC) as a machine translation (MT) task,

in which ungrammatical sentences are regarded as the source
language and grammatical sentences are regarded as the target
language. This approach allows for the use of cutting-edge
neural MT models. For example, the encoder-decoder (EncDec)
model [1]–[4], which was originally proposed for MT, has been
widely applied to GEC with remarkable results [5]–[13].
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However, a challenge in applying EncDec to GEC is that
EncDec requires a large amount of training data [14]; however,
the largest set of publicly available parallel data (Lang-8) in
GEC only contains 2 million sentence pairs [15]. The amount
of available data is insufficient for the model to generalize
to various grammatical errors. Consequently, there has been
much research on methods for augmenting data by incorporating
pseudo training data [9]–[13], [16].

When incorporating pseudo data, several decisions must
be made regarding the experimental configurations, namely,
(i) the method of generating the pseudo data, (ii) the seed
corpus for the pseudo data, and (iii) the optimization setting
(Section II). However, a consensus on these decisions in the
field of GEC has not been reached. For example, [9] found
that a variant of the back-translation [17] method (BACKTRANS

(NOISY)) outperformed the method of generating pseudo data
from raw grammatical sentences (DIRECTNOISE). However, both
the current state of the art model [12] and the winner of the
BEA-2019 shared task [13], [18] use the DIRECTNOISE-based
method.

In this study, we investigate the aforementioned decisions
regarding pseudo data, with the aim to provide the research
community with an improved understanding of the incorporation
of pseudo data. Through massive amount of experiments, we
explore and determine appropriate settings for GEC. In addition,
we validate the reliability of the proposed settings by evaluating
their performance on benchmark datasets. Specifically, without
any task-specific techniques or architecture, our off-the-shelf
EncDec method outperforms not only all previous single-model
results but also all ensemble results, with the exception of the
ensemble result by Grundkiewicz et al. [13]. By applying ad-
ditional task-specific techniques, we further improve the model
performance and achieved state-of-the-art performance on the
CoNLL-2014 test set and the official test set of the BEA-2019
shared task.

It should be noted that a preliminary version of this study
was presented at an international conference (EMNLP-IJCNLP
2019) [19]. Our primary extensions of the conference paper
include an additional experiment (Secion IV-B), an in-depth
analysis of the experiments (Section V) and a comprehensive
overview of previous studies on pseudo data for GEC (Sec-
tion VI). Specifically, our additions are as follows:

i) We conduct an experiment with an additional pseudo data
generation method proposed by Grundkiewicz et al. [13]
(Section IV-B, Table IV).
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ii) We analyze the effect of changing the seed corpus on
the performance of the model for each proficiency level
(Section V-A2, Fig. 6, Fig. 7).

iii) We analyze the effectiveness of incorporating pseudo
data by comparing the performance of baseline, PRET-
LARGE, and PRETLARGE+SSE models for each grammat-
ical error type (Section V-B1, Fig. 9). Both PRETLARGE

and PRETLARGE+SSE are the proposed settings for GEC
(Section IV-E).

iv) We analyze the scalability of the performance for
each proficiency level to the amount of pseudo data
(Section V-B2, Fig. 10).

v) We summarize previous studies, in which methods are
developed for generating pseudo data. These methods
include both a rule/probability-based approach and a
machine translation-based approach (Section VI-A).

vi) We demonstrate that previous studies used various type
of seed corpora (Section VI-B).

vii) We summarize the use of pseudo data for model training
in previous studies (Section VI-C).

In addition, a number of revisions have been made, as follows:
i) We ensure the reproducibility of our experiments by

publicly releasing the pretrained model files and model
outputs.1

ii) Our conference paper [19] used a randomly subsampled
version of BEA-valid as the validation set. In this study,
we instead use the entire BEA-valid and evaluated our
models. We confirm that our conclusions about the ap-
propriate settings for GEC remain unchanged.

iii) Part of the experiments (Table VI and Fig. 4) are reran
using Gigaword instead of Wikipedia as the seed corpus
because we determine that Gigaword was empirically the
best seed corpus (Table V).

iv) We add several mathematical equations in the problem
formulation (Section II) to describe the GEC task more
concisely.

II. PROBLEM FORMULATION AND NOTATION

In this section, we formally define the GEC task addressed in
this paper. Let D be the GEC training data that comprise pairs
of an ungrammatical source sentence X and grammatical target
sentence Y (i.e., D = {(Xn,Y n)}n). Here, |D| denotes the
number of sentence pairs in the dataset D.

EncDec is currently the dominant approach to the GEC task
[6]–[8]. To describe EncDec, we define X as consisting of
a sequence of I tokens, namely, X = (x1, . . . , xI), where xi

denotes the i-th token of X . Similarly, yj denotes the j-th
token of Y . We define Y as always containing two additional
special tokens; 〈bos〉 for y0 and 〈eos〉 for yJ+1. Thus, Y =
(y0, y1, . . . , yJ , yJ+1), that is, the length of Y is always J + 2.
Then EncDec models the following conditional probability:

p(Y |X) =

J+1∏
j=1

p(yj |y0:j−1,X,Θ), (1)

1[Online]. Available: https://github.com/butsugiri/gec-pseudodata

where Θ represent all trainable parameters of the model. Our
objective is to find the optimal parameter set Θ̂ that minimizes
the following objective function L(D,Θ) for the given training
data D:

L(D,Θ) = − 1

|D|
∑

(X,Y )∈D
log(p(Y |X,Θ)), (2)

where p(Y |X,Θ) denotes the conditional probability of Y
given X .

In a standard supervised learning setting, the parallel dataset
D comprise only “genuine” parallel data Dg (i.e., D = Dg).
However, in GEC, it is common to incorporate pseudo data Dp

that are generated from grammatical sentences Y ∈ T , where
T represents a seed corpus (i.e., set of grammatical sentences)
[9], [12], [13].

Our interest lies in the following three nontrivial aspects of (2).
Aspect (i): There are multiple methods for generating pseudo
data Dp (Section III). Aspect (ii): Options for the seed corpus T
are numerous. To the best of our knowledge, the effect of th seed
corpus domain on model performance is yet to be shown. We
compare three corpora, namely, Wikipedia, Simple Wikipedia
(SimpleWiki) and English Gigaword, as a first trial. Wikipedia
and SimpleWiki have similar domains, but different grammatical
complexities. Therefore, we can investigate how grammatical
complexity affects model performance by comparing these two
corpora. We assume that Gigaword contains the smallest amount
of noise among the three corpora. We can therefore use Gigaword
to investigate whether clean text improves model performance.
Aspect (iii): There are at least two major settings for incorpo-
rating Dp into the optimization of Equation (2). One is to use
two datasets jointly by concatenating them as D = Dg ∪ Dp,
and then solve the following minimization problem:

Θ̂ = arg min
Θ

{L(Dg ∪ Dp,Θ)}. (3)

We hereinafter refer to this optimization to as JOINT.
The other setting is to use Dp for pretraining, namely, mini-

mizing L(Dp,Θ) to acquire Θ′, and then fine-tuning the model
by minimizing L(Dg,Θ

′). Specifically, the optimization oper-
ates as follows:

Θ′ = arg min
Θ

{L(Dp,Θ)} (4)

Θ̂ = arg min
Θ

{L(Dg,Θ
′)}. (5)

We refer to this optimization as PRETRAIN. We investigate
the aforementioned aspects through extensive experiments
(Section IV).

III. METHODS FOR GENERATING PSEUDO DATA

In this section, we describe three methods for generating
pseudo data: noisy back-translation (BACKTRANS (NOISY)), di-
rect noizing (DIRECTNOISE), and its variant (DIRECTNOISE

(SPELL)). In Section IV, we experimentally compare these meth-
ods. Examples of each generation method are presented in Fig. 1.

https://github.com/butsugiri/gec-pseudodata
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Fig. 1. Examples of sentences generated by BACKTRANS (NOISY), DIRECTNOISE and DIRECTNOISE (SPELL) methods.

A. Noisy Back-Translation: BACKTRANS (NOISY)

Back-translation for the EncDec model was originally pro-
posed for MT by Sennrich et al. [17]. In back-translation,
a reverse model, which generates a source (ungrammatical)
sentence X from a given target (grammatical) sentence Y , is
trained. Then the output of the reverse model is paired with the
input and used as pseudo data.

Currently, in the field of MT research, back-translation is
considered to be the de facto standard method for generating
pseudo data due to its strong empirical performance [20], [21].
However, this is not the case for GEC. Xie et al. [9] reported that
naively applying back-translation leads to only a minor improve-
ment in performance. Xie et al. [9] demonstrate that in vanilla
back-translation, the reverse model is generally too conservative
and does not generate a sufficient quantity of grammatical errors.
To overcome this issue, Xie et al. [9] proposed a variant of
back-translation2 called BACKTRANS (NOISY). This method adds
rβrandom to the score of each hypothesis in the beam for every
time step. Here, scalar noise r is uniformly sampled from the
interval [0, 1], and βrandom ∈ R≥0 is a hyper-parameter that
controls the noise scale. If we setβrandom = 0, then BACKTRANS

(NOISY) is identical to vanilla back-translation.

B. Direct Noizing: DIRECTNOISE and DIRECTNOISE (SPELL)

Whereas BACKTRANS (NOISY) generates ungrammatical sen-
tences with a reverse model, DIRECTNOISE injects noise “di-
rectly” into grammatical sentences [12], [13], [16], [21]. Specif-
ically, for each token in a given sentence, this method proba-
bilistically selects one of the following operations: (i) masking
with a placeholder token 〈mask〉, (ii) deletion, (iii) insertion
of a random token sampled from unigram distribution, and (iv)
keeping the original token. A detailed algorithm is provided in
Algorithm 1. For each token, the selection is made based on the

2referred as “random noizing” in Xie et al. [9].

categorical distribution (μmask, μdeletion, μinsertion, μkeep). The
DIRECTNOISE algorithm is described in Algorithm 1.

Recently, Grundkiewicz et al. [13] proposed another method
for generating pseudo data. The central idea of their method
is to use an off-the-shelf spell checker to generate a confusion
set for a given word. Then, they probabilistically replace words
with ones in the confusion sets. This method can be generally
interpreted as a variant of DIRECTNOISE, in which the masking
operation is discarded and the replacement operation is adopted.
Thus, we refer to the method as DIRECTNOISE (SPELL).

IV. EXPERIMENTS

The goal of our experiments is to investigate Aspect (i)–(iii)
introduced in Section II. We design our experiments to ensure
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TABLE I
SUMMARY OF DATASETS USED IN OUR EXPERIMENTS. DATASET

MARKED WITH “*” IS A SEED CORPUS T

that the experimental findings are reproducible and generally ap-
plicable to GEC [22]. Specifically, the experiments are based on
the following two strategies. (i) We use an off-the-shelf EncDec
model without any task-specific architecture or techniques. (ii)
We perform hyperparameter tuning, evaluation, and comparison
for each method and setting on a validation set. In Section IV-E,
we summarize our findings and propose appropriate settings.
We then evaluate their performance on multiple benchmark test
sets.

A. Experimental Configurations

Dataset: The BEA-2019 workshop official dataset [18] is the
origin of the training, validation and test data of our experiments.
This dataset consists of the following corpora: the First Certifi-
cate in English corpus [23], Lang-8 Corpus of Learner English
(Lang-8) [15], [24], the National University of Singapore Corpus
of Learner English (NUCLE) [25], and W&I+LOCNESS [26],
[27].3 Hereinafter, we refer to the training data as BEA-train.

The BEA-train is tokenized using the spaCy tokenizer.4

Specifically, we use the en_core_web_sm-2.1.0 model.5

We remove sentence pairs that have identical source and target
sentences from the training set, following Chollampatt and Ng
[7]. We then acquire subwords from target sentences through the
byte-pair-encoding (BPE) [28] algorithm. We use subword-
nmt implementation.6 We apply BPE splitting to both source
and target text. The number of merge operations is set to 8,000.

As a seed corpus T , we use SimpleWiki,7 Wikipedia,8 or
Gigaword.9 We apply the noizing methods described in Sec-
tion III to each corpus and generate pseudo data Dp.10 The
characteristics of each dataset are summarized in Table I.

Evaluation: We report results on BEA-valid, the official test
set of the BEA-2019 shared task (BEA-test), the CoNLL-2014

3The data are publicly available at [Online]. Available: https://www.cl.cam.
ac.uk/research/nl/bea2019st/.

4[Online]. Available: https://spacy.io/
5[Online]. Available: https://github.com/explosion/spacy-models/releases/

tag/en_core_web_sm-2.1.0
6[Online]. Available: https://github.com/rsennrich/subword-nmt
7https://simple.wikipedia.org
8We used the 2019-02-25 dump file at [Online]. Available: https://dumps.

wikimedia.org/other/cirrussearch/.
9We used English Gigaword Fifth Edition (LDC Catalog No.: LDC2011T07).
10The original implementation of DIRECTNOISE (SPELL) is not publicly avail-

able. Instead, we use an in-house re-implementation of the method with the
hyperparameters described in the paper [13].

TABLE II
HYPER-PARAMETER FOR JOINT OPTIMIZATION

test set (CoNLL-2014) [29], and the JFLEG test set (JFLEG)
[30]. All reported results (except for ensemble) are the average
of five distinct trials using five different random seeds. We report
the scores measured by ERRANT [31], [32]11 for BEA-valid,
BEA-test, and CoNLL-2014. Because the reference sentences
of BEA-test are not publicly available, we evaluate the model
outputs on the CodaLab12 platform for BEA-test. We also
report results measured by the M2 scorer [33] on CoNLL-2014
for comparison with the results of previous studies. We use the
GLEU metric [34], [35] for JFLEG.

Model: We adopt the Transformer EncDec model [4] for each
experiment. Specifically, we use the implementation available
in the fairseq toolkit [36] and “Transformer (big)” settings
of Vaswani et al. [4], in which both the encoder and decoder
have six layers with 16 attention heads in each layer, a word
embedding size dmodel of 1,024, and a feed-forward network
size dff of 4,096. The dropout rate is set to 0.3.

Optimization: We compare two optimization settings,
namely, JOINT and PRETRAIN. For the JOINT setting, we optimize
the model with Adam [37]. For the PRETRAIN setting, we pretrain
the model with Adam and then fine-tune it on BEA-train using
Adafactor [38]. The detailed hyperparameters for each setting
are provided in Table II and Table III.

B. Aspect (i): Pseudo Data Generation

We compare the effectiveness of the BACKTRANS (NOISY), DI-
RECTNOISE, and DIRECTNOISE (SPELL) methods for generating
pseudo data. To do this, we first investigate the hyperparameters
suitable for BACKTRANS (NOISY) and DIRECTNOISE. Then, we
make a comparison of BACKTRANS (NOISY), DIRECTNOISE, and
DIRECTNOISE (SPELL). It should be noted that throughout this
section, we use (i) the JOINT setting and (ii) all of SimpleWiki
as the seed corpus T .

As described in Section III-B, DIRECTNOISE contains four
hyperparameters: (μmask, μdeletion, μinsertion, μkeep). Running
a grid search over all of these parameters is computationally
expensive: thus, in this study, we exclusively focus on the effect
of μmask. Therefore we deliberately fix μkeep = 0.2, and use
μinsertion = μdeletion = (1− μkeep − μmask)/2. The results are

11[Online]. Available: https://github.com/chrisjbryant/errant
12[Online]. Available: https://competitions.codalab.org/competitions/20228

https://www.cl.cam.ac.uk/research/nl/bea2019st/
https://spacy.io/
https://github.com/explosion/spacy-models/releases/tag/en_core_web_sm-2.1.0
https://github.com/rsennrich/subword-nmt
https://simple.wikipedia.org
https://dumps.wikimedia.org/other/cirrussearch/
https://github.com/chrisjbryant/errant
https://competitions.codalab.org/competitions/20228
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TABLE III
HYPER-PARAMETER FOR PRETRAIN OPTIMIZATION

Fig. 2. Performance of the model on BEA-valid with varying parameters
DIRECTNOISE (μmask).

Fig. 3. Performance of the model on BEA-valid with varying parameters
BACKTRANS (NOISY) (βrandom).

summarized in Fig. 2. Here, μmask = 0.3 exhibits the best
performance; therefore, we use μmask = 0.3 for the remainder
of the experiments.

We also investigate the effect of varying βrandom of BACK-
TRANS (NOISY) by evaluating its performance on BEA-valid
Fig. 3). Here, βrandom = 6 achieves the best performance. It

TABLE IV
PERFORMANCE OF MODELS ON BEA-VALID: A VALUE IN BOLD INDICATES

THE BEST RESULT WITHIN THE COLUMN. THE SEED CORPUS T IS SIMPLEWIKI

should be noted that according to Fig. 3, the performance of
back-translation without noise (βrandom = 0) is worse than the
baseline. We found that given no noise, the reverse model
becomes too conservative, and does not generate grammatical
errors, which is consistent with the phenomenon reported by
Xie et al. [9]. As a result, the pseudo data does not provide
useful teaching signals for the model and eventually harm the
performance.

Given the suitable hyperparameters for μmask and βrandom,
we compare the performance of BACKTRANS (NOISY), DIRECT-
NOISE, and DIRECTNOISE (SPELL). The results are presented in
Table IV. The table shows that DIRECTNOISE, DIRECTNOISE

(SPELL), and BACKTRANS (NOISY) all achieve better F0.5 than
the baseline, which is consistent with the result reported by
previous studies [9], [12], [13]. It is noteworthy that each method
improves different metrics; DIRECTNOISE improves precision,
whereas BACKTRANS (NOISY) and DIRECTNOISE (SPELL) im-
prove recall. In addition, DIRECTNOISE achieves superiorF0.5 to
DIRECTNOISE (SPELL). This is surprising because DIRECTNOISE

does not rely on the external spell checker. We will exclusively
use DIRECTNOISE and BACKTRANS (NOISY) for the rest of the
experiments, because they achieve the highest precision and
recall, respectively in Table IV.

Why do different methods improve different metrics? We
speculate that this result is related to the quality of the language
model of EncDec. In the GEC literature, several studies reported
that a better language model leads to improved precision. For
example, Junczys-Dowmunt and Grundkiewicz [40] incorpo-
rated an n-gram language model trained from the Web-scale
dataset and improved the precision of the vanilla statistical MT
model by almost 10 points. In addition, recently, Chollampatt
et al. [41] used the scores computed by a pretrained language
model (BERT [42]) as features for re-ranking the outputs of
the system; they reported an improved precision over the model
without BERT. We speculate that a similar effect is occurring in
a model trained with DIRECTNOISE, thanks to the existence of
the 〈mask〉 token. Here, the decoder of the model cannot rely on
the encoder’s hidden states to generate the sentence, because the
〈mask〉 token removes information from the source sentence.
In other words, the decoder is biased toward developing a better
language model, rather than merely copying the source sentence.

C. Aspect (ii): Seed Corpus T
We investigate the effectiveness of the seed corpus T on

generating pseudo data Dp. The three corpora (Wikipedia, Sim-
pleWiki and Gigaword) are compared in Table V. We set |Dp| =
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TABLE V
PERFORMANCE ON BEA-VALID WHEN CHANGING THE SEED CORPUS T USED

FOR GENERATING PSEUDO DATA (|Dp| = 1.4M)

1.4M. The difference inF0.5 is small, which implies that the seed
corpus T has only a minor effect on the model performance.
Nevertheless, Gigaword consistently outperforms the other two
corpora. In particular, DIRECTNOISE with Gigaword achieves the
bestF0.5 value among all configurations. This is a positive result
for the GEC community, as Gigaword is a collection of news
articles, that can be collected in high quantities at a relatively
low cost (e.g., News Crawl13).

D. Aspect (iii): Optimization Setting

Here, we compare JOINT and PRETRAIN optimization settings.
We are interested in the performance of each setting when the
scale of the pseudo dataDp is (i) approximately the same (|Dp| =
1.4M) and (ii) substantially larger (|Dp| = 14M) than that of
genuine parallel data Dg (|Dg| ≈ 500K).

In the case of (ii), we expect that the teaching signal from
the pseudo data Dp becomes dominant in the JOINT setting, and
thus, the model may fail to learn from the genuine data Dg . We
call this potential problem as dominant pseudo data. In order
to alleviate this problem, we experiment with upsampling the
genuine data Dg in JOINT, namely, JOINT (UPSAMPLE). Specifi-
cally, we search for the appropriate upsampling rate within the
values {1, 2, 4, 8, 16, 25} on BEA-valid. Here, 1 is equivalent to
JOINT (without upsampling) and 25 approximately corresponds
to a ratio of |Dp| : |Dg| = 1 : 1. As a result, an upsampling rate
of 2 achieved the best F0.5 on BEA-valid.

1) Joint Training or Pretraining: Table VI presents the re-
sults. First, let us compare the result of JOINT and JOINT (UPSAM-
PLE). In BACKTRANS (NOISY), increasing |Dp| (1.4M → 14M)
does not improve F0.5 on JOINT (40.0 → 40.0). On the other
hand, by upsampling the genuine data Dg , JOINT (UPSAMPLE)
improves F0.5 (40.0 → 40.9). These results imply that domi-
nant pseudo data indeed exists in vanilla JOINT, and upsampling
genuine data can alleviate such a problem.

Second, the table shows that PRETRAIN is superior to JOINT, es-
pecially in terms of the properties of more pseudo data and better
performance. For example, in BACKTRANS (NOISY), increasing
|Dp| (1.4M → 14M) improves F0.5 on PRETRAIN by more
than two points (42.3 → 45.6). This is significantly larger than
the improvement achieved by JOINT with upsampling (JOINT

(UPSAMPLE)); it only improves by 0.9 point (40.0 → 40.9). An

13[Online]. Available: http://data.statmt.org/news-crawl/

Fig. 4. Performance on BEA-valid for different amounts of pseudo data (|Dp|).
The seed corpus T is Gigaword.

intuitive explanation for this result is that PRETRAIN effectively
handles dominant pseudo data, because the model is trained
only with Dg during the fine-tuning phase. Therefore, we con-
clude that PRETRAIN is the best optimization setting in Table VI.

2) Amount of Pseudo Data: We investigate the effect of
increasing the amount of pseudo data on the PRETRAIN setting.
To do this, we pretrain the model with different amounts of
pseudo data {1.4M, 7M, 14M, 30M, 70M}. The results in Fig. 4
demonstrate that the sample efficiency of BACKTRANS (NOISY)
is superior to that of DIRECTNOISE. The best model (pretrained
with 70M BACKTRANS (NOISY)) achieves F0.5 = 46.7.

E. Comparison With Current Top Models

The experimental results thus far indicate that the following
configurations improve model performance: (i) the combination
of JOINT and Gigaword (Section IV-C), (ii) an amount of pseudo
data Dp in JOINT that is not too large (Section IV-D1), and (iii)
PRETRAIN with BACKTRANS (NOISY) using a large amount of
pseudo data Dp (Section IV-D2). We summarize these find-
ings and attempt to combine PRETRAIN and JOINT. Specifically,
we pretrain the model using 70M pseudo data of BACKTRANS

(NOISY). We then fine-tune the model by combining BEA-train
and a relatively small amount of DIRECTNOISE pseudo data
generated from Gigaword (where |Dp| = 250K). However, the
performance does not improve on BEA-valid. Therefore, the
best available approach is simply to pretrain the model with a
large amount (70M) of BACKTRANS (NOISY) pseudo data and
then fine-tune using BEA-train, which we hereinafter refer to as
PRETLARGE. We use Gigaword for the seed corpus T because
it has the best performance, as illustrated in Table V.

We evaluate the performance of PRETLARGE on test sets and
compared the scores with those of current top models. It is
important to note that CoNLL-2014, JFLEG, and BEA-test all
involve different domains. For example, CoNLL-2014 consists
of essays, while BEA-test contains a much broader type of
texts, such as letters, stories, and articles. Therefore, achieving
high performance on multiple test sets should ensure that our
model’s superiority is valid across GEC datasets in general.
Table VII reveals that PRETLARGE achieves F0.5 = 61.3 on

http://data.statmt.org/news-crawl/
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TABLE VI
PERFORMANCE OF THE MODEL WITH DIFFERENT OPTIMIZATION SETTINGS ON BEA-VALID. THE SEED CORPUS T IS GIGAWORD

TABLE VII
COMPARISON OF OUR BEST MODEL AND CURRENT TOP MODELS: A BOLD VALUE INDICATES THE BEST RESULT WITHIN THE COLUMN

CoNLL-2014, a result that outperforms not only all previous
single-model results but also all ensemble results except for that
by Grundkiewicz et al. [13].

To further improve the performance, we incorporate the fol-
lowing two techniques that are widely used in shared tasks such
as BEA-2019 [18] and WMT [44]:

Synthetic Spelling Error (SSE): Lichtarge et al. [11]
proposed a method of probabilistically injecting character-level
noise into a source sentence of pseudo data Dp. Specifically, one
of the following operations is applied randomly at a rate of 0.003
per character: deletion, insertion, replacement, or transposition
of adjacent characters.

Right-to-Left Re-Ranking (R2L): Incorporating a right-
to-left model into the decoding process was independently pro-
posed by Liu et al. [45] and Sennrich et al. [46], and consistent
improvements in performance were reported. Following previ-
ous studies [13], [46]–[48], we train four right-to-left models.
The ensemble of four left-to-right models generate n-best can-
didates and their corresponding scores (i.e., conditional prob-
abilities). We then pass each candidate to the ensemble of the
four right-to-left models and compute the scores. Finally, we
re-rank the original n-best candidates based on the sum of the
two scores. We set n = 5.

Table VII presents the results of applying SSE and R2L.14

PRETLARGE+SSE+R2L achieves state-of-the-art performance
on both CoNLL-2014 (F0.5 = 65.0) and BEA-test (F0.5 =
69.8), which is superior to that of the best system in the BEA-
2019 shared task [13].

V. ANALYSIS

In Section IV-E, we demonstrate that PRETLARGE and PRET-
LARGE+SSE configurations achieve superior performance to
that of current top models. In this section, we propose future
directions for further improving the performance. We achieve
this by analyzing our experimental results in terms of grammat-
ical error type performance and proficiency levels. Specifically,
we conduct an analysis on the following two aspects: (i) how
the effectiveness of the pseudo data varies across different seed

14In the preliminary version of this study [19], we incorporated the technique
of Sentence-level Error Detection (SED) [49] in addition to SSE and R2L. SED
adopts an external classifier into the evaluation pipeline of the GEC model: the
GEC model is applied only if the classifier detects a grammatical error in a
given source sentence. While SED improves the performance of the model, it is
not directly related to the concept of pseudo data. Thus, we excluded the result
incorporating SED from this paper.
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Fig. 5. Performance of the different seed corpora on BEA-valid across various
error types. Only the 10 most frequent error types are presented. For a detailed
description of each error type, see [31].

corpora (Section V-A), and (ii) the strengths and weaknesses of
PRETLARGE (Section V-B).

A. Effectiveness of Different Seed Corpora

1) Error Type Analysis: In this section, we analyze the per-
formance of the models trained with different seed corpora
through their performance on each error type on BEA-valid.15

Here, the question is whether one seed corpus is more effective
for correcting certain grammatical error types than the other
corpora. To do this, we use the DIRECTNOISE models illustrated
in Table V. Fig. 5 presents the results. The figure shows that
different seed corpora indeed have different characteristics. For
example, Gigaword outperforms other seed corpora on error
types such as PUNCT, PREP, and SPELL. On the other hand,
SimpleWiki outperforms Gigaword on the VERB:TENSE error.

2) Proficiency-Wise Analysis: One notable characteristic of
BEA-valid is that it comprises four sections (A, B, C and N)
with different English proficiency levels. Here, A (beginner), B
(intermediate), and C (advanced) are derived from CEFR levels
[50]. The remaining level (N) corresponds to text written by
native English speakers. These proficiency levels provide us with
increased insight into the behavior of the model. This is because,
as illustrated in Fig. 6, the error distribution differs significantly
among different proficiency levels. For example, the determiner
(DET) error is common in proficiency levels A, B, and C, but
not N.

We are interested in the effect of changing the seed corpus
on the performance of the model for each proficiency level, as
each proficiency level should require a different seed corpus. For
example, SimpleWiki should be suitable for proficiency levels
A, B, and C because its grammatical complexity is closer to that
of English learners. Similarly, Gigaword should be suitable for
proficiency level N because its text is written by native English
speakers. We analyze this relationship between the seed corpus
and proficiency levels using the DIRECTNOISE models illustrated
in Table V. Specifically, we evaluated the performance of the
model for each proficiency level. Fig. 7 presents the results.
The figure indicates that SimpleWiki has either comparative or
superior performance to Gigaword for proficiency levels A, B,
and C. However, Gigaword outperforms the other two corpora

15BEA-valid contains error type annotation for each edit, that is automatically
annotated by ERRANT.

Fig. 6. Error type distribution across different proficiency levels. Only the 10
most frequent error types are presented.

Fig. 7. Effect of the seed corpus on proficiency A, B, B, and N. The y-axis
represents the F0.5 score.

by almost two points in F0.5 score for proficiency level N.
These results support our hypothesis that there is a relationship
between the grammatical complexity of the seed corpus and the
proficiency level.

The fact that a certain seed corpus is more suitable for a
certain proficiency level than the other corpora is consistent
with our findings in Section V-A1. For example, according
to Fig. 6, the VERB:TENSE error is in the 10 most frequent
errors in proficiency levels A, B, and C. In Section V-A1, we
found that SimpleWiki demonstrates the best performance on
the correction of the VERB:TENSE error (Fig. 5). This may be
one of the reasons why SimpleWiki shows strong performance
on the proficiency levels A, B, and C in Fig. 7.
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Fig. 8. NOUN error generated by our model (PRETLARGE+SSE). Bold text indicates the grammatical error successfully corrected by the model. Underlined text
indicates the grammatical errors not corrected by the model.

Fig. 9. Performance of the models on BEA-valid across various error types.
Only the 10 most frequent error types are presented. For a detailed description
of each error type, see [31].

B. Strengths and Weaknesses of PRETLARGE

1) Error Type Analysis: We analyze each model through
its performance for each error type on BEA-valid (Fig. 9).
Specifically, we are interested in the performance of PRETLARGE

and PRETLARGE+SSE compared to that of the baseline model,
which is only trained with genuine data Dg . It should be noted
that BEA-valid contains error type annotation for each edit, that
is automatically annotated by ERRANT.

Fig. 9 reveals that PRETLARGE improves the performance
across all error types compared to the baseline model. In ad-
dition, it is surprising that PRETLARGE+SSE improves the per-
formance of PRETLARGE not only for the SPELL error type but
also for most other error types. We speculate that incorporating
SSE makes the model more robust against noise.

Fig. 9 also indicates a major weakness of our models, that is,
they perform relatively poorly for content word errors, such as
NOUN and VERB. This shortcoming is common across GEC
models in general; a similar trend is observed in the error type
performance of systems participating in the BEA-2019 shared
task [18]. One reason for this is that there is an insufficient
number of content word errors in both genuine data and pseudo
data. For example, as illustrated in Fig. 6, the ratio of NOUN and
VERB errors is smaller than the ratio of errors such as PREP,
PUNCT, and DET. Thus, developing a method that exclusively
generates content word errors is an important direction for future
work.

A qualitative analysis through an example in Fig. 8 provides
us with other directions for improving the GEC model. Here,
the model (PRETLARGE+SSE) successfully corrected the DET
error by inserting the missing “the” token. However, the model
ignored two NOUN errors in the sentence: one is to replace
“cloakroom” with “dressing room”, and the other is to replace
“signature” with “autograph.” For the former error, the model

Fig. 10. Performance of the model on each proficiency level in BEA-valid.

needs to know that the “musicians” are likely to be in the
“dressing room” rather than in the “cloakroom.” One possible
way to do this is to develop a methodology of injecting external
commonsense knowledge into the model. For the latter error,
the source sentence does not contain enough information for
the model to make the correction. This is because “we” in
the source sentence cannot be disambiguated: if “we” is the
audience, “signature” should be corrected to “autograph.” How-
ever, supposing that “we” refers to the people from the record
label, “signature” seems appropriate (e.g., making a contract).
Developing a cross-sentence GEC model [41] is a promising
approach to overcome such difficulty of disambiguation.

2) Proficiency-Wise Analysis: We investigated the effect of
increasing the amount of pseudo data with respect to each pro-
ficiency level. If the performance of a certain proficiency level
saturated, then an approach other than increasing the amount of
pseudo data would be necessary to improve the performance.

The results are presented in Fig. 10. Here, the performances
for proficiency levels A and N scale to the amount of pseudo
data, whereas B and C appear to saturate. As discussed in
Section V-A2, different seed corpora are appropriate for dif-
ferent proficiency levels. Thus, we may be able to improve
the performance of B and C by incorporating a seed corpus
with lower grammatical complexity. However, the size of Sim-
pleWiki, which contains only approximately 1.4M sentences, is
insufficient for this purpose; extracting text from a raw corpus
(e.g., Common Crawl16) is thus critical.

16[Online]. Available: https://commoncrawl.org/

https://commoncrawl.org/
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VI. RELATED WORK

A. Methods for Generating Pseudo Data

The lack of genuine data Dg (i.e., manually annotated error
tagged data) has been an ongoing challenge in the field of GEC.
The generation of pseudo data has been a central approach for
mitigating this problem. There are generally two methods, which
can be divided into the following: (i) a rule/probability-based
method and (ii) an MT-based method.

A common rule/probability-based method involves applying
error templates to external grammatical sentences (i.e., a seed
corpus). Here, the templates are generated from a small amount
of genuine data. One of the advantages of this method is that
a template can be easily manipulated; for example, it can be
designed to focus on specific error types, such as mass noun
[51], article [52]–[54], and preposition [54]–[56], or it may
support grammatical errors in general [16], [57], [58]. More
recently, Grundkiewicz et al. [13] proposed a similar method;
they probabilistically replaced words with ones in confusion sets
created by an off-the-shelf English spell checker. Their model
achieved the best performance in the BEA 2019 shared task [18].

The another rule/probability-based approach is the one
proposed by Zhao et al. [12], which is to inject synthetic
noise into grammatical sentences. This is heavily inspired
by the concept of both denoizing auto-encoders [59] and
pretraining gigantic language models [12], [13], [42], [60].
We conducted an experiment using a variant of this method
(DIRECTNOISE).

A major disadvantage associated with the rule/probability-
based is that it is difficult to obtain high-quality data that closely
resembles the errors present in genuine data such as the naturally
occurring grammatical error. Several studies have reported that
pseudo data may cause performance degradation [57], [58],
[61]. Recently, the MT-based method, where a model is used
to generate an error from a grammatical sentence, has drawn
the attention of the research community. Here, the model is
typically either statistical MT [62] or neural MT [9], [11],
[63]. For example, Lichtarge et al. [11] proposed a round-trip
translation. This method regards translation errors generated
by the MT model as pseudo grammatical errors. Here, the
method is to first translate a given grammatical sentence to an
arbitrary bridge language (e.g., Japanese). Then, a sentence is
translated back to the original language and used as a source
sentence of pseudo data. Another MT-based method is a variant
of the back-translation method proposed by Xie et al. [9],
i.e., BACKTRANS (NOISY) (Section III-A). They demonstrated
that BACKTRANS (NOISY) can generate sentences that cannot
be distinguished from genuine text containing a grammatical
error. In the experiment, we compared BACKTRANS (NOISY)
with DIRECTNOISE and demonstrated that the former exhibits
superior performance.

Apart from generating pseudo data, there exists an approach
to crawl pseudo data from the Web. Specifically, Lichtarge et al.
[11] extracted Wikipedia’s revision histories and constructed
pseudo data, namely, Wikipedia Revisions. This approach is
orthogonal to our study; one may jointly use generated pseudo
data and Wikipedia Revisions.

B. Seed Corpus

Historically, numerous types of corpora, e.g., collection of
news articles [9], [12], [13], [51], [55], British National Corpus
[61], and English Wikipedia [53], [55], [56], [58], have been
considered to be the seed corpus for generating pseudo data.
This fact implies that consensus has not yet been achieved with
respect to the choice of seed corpus. Our research question on
the effectiveness of seed corpus on the model performance has
been formulated based on such a situation.

Felice and Yuan [58] has the motivation similar to our study;
the authors denoted that the variables of seed corpus, including
the (i) topic (ii) genre (iii) style (iv) text complexity, and (v)
native language of the writer, should be considered. However,
they only considered English Wikipedia as the seed corpus;
and thus, the no sufficient conclusion could be obtained with
respect to these variables. In our study, we conducted con-
trolled experiments and compared three distinctive seed corpora
(Section IV-C). We found that Gigaword is the best seed corpus,
at least in our setting.

C. Optimization Settings

As discussed in Section II, there are at least two means
of optimization, i.e., JOINT and PRETRAIN. The effectiveness
of JOINT optimization has been observed in both non-neural
models [57], [58] and neural models [9]. However, the PRETRAIN

approach is being actively explored in the GEC field.
The origin of the PRETRAIN approach with respect to the GEC

model is “partial pretraining” of EncDec. Junczys-Dowmunt
et al. [8] initialized the embedding matrix and decoder param-
eters of EncDec with Word2Vec vectors [64] and pretrained
language model respectively. Further, they reported that both
procedures consistently improved the performance of EncDec.
A similar approach has also been used by Chollampatt and Ng
[41]. However, more recently, “full pretraining” of EncDec has
become dominant [11]–[13], [16], owing to its strong empirical
performance. This approach pretrains the entire EncDec using
pseudo data, and subsequently fine-tunes it with genuine data.

One interesting aspect of GEC is that even though it incorpo-
rates same model (EncDec) as MT, the dominant optimization
setting is different. The JOINT setting is commonly used in MT
[21], [65], whereas PRETRAIN is used in the existing GEC stud-
ies. We compared both settings and confirmed the superiority of
PRETRAIN (Section IV-D).

VII. CONCLUSION

In this study, we investigated several aspects of the incor-
poration of pseudo data in GEC. By conducting a massive
amount of experiments, the following procedures are concluded
to be effective for training the model and for obtaining a strong
performance:

i) utilize Gigaword as the seed corpus (Section IV-C);
ii) pretrain the model with large amount (e.g., 70M) of

BACKTRANS (NOISY) data (Section IV-D); and
iii) fine-tune the pretrained model using genuine data (Sec-

tion IV-D).
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Further, we demonstrated the effectiveness of this proposal by
achieving state-of-the-art performance using the CoNLL-2014
and BEA-2019 test sets (Section IV-E).

Subsequently, we conducted an in-depth analysis of the ex-
perimental results; our findings can be summarized as follows.

i) The suitable seed corpus varies across various grammati-
cal error types and proficiency levels: for example, a seed
corpus exhibiting low grammatical complexity is suitable
for low-proficiency texts (Section V-A1, Section V-A2).

ii) When compared with the baseline, our proposed setting
(PRETLARGE) improves the performance with respect to
all the grammatical error types. However, the content
word errors remain a challenge (Section V-B1).

iii) The performance at each proficiency level shows promis-
ing scalability with respect to the amount of pseudo
data. However, the performances at proficiency levels
B and C seem to saturate when using the largest data
(Section V-B2).

Based on these observations, several possible approaches can
be suggested to further improve model performance, especially
on content word errors. For example, developing (1) a pseudo
data generation method that can exclusively generate content
word errors, (2) a means of injecting commonsense knowledge
into the model, and (3) more sophisticated cross-sentence GEC
are promising approaches.
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