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Speech Enhancement Using Masking for Binaural
Reproduction of Ambisonics Signals

Moti Lugasi

Abstract—Speech enhancement in a single channel has been well
studied in the literature in applications such as speech communi-
cation systems. However, in emerging applications such as virtual
reality and spatial audio, in addition to attenuating undesired
signals, the ability to preserve the spatial information of the desired
signal captured in a noisy environment is of great importance.
Nevertheless, there are only a few studies in the literature that
propose solutions to this challenge. Most of these studies present
solutions that attenuate the undesired signals, while preserving only
limited spatial information regarding the desired signal, such as
the direction of arrival (DOA). Methods that preserve complete
spatial information have only recently been suggested, and have
not been studied comprehensively. In this paper, two such methods
based on time-frequency masking are investigated with the aim
of attenuating the undesired signal, while preserving the spatial
components of the desired signal. The first is referred to as spatial
masking and is based on masking in the plane wave density (PWD)
domain, and the second on masking in the spherical harmonics (SH)
domain. The two methods are compared with a reference method,
based on beamforming followed by single-channel time-frequency
masking. Objective analysis and two listening tests were conducted
in order to evaluate the performance of these methods for speech
enhancement. It was shown that the spatial masking based method
better preserves the desired component of the sound field, while
the performance of the SH based method more strongly depends
on the sources’ distances. On the other hand, the SH based method
better preserves the DOA of the residual noise, while the DOA of the
residual noise under the spatial masking based method is strongly
affected by the undesired signal.

Index Terms—Speech enhancement, Wiener masking, spatial
masking, plane wave decomposition, spherical arrays, binaural
reproduction, noise reduction.

1. INTRODUCTION

VERYDAY sounds received at the listener’s ears carry
E spatial information about the distance and direction of the
sound source relative to the listener, in addition to temporal
information from the source signal. This spatial information is
also important when reproducing natural sound in a variety of
applications that incorporate spatial audio, which in recent years
has become increasingly popular. Virtual reality is one such
application, featuring in education, gaming and entertainment,
architectural design, and more [1]-[4]. Other applications based

Manuscript received July 7, 2019; revised January 22, 2020 and May 14,
2020; accepted May 22, 2020. Date of publication May 28, 2020; date of current
version June 18, 2020. This work was supported by Facebook Reality Labs. The
associate editor coordinating the review of this manuscript and approving it for
publication was Prof. Jun Du. (Corresponding author: Moti Lugasi.)

The authors are with the School of Electrical and Computer Engineer-
ing, Ben-Gurion University of the Negev, Beer-Sheva 84105, Israel (e-mail:
motilu@post.bgu.ac.il; br@bgu.ac.il).

Digital Object Identifier 10.1109/TASLP.2020.2998294

, Student Member, IEEE, and Boaz Rafaely

, Senior Member, IEEE

on spatial audio include speech communication [5], [6], and aids
for the hearing impaired [7]-[9].

Spatial audio signals can be generated by artificially cre-
ating the audio signals, or by capturing the signals from the
real world [10]. The latter is important in applications such as
recording music events; communication in video conferencing
meetings; and as a companion to 3D video capture. Although
significant progress has already been made in spatial audio, there
still remain many challenges in the recording and reproduction of
acoustic scenes. One of these challenges arises from the limita-
tions of the audio recording systems. Specifically, the quality of
reproduction may be limited by the spatial information delivered
by practical recording systems [11], [12]. Spherical microphone
arrays, in particular, have been studied in this context due to
the spherical harmonics (SH) processing, leading to the well
established Ambisonics format [13]-[16]. Nevertheless, even
with high quality recording systems, the sound field in the real
world may include, in addition to desired components such as
speech or music, also undesired components such as noise or
other interferences. The challenge, in this case, is to attenuate the
undesired components without distorting the spatial information
in the desired components. While some studies have offered
limited solutions (discussed below), the problem of enhancing
spatial audio signals in general, and speech signals in particular,
remains, to a large extent, open.

One recently published approach for speech enhancement in
a single channel is based on deep neural networks (DNNs),
which have been found to be very useful in preserving monaural
information [17], [18]. Another approach for spatial signal en-
hancement involves standard array signal processing methods,
which may be applied to cancel undesired signal components
and produce a single output channel [19], [20]. While useful for
signal enhancement, these approaches do not preserve the spatial
information that is essential for sound reproduction. Additional
approaches, for hearing aids applications, for example, use a
binaural beamformer in order to attenuate the undesired signals
and preserve the desired signals without distortion [9], [21]. In
order to attenuate the undesired signals, these methods, which
are based on beamforming, assume spatial separation between
the desired and the undesired signals. This assumption may not
hold in case of a reverberant environment. To overcome this
limitation, a more advanced method [22] uses beamforming and
applies time-frequency masking on the binaural signals. With
this approach, the undesired signal components arriving from
the desired signal’s direction can be attenuated. Nevertheless,
due to beamformer limitations, the number of constraints in
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this approach cannot exceed the number of the system’s degrees
of freedom. Thus, these methods can only preserve the spatial
information at selected directions.

To preserve more of the spatial information in the desired
signal, the authors in [23] present a simple formulation of the
binaural signals as a function of the beamformer’s coefficients
in the SH domain. However, it has been shown in [24] that there
is a trade-off between the noise reduction and the preservation
of the spatial information of the desired signal at the output.
Preservation of spatial information is therefore still limited, in
particular when substantial reduction of the undesired signal is
required.

The authors in [25] propose an algorithm that preserves the
entire spatial information of the desired signal by using a beam-
former to extract the desired source signal, and then estimating
the transfer function from the source to the array, leading to ac-
curate reproduction of spatial information of the desired signal.
However, because this method assumes one dominant source at
the beamformer’s look direction, estimation of the source signal
may degrade when the distance between the microphone array
and the source is larger than the critical distance. Moreover, in
the case where the undesired signal is diffuse noise, the noise part
arriving from the desired source direction is not attenuated. As a
result, the spatial information of the desired signal is degraded.

To overcome the limitations of the aforementioned methods,
approaches combining spatial masking, i.e. masking applied
in the plane wave density (PWD) domain, and time-frequency
masking were developed. In [26] the authors presented a method
based on Wiener masking in the spatial domain. For this method,
the mask is calculated using the ratio between the spatially-
localized spherical Fourier transform (SLSFT) of the desired
and the undesired signal components, and its performance is
compared to that of another method, where the mask is calcu-
lated using the ratio between the SH coefficients of the desired
and the undesired signals, and analysed for stationary signals.
Possible extension of these methods to non stationary signals,
such as speech, could involve time-frequency masking as well.
In arecent work, two approaches based on time-frequency filter-
ing were presented [27]. The first method requires knowledge
of the steering vectors of the desired sources and the second
approach uses a special direction-preserving form of the filter.
For both approaches, the parametric multichannel Wiener filter
(PMWF) [28] is employed. This filter is formulated in the
SH domain to provide an Ambisonics representation of the
desired signals. As discussed in [27], the performance of the
first approach may be very limited in highly reverberant sound
environments. The second approach is further investigated here.

In this paper, methods that aim to preserve the entire desired
sound field, using time-frequency masking were investigated.
These include: (i) the SH mask approach from [26], which is
extended to the time-frequency domain; (i) the second approach
outlined in [27], which is based on a spatial time-frequency
mask; and (iii) a third method, chosen as a low-end reference
and motivated by [22], based on a single beamformer with
a time-frequency mask. The focus in the paper on masking-
based methods stems from the simplicity of application of this
approach. Other methods mentioned in this introduction were
not investigated as they do not claim to preserve the entire
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desired sound field, and thus do not ally with the focus. All
three approaches are presented and evaluated for binaural re-
production in a reverberant environment. These approaches are
formulated as Wiener masking in the time-frequency domain
applied to the observed signal (i.e. the noisy signal) in the
spatial and the SH domains. The performance of these methods
was evaluated under ideal conditions, i.e. the Wiener mask was
computed given the oracle information of the instantaneous
signal-to-noise ratio (SNR) at every time-frequency bin. For
objective analysis, measures of the SNR gain and the signal to
distortion ratio (SDR) of the binaural signals after applying each
method are employed. Inter-aural level difference (ILD) and
inter-aural cross-correlation time (IACC;) time of the residual
noise are also computed for the binaural signals, providing
additional performance measures. Finally, two listening tests
were conducted to provide further insight into the performance
of these methods for binaural reproduction.

The paper presents the following contributions: (i) a com-
parison of recently proposed methods for the enhancement of
spatial audio speech signals, focusing on methods that do not
require a priori spatial information, but, rather, rely on standard
methods for estimating SNR; (ii) specifically showing the ad-
vantage of masking in the spatial domain relative to masking
directly in the SH (Ambisonics) domain, with the latter showing
higher sensitivity to the sources’ distances from the microphone
array; (iii) validation of performance through listening tests,
complementing the objective performance analysis (to date,
subjective evaluation has not been presented in the recent papers
proposing the various approaches); (iv) recommendations for
the enhancement of Ambisonics signals using masking in the
spatial domain, for signals with a dominant direct component,
supporting partial results of recent studies; (v) recommendations
for the enhancement of Ambisonics signals using masking in
the SH domain in highly reverberant environments with distant
speakers, due to the direct processing in the SH domain; (vi)
recommendations for the enhancement of Ambisonics signals
using masking in the SH domain in the case where the spatial
cues of the residual noise need to be preserved.

This paper is structured as follows. In Section II the system
model and commonly used notations are described. In Section III
three Wiener masking methods are presented, and in Section IV
binaural reproduction formulations are derived using the SH
estimators of the desired signal from Section III. In Section V
objective measures are defined, and in Section VI objective
analysis is conducted to evaluate the performance of the masking
methods from Section III. In Sections VII and VIII two listening
tests are performed to further study and validate the properties
of the methods. Section IX presents the conclusions and sugges-
tions for future investigation of the presented masking methods.

II. SYSTEM MODEL

This section presents the system model that will be
used throughout this work. We consider a spherical ar-
ray of arbitrary configuration located at the origin of
the Cartesian coordinates, and composed of J omnidirec-
tional sensors. The j-th element of this array is located at
r; = (rcos¢;sinf;,rsin;sing;,rcosd;)T. The elevation
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angle 6 is measured downwards from the positive z-axis, the
azimuth angle is measured from the positive z-axis towards the
positive y-axis, and r is the Euclidean distance of the j-th ele-
ment from the origin. The array is assumed to be positioned in a
reverberant sound field. According to the image method [29], the
sound pressure in a reverberant environment, which is generated
by a single source in the far field, can be modeled as a sum
of L significant plane waves which are generated by L image
sources in free-field. Assuming that ¥; = (6;, ¢;) is the direction
of arrival (DOA) of the [-th sources, the sound pressure at the
sensors can be expressed as [19]:

p(k) =Y vk, U)si(k), (1)
=1

where k = @ is the wave number, f is the frequency and
c is the speed of sound. p(k) is defined to be the vector of
sound pressure at the array’s sensors at wave number k, p(k) =
[p1(k),pa(k), ..., ps(k)]T. v(k,¥;) is the steering vector at
direction ¥; and s; (k) is the complex amplitude of the [-th source
signal. The matrix form of Eq. (1) is given by:

p(k) = V(k, ¥)s(k), )
where
Vk, ®) = [v(k, U),v(k, Us), ... v(k, U )  (3)
isa J x L steering matrix,
s(k) = [s1(k), s2(k), ... sp(k)]" )

is the vector of source signals at wave number k, and vector
W = [V, Uy, ..., U ]7 is the vector of the DOAs.

In the case of spherical arrays, the inverse spherical Fourier
transform of the sound pressure p(k,r, 2) at frequency k& and
angle Q = (0, ¢) on the surface of a sphere with radius r is
defined by:

P, ) =Y > pom(k,r)Y,(9), (5)

n=0m=-n

where Y, (£2) denotes the SH functions of order n and degree
m [30] and p.,,,, are the coefficients of the spherical Fourier
transform. As explained in [30], the coefficients p,,,, diminish
for n > kr and can therefore be neglected. Hence, Eq. (5) can
be approximated for an appropriate finite order V:

N n
Pk, ) =Y > pum (b, 1) Y(). 6)
n=0m=-n

Consequently, the steering matrix V (k, ¥) can also be approxi-
mated for a finite order N and decomposed as follows (for more
discussion of this decomposition the reader is referred to [31]):

V(k, ®) = Y(Q)B((kr) Y7 (P), (7)
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where Y (W) is an L x (N + 1)? matrix of SH, defined as:

yT(2y)
vy - |V ®)

YT(.‘I’L)
where  y(;) = [YO(0,), Y L (W) YO(W)), ..., Y (1)]7.
Matrix B(kr) = diag(bg, b1,b1,b1,...,bn) is an (N +

1)2 x (N +1)2 diagonal matrix with elements {b,, (kr)}_,
representing radial functions that depend on the wave number
and distance from the origin [30]. Matrix Y (€2), of dimensions
J x (N +1)2, is defined in a manner similar to Eq. (8),
where Q = [Q1,Qs,...,Q;] is a J x 1 vector of the sensors’
locations on the sphere. N is the highest SH order of the
representation, which is typically chosen to satisfy kr < N to
avoid excessive truncation errors [12], [30]. Multiplying Eq.
(2) by the pseudo-inverse of Y (€2)B(kr), which is defined as
(YB)! = [(YB)(YB)] ' (YB)#, and assuming the number
of sensors J is larger than the number of SH coefficients
(N + 1)2, leads to the SH decomposition [32]:

anm (k) = Y7 (®)s(k), )

where anm, (k) = [aoo(k), a1(—1)(k), a10(k), . ..,ann (k)" is
the (N +1)2 x 1 vector of the PWD coefficients in the SH
domain [31], also denoted high-order Ambisonics signals [33].
By using the short-time Fourier transform (STFT), Eq. (9) can
be presented in the time-frequency domain as:

A (,v) = Y7 (W)s(1,v), (10)

where 7 is the time index and v is the frequency index. Finally,
the PWD function is calculated by using the inverse spherical
Fourier transform [30] and Eq. (10):

a(®,7,v) = Y(®)ay,(1,v), (11)

where a(®, 7,v) is the @ x 1 vector of the PWD function at
® = [@q, Dy,. .., Dg] arbitrary directions.

III. WIENER MASKING METHODS

In real scenarios, the sound pressure may be composed of
desired components and undesired components. This section
presents three different methods based on Wiener masking that
aim to attenuate the undesired components, while preserving
the desired components of the signal. It has been shown that
the Wiener mask is a very effective method for signal enhance-
ment in single and multiple channel systems where the signal
is contaminated by noise [34]. By using a Wiener mask, the
intelligibility and the quality of noisy speech signals can be
improved [35], [36]. Hence, the Wiener mask is widely used
in speech communication systems [34], [36]. The Wiener mask
is generally applied to the noisy signal in the time-frequency
domain, either separately to each microphone in an array, or
to the output of an array beamformer. Even though the multi
channel Wiener filter has been well studied, its most established
form yields a single-channel output, while its formulation with
multiple channel outputs, has not been studied extensively. In
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the proposed methods, the Wiener mask is applied to the signal,
which is presented in the spatial and SH domains, as well as
in the time-frequency domain. While some works have been
published that pursued this research direction [22], [26], [27],
these methods are not well established, so we will expand
here. As presented in the introduction, various approaches for
the enhancement of spatial audio signals have been proposed,
while this paper focuses on approaches that require no, or very
limited, a priori information on the signals, and only apply
standard methods for SNR estimation. These approaches could
therefore be useful for the direct enhancement of Ambisonics
signals without the need for sound field parametrisation. For
the methods presented below, the instantaneous SNR is defined
using oracle information, such that the desired and the undesired
components are separately available in the time-frequency do-
main. In practice, however, methods for SNR estimation must
be applied [37], [38].

The sound pressure is represented as composed of desired and
undesired components, following the notation in Eq. (1) as:

I

p(k) =D v(k, Uf)si(k) + D vk, W)ni(k),

=1

(12)
i=1

where s;(k) is the complex amplitude of the [-th desired source
signal and n; (k) is the complex amplitude of the i-th undesired
source signal. By following the same derivation as in Egs.
(1) to (10), the PWD coefficients in the STFT domain can be
written as:

A (1,1) = YH (W q)s(7,v) + Y (&, )n(r,v)

= a5, (7, V) + &, (T, v), (13)
where al (r,v) = YH(Wq4)s(t,v) and a%, (r,v)=
YH(W)n(r,v), ®q=[0wd . . 04T is the DOA
vector of the desired components, ¥, = [U% WY, ... 0T

is the DOA vector of the undesired components and s(7, v)
and n(7, v) are the vectors of the desired and undesired source
signals in the STFT domain, with lengths L and I, respectively.
The PWD function can be computed by substituting Eq. (13) in
Eq. (11):

a(®,7,v) =Y (@)Y (®4)s(r,v) + Y (@)Y (¥, )n(r,v)

where a4 (®,7,v) = Y(®)Y? (¥4)s(r,v) and a, (P, 7,v) =
Y(®)YH (¥, )n(r,v). Egs. (13) and (14) are the representa-
tions of the signal in the space and SH domains, respectively.
Masking is formulated in the following sections based on these
representations.

A. Time-Frequency-Spherical Harmonics Mask (TFSH Mask)

The TFSH mask is applied to the coefficients of the PWD
function in the SH domain. This mask was suggested in [26] for
stationary signals, while here it is extended to the time-frequency
domain. In this case the Wiener mask is defined as:

SNR(n,m,T,v)
M =
(n,m, 7,v) SNR(n,m,7,v)+1’

s)
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where
Ellag,, (1, v)[?]

SNR(n,m,r,v) = Bllat (o)’

(16)
and a?, (7,v) and a¥,,(T,v) are the nm-th element of the
vectors al, (,v)and a¥,, (,v), respectively, and E[-] denotes
expectation. The instantaneous evaluation of the SNR in Eq. (16)
is given by:

d 2
SNR(n,m,r,v) = [2am (T

|ag, (7, 1)

A7)

The estimator &2, (7,v) of al, (7,v) from a,,, (7, V) at spe-

cific time-frequency bins is given by:
al (r,v) = M(n,m,T,v)aum(T,v), (18)

where M(n, m, 7,v)isa (N + 1)? x (N + 1)? diagonal matrix
defined by using Eq. (15) as:

M(n,m, T, v)
= diag(M (0,0, 7,v), M(1,(=1),7,v),..., M(N,N,T,v)).
(19)
B. Time-Frequency-Space Mask (TFS Mask)

The TFS mask is applied to the PWD function. In this case
the Wiener mask is defined as:

B SNR(®,,1,v)
M(®q, 7,v) = SNR(®,,7,v)+ 1’ (20)
where
2
SNR((I)q7T7 V) — E[lad((I)Q7T7 V)| ] (21)

Ellaw(®q, 7))’

and the g-th element of vector a4 (®, 7, ) and vector a,, (®, 7, 1)
is defined to be a4(®g, 7, ) and a,, (P4, T, ), respectively. The
instantaneous evaluation of the SNR in Eq. (21) is given by:

_ ‘ad(q)q’ 7, V)|2
|au(@q, 7, V) >

A diagonal @) x Q matrix of the Wiener mask in Eq. (20),
which is calculated for ¢ = 1,.. ., @, can be defined as:

SNR(®,,7,v) (22)

M(®, 1,v) = diag(M(®1, 7,v), M (Do, T,v), ...,
M(®g,1,v)). (23)

The estimator 44(®, 7,v) of ay(®,7,v) from a(P,7,v) in a
specific time-frequency bin is given by:

a4(®,7,v) =M(P,7,v)a(®, T, V). (24)
By using Eq. (11), Eq. (24) can be rewritten as:
al, (7.0) = YN @)M(®,7,1)Y (®)aum(r,v),  (25)

where YT(®)=[YH(®)Y(®)'YH(®). By denoting
M(®,7,v) = Y (®)M(®,7,0)Y(®), Eq. (25) can be

rewritten in a simpler form as:

égm(T, v) = M(®, 7, v)ann, (T, V). (26)
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C. Beamforming Followed by Masking

Motivated by [22], this method uses beamforming and a time-
frequency mask in order to preserve the desired signal at the
source direction only. This method is suggested as a lower-end
reference to the TFSH mask and the TFS mask.

By applying a beamformer in the SH domain, the array output
is given by:

27)

z(t,v) = meanm(Tv v),

where a,,,,, (7, v) is defined in Eq. (13) and w,,, is the SH
coefficients vector of an arbitrary beamformer [30]. Let Q5 be
the DOA of the source, which for this case is assumed to be
known. In the case of a maximum directivity beamformer with
look direction €2, Eq. (27) can be rewritten as:

2(1,v) =y () anm (1. v), (28)

where y(€2,) is defined in Eq. (8). By using Eq. (13), Eq. (28)
can be rewritten as:

2(r,v) =y (Q)ag, (r.v) + ¥ (Q)ay,, (1,v)

= Zd(T7 V) + Zu(Tu V)a (29)
where  z4(1,v) = yT(Q)al, (1,v) and  z,(r,v) =

yT(Qg)a, (7,v) are the desired and the undesired signals as
filtered by the beamformer with look direction {2, respectively.
In order to extract the desired signal at direction 25, a Wiener
mask is applied to z(7, v) in the time-frequency domain. In this
case the Wiener mask is defined as:

SNR(T,v)
M =—"-—
V) = SNR )+ 1 G0
where
Ellza(7, v)|?]
SNR(T,V) = 5. 31)
") = Bl (
The instantaneous evaluation of the SNR in Eq. (31) is given by:
|2a(T, V)2
N = ——. 2

The estimator Z4(7, v) of z4(7, v) from z(7, v) is given by:

Za(T,v) = M(1,v)2(1,V). (33)

IV. BINAURAL REPRODUCTION

Binaural reproduction is the final stage of the process, once
the desired signal has been calculated using each of the methods
described in the previous section. As shown in [39] the sound
pressure at the right ear, P,.(k), and the left ear, P,.(k), at
frequency k, is calculated using:

Pr,l(k) = / Q(Qa k)Hr,l(Q7 k)dQ7 (34)

QesS?
where H,. (€, k) is the head related transfer function (HRTF) of
the right ear H,.(€), k) and the left ear H;(€2, k) at frequency k

and directions 2 € S?, and a(2, k) is the PWD function at fre-
quency k and directions 2 € S2. Eq. (34) can be approximated
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by a finite sum of SH coefficients [40]:

N n
Pra(k) 23" > fanm (k)] HyL (K), (35)

n=0m=-n
where @pm (k) = (—1)"[an(—m)(k)]" is the representation of
a*(, k) in the SH domain. For TFS and TFSH masks, the
binaural signal is reproduced by using the estimator of the
desired signal represented in the frequency domain (a2, (k))
and Eq. (35):

N n
P (K) =Y D lap, (B)] Hy, (k)

n=0m=-n

(36)

where ad,, (k) is the element of the vector &2, (k) with order
n and degree m.

In the same manner, Pff (k) and P} (k)
are the binaural signals computed using a?, (k) and a%, (k),
respectively.

For the beamforming method, due to the single channel out-

put, as in Eq. (28), only the HRTF in direction €2 is used:

PM (k) = 2(k)Hy1(Q, k), (37)

where z(k) is the representation of Eq. (33) in the frequency
domain.

V. OBIECTIVE MEASURES OF PERFORMANCE

In this section objective measures are formulated in order to
evaluate the performance of the proposed methods. The input
signal is composed of desired and undesired components, as
shown in Eq. (13). The signal to noise ratio between the desired
and undesired components is defined as:

T d 2
SNR;, = 10log, (W) . (39
2= |35 (8]

where SN R;, reflects the ratio between the desired signal’s
energy and the undesired signal’s energy in the SH domain,
a? (t)anda®, (t) are the inverse STFTs of the vectors defined
inEq. (13)and|| - || denotes the Euclidean norm. The processing
methods presented in Sec. III and the binaural reproduction
formulation presented in Sec. IV can now be applied to the input
signal composed of these two separate components: desired and
undesired. In this case, the signals at the ears produced through
binaural reproduction and estimation of the desired signal are

given by:

Pl (k) = Pl["(k) + P (k),

r,l T,

(39)

where P4 (k) and PM“ (k) are the desired and undesired com-
ponents of the binaural signals, respectively, after applying the
processing methods presented in Section III. Eq. (39) replaces
Egs. (36) and (37) after formulating Egs. (18), (26) and (33) as
a superposition of desired and undesired components.

Next, the improvement in the SNR of the binaural signals after
applying the methods described in Section III is computed using
the signals in the time domain. This is defined as the SNR gain,
which is the ratio between the SNR after applying the methods
and the SNR before applying the methods. Both SNR values are
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calculated at each ear. The SNR gain (Ggn ) is formulated as
follows:

- S PMOR S [P
snr = 10log;y )

Yot PR O i [P (02
(40)

where PTI,V{ 4(t) and PTI,V{ *(t) are the time-domain representations
of the signals defined for each method in Eq. (39) and PTdJ (t)

and P, (t) are the representations of P,‘f (k) and P, (k) in the
time domain, respectively. Another proposed measure assesses
the signal to distortion ratio (SDR) of the desired signal after
applying the proposed methods, by calculating the normalized
error between the true desired signal and its estimation:

T d 2
_sLmor ) o
Zt:l ‘Pr,l (t) - Pr,l(t)|2

VI. OBJECTIVE ANALYSIS OF PERFORMANCE

SDR,; = 10log,, (

In this section the performance of the methods described in
Section III is evaluated by using computer simulations and ob-
jective measures of performance. A microphone array recording
of a speaker in a reverberant room with another noise source in
the room were simulated, with the aim of studying enhancement
methods that remove the noise while maintaining the spatial
details in the recorded speech signal. A Monte-Carlo simulation
was conducted to investigate the dependence of performance
on a wide range of factors related to the acoustic scene. Only
relatively close and stationary noise sources were considered
in these simulations. Other noise types, such as diffuse noise
and non-stationary noise sources, should be considered in future
investigations, as system performance may differ from that
presented here.

A. Methodology

Details of the simulation are presented in this section. The
Monte-Carlo simulation was composed of 1728 realizations of
the acoustic scene under different conditions. In each realization
a rectangular room with reverberation time 7§ and critical dis-
tance . was simulated using the image method [29]. A speaker
and a noise source were positioned in this room, as detailed later.
Both were represented by point sources. A spherical microphone
array was positioned at (zo, Yo, 20), and measured both the
speech and the noise signals. The microphone array, the speaker
and the noise source had the same position on the z-axis (z =
1.7m). The SH coefficients of the sound field (a,,,(t)) around
the microphone array were computed using nearly-uniform sam-
pling with order N = 4 and 36 samples. The order N = 4 was
chosen to emulate practical spherical microphone arrays such as
the mh Acoustics’ Eigenmike [41]. The mask M(®, 7, ) from
Eq. (26) was calculated for () = 36 directions, and with elements
of vector ® defined by the directions of the nearly-uniform
samples on the sphere. It is noteworthy, that the vector ® does not
need to include the DOA of the desired signal. Spatial aliasing
and sensor noise were assumed to be negligible for simplicity. In
the same manner, a?, (¢)anda¥, (t) were calculated separately.
After representing a?, (t) and a¥,,(t) in the time-frequency
domain by applying the STFT (with a Hanning window of
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Fig. 1. Schematic of the acoustic scene, showing the two sources and the
human head in the room. In the case of the recording scene, the human head is
replaced by a spherical microphone array.

length 512 samples, 50 % overlap, FFT of length 512 and
sampling frequency of 16 kHz), the processing methods from
Section III were applied by using the instantaneous estimation
of the SNR (Egs. (17), (22) and (32)). Binaural signals were
then computed by using the Cologne HRTF compilation of the
Neumann KU-100 [42]. The binaural signals were generated for
each realization. A schematic description of the acoustic scenes
is shown in Fig. 1. The independent variables in this simulation,
and the values of each variable are presented in Table I. As
shown in the table, the simulation was composed of four different
speakers pronouncing a different utterance each, three values
for SNRin, six noise types, two different rooms, three different
angle sets for the speaker and the noise sources relative to the
listener’s head, and four distances of the sources relative to the
recording array, which add up to a total of 1728 realizations for
all combinations. For each realization the objective measures
from Section V were calculated.

B. Results

The objective measures from Section V, which were calcu-
lated for each realization, were computed and are presented in
this section.

1) SDR and SNR Gain: The measures Ggnr and SD R were
computed by averaging over all conditions in the Monte-Carlo
simulation, and are presented in Fig. 2. As shown in the figure,
the medians of all methods for both measures differ with signifi-
cance of p < 0.05. The TFS achieved higher median values than
the TFSH for both measures, by about 2-3 dB. This implies that,
in general, the TFS distorts the desired signal less and better
attenuates the noise compared to the TFSH method. It is also
shown in Fig. 2 that the TFSH and the TFS achieved significantly
higher median values than the Beamforming method in the case
of SDR, but slightly lower median values in the case of Ggn -
The reason for this will be discussed later.
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TABLE I
DETAILS AND PARAMETERS OF THE MONTE-CARLO SIMULATION

Independent # of | Description

variable values

Speech 4 Four different utterances taken from the

(s(t)) TIMIT corpus [43], sampled at fs =
16 kHz.

SNRin 3 SNRin= —10, 0, 10 dB.

Noise (n(t)) | 6 Four types of noise: faucet, air-conditioner
(AC), blender and fan noise from the free
sound repository Freesound.org [44] and
white and pink noise generated in Matlab.
All signals were sampled at fs = 16 kHz.
Two different rooms:

The first room is a rectangular room of
dimensions 8m X 5m x 3m, Tgo = 0.7 s
with critical distance r. = 0.74m. The
spherical microphone array was positioned
at (zo0,%0,20) = (2,2,1.7) m.

The second room is a rectangular room of
dimensions 4m X 3m x 3m, Tgo = 0.5s
with critical distance r. = 0.48 m. The
spherical microphone array was positioned
at (:Co,y07 Zo) = (1, 1.5, 1.7) m.

Three different directions for the desired
and the undesired sources were simulated:
(Pg, Pu) = (120°,60°), (g, Pu) =
(150°,90°) and (P4, Py) = (90°,30°),
where ®; and ®,, are defined in Fig. 1.
Four source distances (normalized by r.),
defined as the pair (74, 7, ), were simulated:
(0.5,0.5), (2,0.5), (0.5,2) and (2,2),
where 7y = :—d and 7, = :—“ and 7, and
rq are defined ‘in Fig. 1. ¢

Room 2

Speaker and | 3
noise source
angles

Distance 4

40 —

W
o

‘m u

TFS TFSH Beamforming TFS

TFSH Beamforming

Fig. 2. The objective measures G'gn g (right) and SDR (left). SDR is the
average of SD R, and SD Ry, and G s N R is the average of G'g 5 and GlSNR.
Box plot visualization: the median is the middle line; the bottom and top edges
represent the 25th and 75th percentiles; the whiskers represent the extreme
values, excluding outliers; the notches have been calculated such that boxes
with non-overlapping notches have medians which are different at the 95%
significance level. Outliers are marked with red “+-".

Following the definitions of the TFS (Eq. (26)) and the TFSH
(Eq. (18)) methods, it seems that a significant difference between
the two methods is found in the ability of the TFS method
to separate sources in the spatial domain in addition to in the
time-frequency domain. Hence, it may be expected that the
TES would perform better than the TFSH when the sound field
is composed of significant direct components from the sound
sources. However, in the case where the sources produce highly
reverberant or diffuse sound fields, the TFS method may not have
that advantage over the TFSH method. In order to investigate
this hypothesis, and to study the effect of source distance on
performance, which may be an important factor in practical
applications, performance is evaluated as a function of the
independent variable “Distance”. The case (0.5,0.5) in Table I,
where the distance of the sources is half of the critical distance,
represents a sound field with a dominant direct component,
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Fig.3. The objective measures G s x g (bottom) and S D R (top) as a function
of the independent variable “Distance”. SDR is the average of SDR, and
SDRy, and Ggn R is the average of G\ , and GfSNR'

whereas the case (2,2), where the distance of the sources is
twice the critical distance, represents a sound field which is more
reverberant or diffuse.

Fig. 3 presents Ggyr and SDR for the three methods, as a
function of the independent variable “Distance,” i.e. four sets of
distances as presented in Table I. The results are averaged over
all other factors from Table I. As shown in Fig. 3, the median
of the TFS is significantly higher than the median of the TFSH
(p < 0.05) for all the distances and for both measures, except
for the “Distance” case (2,2), which corroborates the hypothesis
presented above. For the “Distance” case (0.5,0.5), Fig. 3 shows
that the TFS method outperforms the TFSH method by about
4-5 dB in both SNR and SDR, clearly showing its superiority
for this case.

Fig. 3 also shows that the Beamforming method performs
much better than the other two methods with respect to G sy g,
but significantly worse with respect to SDR. This can be ex-
plained by the way the Beamforming method reproduces the
desired sound field - it attenuates a significant component of the
noise using the beam-pattern, therefore achieving high Gy g.
However, the same beam pattern also attenuates important com-
ponents of the desired signal, leading to poor performance with
respect to SDR.

2) Residual Noise: Some applications may benefit from pre-
serving the spatial cues of the residual noise. Examples could be
traffic noise or impact noise which may require special attention
from the listener. Therefore, in this section the preservation of
the spatial cues of the residual noise after applying the aforemen-
tioned methods is studied, using the measures of IACC, and the
ILD [45], [46]. The IACC; measures the correlation time of the
signals at the right and the left ears and represents the inter-aural
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Fig. 5. ILD (top) and the IACC; (bottom) as a function of noise type.

time difference (ITD) [46], which is an important localization
cue up to 1500 H,. The ILD is an important localization cue for
frequencies higher than 1500 H,. Hence, in order to calculate
the IACC;, the residual noise signal in the time domain P/ (t)
(Eq. (39)) was filtered by a band-pass filter in the frequency fange
100 H, to 1500 H,, and the ILD was calculated for frequencies
above 1500 H, and then averaged over all frequency bands.
Fig. 4 presents the results of the ILD and IACC,; for the
TFS and the TFSH methods compared to the unprocessed noise
after averaging over all data from the Monte-Carlo simulation
presented in Section VI. As shown in Fig. 4, for both cues the
median of the TFSH and the unprocessed noise are not signifi-
cantly different, whereas the median of the TFS is significantly
different from the TFSH and from the unprocessed noise signal
with significance of p < 0.05. This result implies that the TESH
method may better preserve the spatial cues of the residual noise.
Fig. 4 shows the averaged performance under all experimental
conditions, including different noise types. It may be interesting
to investigate whether the level to which a method maintains
spatial cues of the noise depends on the noise type. Therefore,
ILD and IACC; were evaluated with respect to the independent
variable “Noise” from Table I, i.e. six type of noise sources.
Fig. 5 presents the results. As presented in Fig. 5, in the case of
both ILD and IACC; the medians of the TFSH and the medians
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of the unprocessed noise are not significantly different for all
noise types. This may suggest that the TESH may preserve the
DOA of the noise source independently of the noise type. On
the other hand, the medians of the TFS method differ from the
medians of the unprocessed noise with significance of p < 0.05
for all noise types, except for the faucet noise (with respect to
TACC;), and the fan noise (with respect to ILD). This may imply
that the TFS may not, in general, preserve the DOA of the noise
source. However, the preservation of spatial information may
change between noise types, and so the actual perception of
direction may differ with noise type. To evaluate the latter, a
listening test is performed and reported in Section VIII.

VII. LISTENING TEST 1 - ENHANCED DESIRED SIGNAL

In this section, we report on a listening test that was conducted
to further study the ability of the processing methods from Sec-
tion III to preserve the spatial information of the desired source,
while attenuating the contribution of the undesired source to the
sound field.

A. Methodology

Binaural signals were generated in two acoustic scenes that
were sampled from the Monte-Carlo simulations. A schematic
description of the acoustic scene is shown in Fig. 1. The pa-
rameters presented in Fig. 1 and their values for each of the
acoustic scenes are described in Table I. Both acoustic scenes
include the following parameters: s(t) - a single female speaker,
SNR;,, = 0dB, n(t) - pink noise, Room - the first room in
Table I, (P4, ®,,) = (120°,60°) and (74, 7,) = (0.5,0.5). The
difference between the acoustic scenes is the distance between
the sources and the listener’s head. In the first acoustic scene, the
distance between the sources and the listener’s head is half of the
critical distance (74, 7,,) = (0.5,0.5) and in the second acoustic
scene this distance is twice the critical distance (74, 7, ) = (2, 2).

B. Experimental Setup

A listening test based on Recommendation ITU-R BS.1534-1
(MUSHRA, MUltiple Stimuli with Hidden Reference and An-
chor) [47] was conducted. For both acoustic scenes, five binaural
signals were generated:'

1) Reference: a binaural signal generated only by the desired

signal (P, (t)).

2) TFS: a binaural signal generated after applying the TFS
method (P% ().

3) TFSH: a binaural signal generated after applying the
TFSH method (P (t)).

4) Beamforming: a binaural signal generated after applying
the beamforming method (P (¢)).

5) Anchor: the desired source signal plus the undesired
source signal as they are measured at the center of the
microphone array, without any processing. These signals
can be calculated by using the zero SH coefficients of the

IThis paper has supplementary downloadable material available at http://
ieeexplore.ieee.org, provided by the authors. This includes the signals of the
two listening tests and a readme file. This material is 6.8 MB in size.


http://ieeexplore.ieee.org
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Fig. 6. Results for the overall quality ratings in scene 1 (a) and scene 2 (b).

desired and undesired signals, namely ad, () and ag,(t),
respectively.

All signals were played back using the Matlab (MATLAB
R2018b) audio recorder and AKG K702 headphones. 16 normal
hearing subjects participated in this experiment. The experiment
included 2 MUSHRA screens - one screen for each acoustic
scene as detailed above. For both MUSHRA screens, each partic-
ipant was asked to rate the overall quality of the signals relative
to the reference signal, on a scale from O to 100. The overall
quality was defined as a combination of the following properties:
Externalization, Localization, Envelopment, Noise-like artifact
and Distortion, as defined in [48]. Before rating, the participants
performed a training task in order to ensure that the instructions
were clearly understood and to familiarize the participants with
the stimuli.

C. Results

The overall quality results are presented in Fig. 6 for both
acoustic scenes.

As shown in Fig. 6, in acoustic scene 1 the median scores
of all signals differ with significance p < 0.05. In this acoustic
scene, the median of the TFSH method is 23.5, which places
this method in the lowest place compared to the TFS method
(with median 77) and the Beamforming method (with median
49). In acoustic scene 2 the median scores of all signals differ
with significance p < 0.05, except for the TFS and the Reference
scores, and the TFS and the TFSH scores. The TFS and the TFSH
methods are highly rated with medians of 98 and 88, respectively.
These results of the TFS and the TFSH are with correlation to
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the objective results in Section VI (Fig. 3), as the TFSH and the
TFS methods perform approximately the same in distance case
(2,2) and the TFS method performs much better than the TFSH
method in distance case (0.5,0.5) for both measures (Gsn g and
SDR).

A two-way analysis of variance (ANOVA) was used to exam-
ine the effect of the processing methods, the acoustic scenes and
the interaction between them. The results indicated a significant
effect for the processing methods (p < 0.01), for the acoustic
scenes (p < 0.01) and for the interaction (p < 0.05), suggesting
that the participants rated the processing methods differently.
Moreover, the significant interaction between the processing
methods and the acoustic scenes can be specifically explained
by the TFSH method, which is rated high in acoustic scene 2 and
rated low in acoustic scene 1. This change significantly impacts
the interaction, showing the sensitivity of this method to the
source’s distance.

VIII. LISTENING TEST 2 - RESIDUAL NOISE

In this section, we report on a listening test that was conducted
to further study the ability of the processing methods from
Sec. III to preserve the DOA of the residual noise.

A. Methodology

Binaural signals were generated in two acoustic scenes that
were sampled from the Monte-Carlo simulations presented in
Sec. VI. A schematic description of the acoustic scene is shown
in Fig. 1. The parameters presented in Fig. 1 and their values
for each of the acoustic scenes are described in Table I. Both
acoustic scenes include the following parameters: s(t) - a sin-
gle female speaker, SNR;,, = 0dB, Room - the first room in
Table I, (P4, ,,) = (120°,60°) and (74, 7,) = (0.5,0.5). The
difference between the acoustic scenes is the noise type. In the
first acoustic scene, the noise, n(t), is white noise and in the
second acoustic scene the noise type is fan noise.

B. Experimental Setup

For both acoustic scenes, four binaural signals were gener-
ated:
1) Reference: a binaural signal generated by the unprocessed
noise signal (P*(t)).

2) TFS: abinaural signal of the residual noise generated after
applying the TES method (P} (t)).

3) TFSH: a binaural signal of the residual noise generated
after applying the TFSH method (P (t)).

4) Anchor: a binaural signal of the noise source, but when

relocated to the position of the desired source.

All signals were played back using the Matlab (MATLAB
R2018b) audio recorder and AKG K702 headphones. 16 normal
hearing subjects participated in this experiment. The experiment,
based on the MUSHRA test, included 2 screens - one screen
for each acoustic scene as detailed above. For both MUSHRA
screens, each participant was asked to rate the similarity to the
reference signal, based on the DOA, on a scale from 0 to 100.
Before rating, the participants performed a training task, in order
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to ensure that the instructions were clearly understood and to
familiarize the participants with the stimuli.

C. Results

The results are presented in Fig. 7 for both acoustic scenes.
As shown in Fig. 7, in acoustic scenes 1 and 2 the median scores
of all signals differ with significance p < 0.05. In acoustic scene
1, the median of the TFS method is 36.5, which is significantly
lower than the TFSH method (with median 80.5). In acoustic
scene 2, the median of the TFS method is 55, and is also
significantly lower compared to the TFSH method (with median
81). These results of the TFS and the TFSH methods are in
agreement with the objective results in Section VI (Fig. 5), as the
TFSH method seems to better preserve the DOA of the residual
noise compared to the TFS method for both noise types, although
actual performance may depend on noise type.

A two-way analysis of variance (ANOVA) was used to exam-
ine the effect of the processing methods, the acoustic scenes and
the interaction between them. The results indicated a significant
effect for the processing methods (p < 0.01), for the acoustic
scenes (p < 0.01) and for the interaction (p < 0.01), suggesting
that the participants rated the processing methods differently.
Moreover, the significant interaction between the processing
methods and the acoustic scenes can be specifically explained
by the TFS method, which is rated higher in acoustic scene 2
than in acoustic scene 1. This change significantly impacts the
interaction, showing the dependence on the residual noise type
of the TFS method in preserving the DOA. It is noteworthy
that the participants in the listening test rated the DOA of the
residual noise by listening to the residual noise only. However,
in the actual noise reduced signal, the residual noise may be
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partially masked by the desired sound, which may affect how it
is perceived.

IX. CONCLUSION

According to the subjective and the objective analyses pre-
sented in this paper, the TFS method seems to outperform the
TFSH method in terms of preserving the spatial information
of the desired signal. It was specifically shown that there is a
strong dependence of the performance of the TFSH method
on the sources’ distances from the microphone array, which
is a drawback of this method. Nevertheless, for highly rever-
berant environments with distant sources this method performs
approximately the same as the TFS mask in terms of SDR and
SNR gain, and may be preferable due to the direct processing
in the SH domain. Moreover, it was shown that the TFSH
method preserves the DOA of the residual noise better than the
TFS method. It was specifically shown that the DOA of the
residual noise after applying the TFS method is dependent on
the noise type. The Beamforming method was found to be very
successful in noise reduction but very poor in preserving the
spatial information of the desired sound. However, as this study
examined only arelatively small set of audio signals and acoustic
conditions, a more comprehensive study should be performed to
generalize these conclusions.
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