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Abstract— Sound reproduction systems may highly benefit from
detailed knowledge of the acoustic space to enhance the spatial
sound experience. This article presents a room geometry inference
method based on identification of reflective boundaries using a
high-resolution direction-of-arrival map produced via room im-
pulse responses (RIRs) measured with a linear loudspeaker array
and a single microphone. Exploiting the sparse nature of the early
part of the RIRs, Elastic Net regularization is applied to obtain
a 2D polar-coordinate map, on which the direct path and early
reflections appear as distinct peaks, described by their propagation
distance and direction of arrival. Assuming a separable room ge-
ometry with four side-walls perpendicular to the floor and ceiling,
and imposing pre-defined geometrical constraints on the walls, the
2D-map is segmented into six regions, each corresponding to a
particular wall. The salient peaks within each region are selected as
candidates for the first-order wall reflections, and a set of potential
room geometries is formed by considering all possible combinations
of the associated peaks. The room geometry is then inferred using
a cost function evaluated on the higher-order reflections computed
via beam tracing. The proposed method is tested with both simu-
lated and measured data.

Index Terms—DOA estimation, reflector localization, echo
labeling, room geometry inference.

I. INTRODUCTION

INFORMATION on the acoustic environment is of impor-
tance in advanced audio systems, improving the system

performance and enabling new functionalities in applications.
For instance, the knowledge of the room geometry can be used to
increase robustness in sound source localization [1], [2], enhance
the target signal in dereverberation [3], [4], and improve the
spatial impression through room compensation in sound repro-
duction [5]. Room geometry inference (RGI) methods generally
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involve the localization of first-order reflections from the walls
enclosing the room via the room impulse responses (RIRs)
measured between different arrangements of loudspeakers and
microphones. RIRs are processed to extract times of arrivals
(TOAs) of the direct path and reflections, which are then used
to estimate the locations and orientations of wall reflectors.

Reflector localization requires TOAs to be grouped into sets,
each associated with a particular reflective boundary, which is
known as TOA disambiguation or echo labeling in the litera-
ture [6], [7]. A class of reflector localization methods uses an
ellipse-based formulation [8]–[14], where a reflector is identified
by finding the common tangent to all the ellipses with the
foci given by the pair of speaker- and microphone-positions
traced from the corresponding TOAs. A 2D reflector localization
algorithm to obtain the common tangent is proposed in [8], and
its robustness to temperature variations is investigated in [9].
This approach is also adopted in [10] to blindly localize the
walls in 2D using single-source multiple-receiver setups. In [11],
the use of a compact microphone array guarantees that TOAs
belonging to the same reflector in 2D are ordered consistently
in different RIRs from the same array, except in some special
cases. An extension to 3D environments is achieved in [12]
by decomposing the 3D microphone array into 2D sub-arrays
and in [13], [14] by using ellipsoids. In an alternative reflector
localization method proposed in [15], the 3D room geometry is
inferred from the knowledge of TOAs of first-order reflections
obtained via the Euclidean distance matrix associated with a
distributed microphone array. In [16], TOAs are acquired from
an uncalibrated 3D setup by means of an auto-localization algo-
rithm proposed in [17], and the room geometry is then estimated
using a greedy iterative approach.

Another class of reflector localization techniques bypasses the
need for TOA detection in each RIR by jointly processing the
array measurements to generate polar time-domain TOA/DOA
(direction-of-arrival) maps describing the evolution of planar
reflections following the direct path over time, which emerge
on these maps as distinct peaks [18]–[22]. In [18], the TOA-
space maps are generated using plane-wave decomposition in
frequency domain over RIRs measured with a circular array.
In [19], [20], the superdirective array (SDA) beamformer [23]
is applied to RIRs recorded with bi-circular arrays to obtain
time-domain azimuth-DOA maps to be used for 3D reflector lo-
calization and classification. Exploiting the acoustic reciprocity
principle [24], the Linear Radon Transform (LRT) is applied to
the stack of RIRs measured with a linear loudspeaker array and a
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single microphone in [21] to generate similar maps for 2D TOA
disambiguation.

Most existing reflector localization methods require the use of
a single omnidirectional speaker and a microphone array that has
the same dimension as the case of interest (e.g., circular or planar
arrays for 2D reflector localization and spherical arrays for the
3D case). If these techniques are implemented using setups with
lower-dimensional arrays, they may fail to accurately localize
reflectors and produce probable but incorrect estimates due to the
geometrical ambiguity arising from the lack of a dimension in the
array. There are few techniques in the literature circumventing
this geometrical ambiguity introduced by the transducer array.
In [25], a compact circular array is used for 3D RGI, and
a l1-regularized least-squares fit is applied on the measured
RIRs using an extensive set of acoustic reflections synthetically
generated in 3D. In [14], [20], bi-circular microphone arrays are
used for 3D reflection localization, and the up/down ambiguity
is circumvented by assuming that the array positioning relative
to the floor/ceiling is known a priori (e.g., floor is closer than the
ceiling). As a follow-up to the LRT-based technique developed
in [21], a measurement setup composed of a 2D rectangular
loudspeaker array (with the intention to place it around a video
screen) and an omnidirectional microphone is used in [22] for
3D RGI and the front/back ambiguity is avoided by assuming
the loudspeaker array is placed close to one of the walls at a
nearly-parallel position.

In this manuscript, we introduce a 3D RGI algorithm using
a setup consisting only of a linear loudspeaker array and a
single omnidirectional microphone. With the increasing use of
soundbars in TV sets, 3D reflector localization with a linear
loudspeaker array becomes more relevant to commercial appli-
cations. The performance of the sound reproduction system can
significantly be improved if it is made aware of the surrounding
environment (e.g., [26]), as some prior knowledge of the room
geometry such as the floor-map and floor/ceiling height is key
to sound rendering in achieving a pleasing immersive experi-
ence. However, to the best of our knowledge, 3D RGI with a
linear array (1D configuration), where the spatial diversity is
significantly reduced in two dimensions, is yet to be addressed
in the literature. As the first attempt to combat this challenging
situation, the main contributions of this work include:

1) a novel sparsity-constrained high-resolution 2D polar-
space DOA mapping technique using RIRs recorded with
a synchronized setup made up of a linear loudspeaker array
and a single microphone,

2) a semisupervised approach tackling the geometrical ambi-
guity and identifying potential first-order reflection can-
didates through the segmentation of the DOA map into
bounded regions, each associated with a wall, based on
pre-defined constraints for wall dimensions and orienta-
tions,

3) room geometry inference based on a cost function mea-
suring the match between the higher-order reflections esti-
mated via beam tracing [27]–[29] and the actual reflections
spotted on the DOA map.

The proposed 3D RGI algorithm is validated with an extensive
set of RIRs measured in rooms with different wall characteristics

and reverberation times as well as a simulated replica of one of
these rooms.

The remainder of the manuscript is organized as fol-
lows: Section II gives an overview of the proposed method.
Section III provides the description of a separable room ge-
ometry. Section IV formulates the DOA-map estimation from
RIR measurements, and explains the peak detection and pruning
method. Section V details the segmentation of the DOA map into
regions generated based on the geometric constraints imposed on
the walls. Section VI explains how the inferred room geometry
is determined via beam tracing from all possible room configu-
rations. Section VII presents the performance evaluation of the
proposed method with real and simulated data and Section VIII
concludes the manuscript.

II. METHOD OVERVIEW

The proposed 3D RGI algorithm using a linear loudspeaker
array and a single microphone consists of three main steps, as
outlined in Fig. 1.

To tackle the geometrical ambiguity arising from the limited
spatial diversity of the linear array, a room of interest is assumed
to have a separable geometry (i.e., side-walls are perpendicular
to floor and ceiling and no discontinuity exists along the walls).
In addition, the microphone is assumed to be in line of sight
with the loudspeakers located in front of the array on the same
horizontal plane, parallel to the floor.

In the first step of the proposed RGI algorithm, RIRs recorded
synchronously between the linear loudspeaker array and single
microphone (i.e., any initial delay in a given RIR is associ-
ated with the acoustic propagation path) are used to generate
a DOA map, where the localization of the real- and image-
microphones in 3D is achieved by their projection onto the 2D
polar-coordinate space. One should expect the resulting DOA
map to have a small number of discrete peaks resulting from
the sparse nature of the early parts of RIRs containing only
the direct path and distinct early reflections. A high-resolution
map is thus obtained by formulating DOA estimation as a linear
inverse problem and then solving it via Elastic Net regulariza-
tion [30], [31], in which a penalty term composed of a weighted
summation of LASSO and ridge-regression constraints is used
in the optimization cost function. A standard 2D peak detection
algorithm [21] followed by a peak pruning procedure is then
utilized on the estimated DOA map to identify the salient peaks
likely to be associated with the direct path and early reflections.

In the second step, the DOA map is segmented into multiple
bounded regions, each corresponding to a wall, to determine the
peak candidates that may potentially correspond to the first-order
reflections. These bounded regions are generated based on a
set of relaxed geometrical constraints imposed on the walls to
restrict the search space for the reflecting boundary surfaces.
In more detail, lower and upper bounds are pre-defined for the
distances from the loudspeaker array to the walls along with
an angular limit on the orientation of side-walls, allowing some
degree of deviation from a shoe-box room model. Within each
region, the most significant peaks are then selected as potential
wall candidates.
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Fig. 1. The block diagram of the proposed 3D room geometry inference algorithm using a linear loudspeaker array and a single microphone.

In the third step, all possible room geometries are obtained
through a Cartesian product of the sets of wall candidates ex-
tracted from the six bounded regions that correspond to four
side-walls, floor and ceiling. Finally, the room geometry de-
scribed by its floor map and height is inferred by using a cost
function that evaluates the agreement between the higher-order
reflections estimated from the candidate first-order reflections
via the beam-tracing method [27]–[29] and the peaks on the
actual DOA map.

III. SEPARABLE ROOM GEOMETRY

A. Room Description

Under the assumption of a separable room geometry, which is
obtained by the Cartesian product of 2D and 1D environments
(2D × 1D), a room of an unknown shape can be completely
described by its floor map and height, having perfectly flat
side-walls of equal height and all perpendicular to the floor and
ceiling. The setup used in this manuscript is illustrated in Fig. 2.
The inference of a 3D room geometry is achieved by estimating
the parameter pair (vw, dw), the normal vector and distance
from the origin, for each of the six walls w = 1, . . . , 6 via RIRs
measured from a linear array of loudspeakers located parallel
to the floor and ceiling at the positions sl, ∀l ∈ {1, . . . , L} to
an omnidirectional microphone located at ro. Without loss of
generality, a reference system with the origin located at the array
center and the x-axis aligned with the array is considered such
that the lth array element is positioned at sl = [xsl , 0, 0]

T . The
microphone is positioned to be in front of the speaker array at the
same height (i.e., ro = [xo, yo, zo]

T , where yo > 0 and zo = 0).
Under the 2D× 1D geometry assumption, each side-wall may be
described by the orientation angleϕw yielding the normal vector
vw = [cosϕw, sinϕw, 0]

T , and the distance dw (w = 1, . . . , 4),
whereas the normal vectors are known a priori for floor and
ceiling given by v5 = [0, 0, 1]T and v6 = [0, 0,−1]T such that
only the corresponding distances d5 and d6 need to be estimated.
Under the aforementioned assumptions, it readily follows that
the room shape is determined by a total of 10 parameters (4
angles and 6 distances).

A set of geometric constraints is imposed on the walls to
limit the search space for the room geometry to be inferred. For
side-walls, the search for the orientation angle is restricted into
the rangeϕw ∈ [ϕw −Δϕw, ϕw +Δϕw], whereΔϕw denotes
the maximum allowed deviation from a shoe-box room model, in
which the orientation angles ϕw, w = 1, . . . , 4 are specified for
four side-walls as ϕ1 = π/2 (back wall), ϕ2 = π (right wall),
ϕ3 = −π/2 (front wall) andϕ4 = 0 (left wall). This leads to the

Fig. 2. The separable room geometry obtained by the Cartesian product of 2D
and 1D environments (2D × 1D): The room shape can be fully described by its
floor map (top view) and height (side view).

angular constraint for side-walls (w = 1, . . . , 4)

arccos〈vw,vϕ̄w
〉 ≤ Δϕw, (1)

where vϕ̄w
refers to the normal vector of thewth wall in a shoe-

box room and 〈·, ·〉 denotes the inner product. For each of the
six walls, the distance dw is bounded by pre-defined minimum
and maximum values (w = 1, . . . , 6):

dmin
w ≤ dw ≤ dmax

w . (2)

B. Geometrical Ambiguity

Assuming a linear array setup with the origin located at the
array center and the x-axis aligned with the array, each point r in
3D-space may be projected onto the 2D polar-coordinate space
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Fig. 3. Geometrical ambiguity due to using a linear array: The pair (ρ, θ) may
correspond to any point r located on the circumference of a circle perpendicular
to the xy-plane, centered at [ρ cos θ, 0, 0]T with the radius equal to ρ sin θ,
resulting in a circular symmetry for the linear array geometry.

with its polar coordinates given by the pair (ρ, θ):

ρ = ‖r‖ and θ = arccos
〈r,u〉
‖r‖ , (3)

where ρ is the propagation distance, the angle θ ∈ [0◦, 180◦]
and u = [1, 0, 0]T is the unit vector in the direction of x axis.
The mapping from r to the polar-coordinate space can be un-
equivocally determined, but the reverse is not true, since this
is not an invertible operation. As illustrated in Fig. 3, the pair
(ρ, θ) may represent any point on the circumference of a circle
perpendicular to the xy-plane, centered at [ρ cos θ, 0, 0]T with
the radius equal to ρ sin θ, indicating a circular symmetry for the
linear array geometry when used in 3D setups.

The geometrical ambiguity arising from the linear array setup
is lessened under the assumption of a 2D × 1D separable room
geometry. Side-walls generate image-microphone positions all
lying on the same plane with the speaker array and measurement
position (i.e., the xy-plane) such that the uncertainty reduces
down to a “front-back” ambiguity, where it is still not possible
to distinguish between the image-microphones occurring in the
“front” (y > 0) or “back” (y < 0) of the speaker array. Floor
and ceiling can be treated separately from side-walls because
the first-order image-microphones (as well as higher-order re-
flections between floor and ceiling) should be then located in 1D
space (i.e., the line parallel to the z-axis and passing from ro),
resulting in an “up” (z > 0) and “down” (z < 0) ambiguity for
floor and ceiling.

Since the measurement point is also assumed to be positioned
in front of the speaker array at the same height, the Cartesian
coordinates of ro are given by the corresponding the polar-
coordinate pair (ρo, θo):

ro =

⎡⎢⎣ρo cos θoρo sin θo

0

⎤⎥⎦ . (4)

Based on geometrical acoustics and the reciprocity principle,
the specular reflection from a wall described by the parameter
pair (v, d) can be regarded as an acoustic path originated at the
first-order image microphone position r′o, which is obtained by
mirroring ro:

r′o = (I− 2vvT )ro − 2dv. (5)

Given the ro and r′o, the wall parameters may then be fully
determined by using (5). The normal vector is given by

v =
ro − r′o
‖ro − r′o‖

, (6)

and the distance is computed via

d = −1

2
vT (ro + r′o). (7)

1) Side-Walls: Due to the front-back ambiguity, a pair (ρ, θ)
in polar-coordinate space representing a first-order side-wall
reflection may be associated with two distinct positions in geo-
metric space, which are given by

r′o,y− =

⎡⎢⎣ ρ cos θ

−ρ sin θ
0

⎤⎥⎦ and r′o,y+ =

⎡⎢⎣ρ cos θρ sin θ

0

⎤⎥⎦ , (8)

Thus, the mapping between polar-coordinate space and side-wall
parameters can be summarized as

(ρ, θ)
r′
o,y−←→ (vy− , dy−),

(ρ, θ)
r′
o,y+←→ (vy+ , dy+), (9)

where the wall-parameter pairs (vy− , dy−) and (vy+ , dy+) are
computed via (6) and (7).

2) Floor and Ceiling: Under the separable geometry as-
sumption, the image-microphones corresponding to the first-
order floor and ceiling reflections share the samex-y coordinates
with the measurement point ro with an up-down ambiguity. The
two image-microphone positions are thus given by

r′o,z− =

⎡⎢⎣ ρo cos θo

ρo sin θo

−√ρ2 − ρ2o

⎤⎥⎦ and r′o,z+ =

⎡⎢⎣ ρo cos θo

ρo sin θo√
ρ2 − ρ2o

⎤⎥⎦ . (10)

where the sign ambiguity is resolved, as r′o,z− must correspond
to a floor reflection and r′o,z+ to a ceiling reflection. Given the

normal vectors, v5 = [0, 0, 1]T and v6 = [0, 0,−1]T for floor
and ceiling, the distance parameters computed via (7) attain the
same value for both r′o,z− and r′o,z+ :

dz =

√
ρ2 − ρ2o
2

. (11)

This results in the mapping between polar-coordinate space and
floor/ceiling wall parameters as

(ρ, θ)
r′
o,z−←→ (v5, dz),

(ρ, θ)
r′
o,z+←→ (v6, dz). (12)
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Fig. 4. DOA mapping based on RIRs recorded between a uniform loudspeaker array and a single microphone: The measured RIRs (illustrated here as a normalized
and dB-scaled image of vertically stacked RIRs) are first translated into a 2D polar-coordinate DOA map (shown as a normalized and dB-scaled image) and the
salient peaks that are likely to correspond to real- and image-microphones are then identified on the DOA map using a standard 2D peak detecting and pruning
algorithm (peaks are colored in gray scale with respect to their magnitude).

IV. DOA MAPPING

An illustrative summary of the DOA-mapping procedure de-
scribed in this section is given in Fig. 4. To combat the geomet-
rical ambiguity resulting from the lack of spatial diversity and
identify the locations and orientations of wall reflectors, RIRs
recorded between the linear loudspeaker array and single micro-
phone are first translated into a 2D polar-coordinate map, onto
which real- and image-microphones in 3D are projected, emerg-
ing as distinct peaks described by their propagation distances and
DOAs. A peak detection and pruning procedure is then applied
to the estimated map to determine the significant peaks that are
likely to correspond to real- and image-microphones.

A. Forward Problem

LetX(ρ, θ) be the unknown 2D discrete polar-coordinate map
of size M × I , where the 2D-grid has a length of M along the
ρ-axis and a length of I along the θ-axis. Using the acoustic
reciprocity principle [24], a grid point located at (ρm, θi) on the
map corresponds to a 2D projection of a potential point source
associated with a real- or image-microphone position in 3D.
Assuming all acoustic devices are synchronized and taking into
account all the points across the 2D-grid, the nth element of
the discrete-time room impulse response vector h(l) ∈ RN of
length N acquired between the speaker l in the linear array and
the single microphone may be expressed as

h(l)(n) =

M−1∑
m=0

I−1∑
i=0

h
(l)
ρm,θi

(n) + b(l)(n), (13)

where b(l)(n) is the nth element of the additive measurement
noise vector b(l) ∈ RN . Considering a spherical wave prop-
agation model, h(l)ρm,θi(n) described by the contribution of a

particular grid point located at (ρm, θi) to h(l)(n) is given by

h
(l)
ρm,θi

(n) ≈ Xρm,θi

δ(n− fs · d(l)ρm,θi/c�)
d
(l)
ρm,θi

, (14)

where d
(l)
ρm,θi

= [(ρm cos θi − xsl)2 + (ρm sin θi)
2]1/2 is the

propagation distance from the point (ρm, θi) to the speaker l
with the corresponding time-of-flight d(l)ρm,θi/c (c: the speed
of sound), δ(n) is the discrete-time Dirac delta function, .�
denotes the operator for rounding to the closest integer value
and fs is the sampling frequency. The amplitude of the grid
point denoted by Xρm,θi only takes nonzero values if a real- or
image-microphone is actually projected onto the point (ρm, θi),
representing a numerical indicator for a combination of potential
acoustic phenomena including the level of absorption at a reflec-
tive surface, diffraction, and the microphone and loudspeaker
directivity.

The rounding operation in (14) results in a mismatch between
the actual time delay and sampled instance, and hence, may
cause some noticeable distortion due to the high sensitivity to
the relative phase between the speakers in the array. Furthermore,
in practice, the measured RIRs rarely contain sharp peaks as a
result of the factors including the type of excitation signal and
equipment effects, etc. Alternatively, the Dirac delta function
may be replaced by a function, which models these effects by
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“smoothing” the relation between the grid points on the map
X(ρ, θ) and the discrete-time RIRs [32], [33]. Letg(l)

ρm,θi
be a 1D

smoothing function of lengthN sampled from a continuous-time
function g(t) shifted by the actual time-delay d(l)ρm,θi/c, whose
nth element is given by

g
(l)
ρm,θi

(n) = g(t− d(l)ρm,θi/c)
∣∣∣
t= n

fs

, 0 ≤ n ≤ N − 1. (15)

The revised h(l)(n) can then be given by

h(l)(n) =

M−1∑
m=0

I−1∑
i=0

Xρm,θi

g
(l)
ρm,θi

(n)

d
(l)
ρm,θi

+ b(l)(n). (16)

Let A(l)
ρm = [g

(l)
ρm,θ0

/d
(l)
ρm,θ0

, . . . , g
(l)
ρm,θI−1/d

(l)
ρm,θI−1 ] be the

angular-grid matrix at the propagation distance ρm for the lth
array element and xρm = [Xρm,θ0 , . . . Xρm,θI−1 ]

T be the am-
plitude vector across the DOAs at the propagation distance ρm
corresponding to themth column of the 2D-mapX(ρ, θ). Then,
vertically concatenating the impulse responses from L speakers
and reformulating them in the matrix form yields the additive
signal-noise model for the linear inverse problem:⎡⎢⎢⎣

h(1)

...

h(L)

⎤⎥⎥⎦
︸ ︷︷ ︸

h

=

⎡⎢⎢⎣
A

(1)
ρ0 · · · A

(1)
ρM−1

...
. . .

...

A
(L)
ρ0 · · · A

(L)
ρM−1

⎤⎥⎥⎦
︸ ︷︷ ︸

A

⎡⎢⎢⎣
xρ0

...

xρM−1

⎤⎥⎥⎦
︸ ︷︷ ︸

x

+

⎡⎢⎢⎣
b(1)

...

b(L)

⎤⎥⎥⎦
︸ ︷︷ ︸

b

,

(17)

where A ∈ RL·N×M ·I is the concatenated steering matrix,
the vector x ∈ RM ·I corresponds to the polar-coordinate map
X(ρ, θ) in the vectorized form, and h ∈ RL·N and b ∈ RL·N

are the vertically-concatenated impulse-response and additive
measurement-noise vectors, respectively.

B. Map Estimation

The early parts of the measured RIRs consist of the direct path
and acoustic reflections from the room surfaces, which in turn
should appear on the DOA map as a relatively small number
of distinct peaks, prompting the use of sparse signal estimation
techniques. The Elastic Net regularization is considered here,
with its estimate given by [30], [31]

x̂ = argmin
x≥0

1

2
||h−Ax||22

+ λ

(
β||x||1 + (1− β)

2
||x||22

)
, (18)

where λ > 0 is the regularization parameter for the Elastic Net
penalty, which is composed of a weighted summation of l1-norm
(LASSO) and l2-norm (ridge regression) constraints controlled
by the weighting parameter 0 ≤ β ≤ 1. A non-negativity con-
straint is additionally imposed on x, taking only the interactions
between the air and hard surfaces into account. As a result of
the design of the matrix A ∈ RL·N×M ·I using a smoothing
function in (15), the grid points neighboring a peak on the DOA
map should be highly correlated, generating a locally-smooth

region in the proximity of the peak. However, one of the known
limitations of using only a LASSO penalty is that in underdeter-
mined systems (i.e., L ·N < M · I), LASSO may only select
one variable from a group of highly correlated variables and
discard the rest, which may be prevented by including an addi-
tional quadratic penalty term in the optimization problem [31].
Therefore, the Elastic Net regularization can achieve a desired
level of sparsity while simultaneously selecting the grouped
variables by jointly imposing the LASSO and ridge-regression
penalties [30], [31].

The Elastic Net may be solved as a LASSO problem using an
augmented forward model as follows [31]:

h̃ =

[
h

0

]
and Ã =

[
A√

λ · (1− β) I

]
. (19)

Rewriting (18) yields the LASSO estimate

x̂ = argmin
x≥0

1

2
||h̃− Ãx||22 + (λ · β)||x||1. (20)

The coordinate descent algorithm is used here to obtain the
LASSO solution, during which x̂ is updated cyclically at each
iteration [34]. Exploiting the sparse nature of the measurement
matrix Ã, the LASSO estimate may be computed efficiently,
since the coordinate descent solution does not require any matrix
inversion. Initializing the algorithm with x̂(−1) = 0, the cyclic
update at iteration k ≥ 0 is achieved by minimizing only over
x(η), the ηth element of x, while keeping all x(ψ), ψ �= η
fixed, and the non-negativity constraint is satisfied by zeroing
any negative estimate occurred after an update. This leads to a
one-sided soft-thresholding operation, which may be expressed
as

x̂(η) =

{
(ãTη r̃η − (λ · β))/||ãη||22 if ãTη r̃η > (λ · β)
0 otherwise

,

(21)

where the residual vector is given by r̃η = h̃−∑
ψ �=ηx̂(ψ)ãψ ,

and ãη and ãψ denote the ηth and ψth (ψ �= η) columns of
Ã, respectively. The coordinate descent algorithm is stopped
when the relative error at iteration k reaches below a pre-defined
threshold: ε(k) < τ , where

ε(k) =
||x̂(k) − x̂(k−1)||1
||x̂(k−1)||1 . (22)

C. Peak Detection and Pruning

The salient peaks on the DOA map X(ρ, θ) are detected
based on a standard 2D peak-picking algorithm to extract the
local maxima from an image representation of a 2D function
(c.f., [21]). To reduce the set of all detected peaks into a subset
of the most significant peaks that are more likely to be associated
with actual real- and image-microphones, a pruning procedure
is additionally applied, during which all secondary peaks in
the neighborhood of more significant ones are discarded in an
iterative fashion.

Let Q0 be the set of all extracted peaks, which are then
sorted in descending order with respect to the magnitude and
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Fig. 5. Map segmentation and room geometry inference via beam tracing: The DOA map is segmented into six regions, each corresponding to a wall, based on
the pre-defined constraints on the wall dimensions and orientations, followed by the selection of peaks inside each region that are potential first-order reflection
candidates. The room geometry is inferred by using a cost function evaluating the agreement between the higher-order image-microphones estimated from the
candidate first-order reflections via beam tracing and the peaks on the actual DOA map.

Q−1 = ∅ be the set of most significant peaks, which is empty
at initialization. At iteration k ≥ 0, all the peaks within the
neighborhood of the first element of the set Qk denoted by
qk = (ρk, θk) are pruned:

Qk+1 = Qk \ N (qk), (23)

whereN (qk) is the rectangular neighborhood of qk, whose size
is specified by the thresholds |ρ− ρk| ≤ Tρ and |θ − θk| ≤ Tθ.
Then, qk is added to the set of most significant peaks:

Qk = Qk−1 ∪ qk. (24)

This procedure is repeated until Qk+1 = ∅. The set of the most
significant peaks is finally obtained as

Q = {q0,q1, . . .} . (25)

V. MAP SEGMENTATION

Fig. 5 shows an example of the generation of bounded regions
using the geometric constraints defined in (1) and (2), each
corresponding to either a side-wall or floor/ceiling, followed
by the selection of the peaks inside each region as candidates
for first-order reflections. Such a map-segmentation procedure
involves the remapping of the salient peaks given by their
propagation-path distance and DOA-angle in the 2D polar-
coordinate space back onto the 3D geometric space to identify
the real- and image-microphone positions corresponding to the
direct path and first-order wall reflections for room geometry
inference.

A. Direct Path Estimation

Assuming that the measurement point ro is in line of sight
with all array elements, sl, ∀l ∈ {1, . . . , L}, the first arrival
corresponding to the direct path should generally emerge on the
DOA map as the peak with the highest magnitude. However, in
some cases, there may also be peaks with amplitudes higher than
the direct path as a result of compensating for the propagation-
distance attenuation based on the spherical-wave propagation
model. Taking a practical approach, the peak corresponding
to the direct path is searched among the ten largest peaks in
Q and the first arrival among them is estimated as the peak
corresponding to the direct path, which is labelled as the pair
(ρo, θo).

B. Generation of Bounded Regions

1) Side-Walls: A pair (ρ, θ) becomes a valid candidate for
the wth side-wall provided that the conditions described by (1)
and (2) are satisfied by (vy+ , dy+) and/or (vy− , dy−) given in (9).
The set of all valid pairs (ρ, θ) then forms two bounded regions
M(w)

y± on the DOA map for the side-walls w = 1, . . . , 4, which
may be formally defined as

M(w)
y± =

{
(ρ, θ) :

arccos 〈vy± ,vᾱw
〉 ≤ Δϕw

dmin
w ≤ dy± ≤ dmax

w

}
. (26)
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Combining the two regionsM(w)
y± results in the unified region

M(w) =M(w)
y− ∪M(w)

y+
for each side-wall.

2) Floor and Ceiling: Varying the distance paramater dz
given in (11) from dmin

w to dmax
w translates into a curve segment

in polar-coordinate space described by√
ρ2o + (2dmin

w )2︸ ︷︷ ︸
ρmin
w

≤ ρ ≤
√
ρ2o + (2dmax

w )2︸ ︷︷ ︸
ρmax
w

(27)

and

θ(ρ) = arccos

(
ρo cos θo

ρ

)
, (28)

yielding the bounded regionsM(w) (w = 5, 6) on the DOA map
containing the first-order floor and ceiling reflections:

M(w) =

{
(ρ, θ) :

ρmin
w ≤ ρ ≤ ρmax

w

θ(ρ)− ξθ ≤ θ ≤ θ(ρ) + ξθ

}
, (29)

where a small tolerance ξθ is introduced on the angle θ(ρ) to
convert each M(w) from a curve segment to a narrow-width
region.

C. Candidates for First-Order Reflections

The set of candidate peaks within the bounded regionM(w)

corresponding to the wth wall is determined by intersecting
M(w) with the setQK, which only includes theK largest peaks
from Q:

Q(w)
=M(w) ∩QK. (30)

If stillQ(w)
= ∅, then the search for a peak among the remaining

elements of Q is continued until Q(w)
has at least one element.

If the cardinality ofQ(w)
is greater than a pre-specified number

K̃, then only the first K̃ elements are kept in Q(w)
and the rest

are discarded to avoid an exhaustive search.
To account for the geometrical ambiguity introduced by the

linear array,Q(w)
is subdivided back into two subsets asQ(w)

y± =

Q(w) ∩M(w)
y± for the side-walls (w = 1, . . . , 4). Given the real-

microphone position ro, each pair (ρ, θ) in Q(w)
y± are translated

into their corresponding wall parameters (v(w)
y± , d

(w)
y± ) using (3),

(6) and (7) and stored in a unified wall-parameter set denoted
by P(w). For floor and ceiling (w = 5, 6), the wall-parameter

sets P(w) are obtained directly from the peak set Q(w)
.

VI. ROOM GEOMETRY INFERENCE

A. Room Geometry Candidates

Considering all possible combinations of individual wall pa-
rameters, the room geometry candidates are obtained via the
Cartesian product as

G = P(1) × P(2) × · · · × P(6)

= {G1 ,G2 , . . . ,GJ} ,
(31)

where J = |G| is the total number of candidate room geometries
and the jth candidate described by the parameters (vw,j , dw,j)
for each wall is given by

Gj = {(v1,j , d1,j) ; . . . ; (v6,j , d6,j)} . (32)

Considering the z = 0 plane, on which the real- and image-
microphones lie, side-walls can be represented by the lines
of equation aw,jx+ bw,jy + cw,j = 0, corresponding to the
homogeneous vector [35]

lw,j =

⎡⎣aw,jbw,j
cw,j

⎤⎦ =

⎡⎣ [vw,j ]1
[vw,j ]2
dw,j

⎤⎦ , (33)

where [v]k denotes the kth component of the vector v. The 2D
Cartesian coordinates p1,j , . . .p4,j of the four corners are com-
puted by intersecting the pairs of lines1 (l1,j , l2,j), (l2,j , l3,j),
(l3,j , l4,j) and (l4,j , l1,j). The floor map is then described by the
set of line segments

Fj = {p1,jp2,j ,p2,jp3,j ,p3,jp4,j ,p4,jp1,j}. (34)

The candidate room height is simply given by

Hj = d5,j + d6,j . (35)

Arising from the up-down ambiguity, the projection of the set
of higher-order image-microphone positions of two candidates
j′ and j ′′ onto the DOA map would be the same if d5,j′ = d6,j′′

andd6,j′ = d5,j′′ , which may result in an “upside-down” inferred
room geometry. Therefore, the linear loudspeaker array and
single microphone are always assumed to be positioned closer to
the floor, meaning that any given candidate Gj with d5,j > d6,j
is discarded from the candidate set G to tackle the up-down
ambiguity.

To prevent unrealistically low estimates for the room height
particularly in real-world scenarios with noisy measurements, a
minimum room height level is also introduced as an additional
constraint such that when Hj < Hmin for a candidate Gj , it is
also omitted from G. If no candidate is left in G satisfying the
minimum height constraint, then the search among the remain-
ing elements ofQ is continued until at least a peak-pair for floor
and ceiling satisfies Hmin.

B. Beam Tracing and Cost Function

In the final step, a candidate from the set G is selected as the
inferred room geometry, comparing the estimated higher-order
reflections with the actual peaks on the DOA map remaining
after the exclusion of the peak-set corresponding to first-order
reflections. In more detail, for each room geometry candidate,
the higher-order image-microphone positions are first estimated
via the beam-tracing method described in [27]–[29] from the

1Given a pair of lines l1 = [a1, b1, c1]
T and l2 = [a2, b2, c2]

T , their inter-
section is computed in homogeneous coordinates as the cross product l1 × l2
[35]. It is easy to verify that the corresponding Cartesian coordinates are given
by

p = (x, y) =

(
b1c2 − b2c1
a1b2 − a2b1

,
a2c1 − a1c2
a1b2 − a2b1

)
.
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Fig. 6. Visibility of an image-microphone and an example of a set of visible
image-microphones obtained via beam tracing.

candidate first-order reflections, and then projected onto the 2D
polar-coordinate space as illustrated in the rightmost column of
Fig. 5. Subsequently, a cost function is computed by summing
the amplitudes of grid points on the DOA map corresponding to
the estimated higher-order image-microphone positions. Finally,
the candidate that achieves the highest score among all the others
is determined as the inferred room geometry.

1) Beam Tracing: For a source-receiver pair along with a set
of line segments describing a 2D acoustic environment, beam
tracing [28] enables the computation of all image-microphone
positions that are visible from the source using the image
method [36] up to a predetermined order of reflections, in
which the visibility from the sources is evaluated by tracing
the beam splitting/branching process resulting from multiple
reflections on the line segments. The concept of visibility is
exemplified in Fig. 6(a), where the region of visibility of an
image-microphone at r′o through the segment p1p2 corresponds
to a beam (gray-shaded region), and the image microphone is
visible from the source at s1 but not from s2. As discussed
in [28], [29], the beam-tracing method originally developed for
planar (2D) geometries can be easily extended to 2D × 1D
geometry. This is accomplished by mirroring the set of the
resulting coplanar image-microphones with respect to the planes
corresponding to floor and ceiling, and repeating this procedure
until reaching the maximum reflection order.

To estimate the higher-order propagation paths for the room-
geometry candidate j, the beam-tracing process may be defined
in the form of a function as

Ij = B (Fj , Hj , s, ro, κ) , (36)

which yields the output set Ij containing the 3D Cartesian
coordinates of all image-microphones visible from the array
center s = [0, 0, 0]T given the real microphone position ro and
the maximum order of reflections of interest, denoted by κ.
An illustration of the beam-tracing output up to the 3rd-order
image-microphones is depicted in Fig. 6(b) for a room with a
trapezoidal floor map.

2) Cost Function: To evaluate the agreement between the
higher-order reflections estimated via beam tracing and the
actual peaks on the DOA map for the room-geometry candidate
j, a cost function is defined as

Ψ(I̊j) =
∑

(ρj ,θj)∈I̊j
max

|ρ−ρj |<τρ
|θ−θj |<τθ

Xρ,θ, j ∈ {1, 2, . . . , J},

(37)
where I̊j is the set of image-microphone positions given in the
polar-coordinate space, obtained by applying (3) to the elements
of Ij , and the thresholds τρ and τθ describe a rectangular region
on the DOA map centered at each position (ρj , θj) ∈ Ij , within
which the local maximum is then determined.

The candidate that attains the highest score is selected as the
final estimate:

ĵ = argmax
j

Ψ(I̊j), (38)

and the room geometry is then inferred from the set of wall
parameters Gĵ .

VII. PERFORMANCE EVALUATION

A. Experiments

The proposed method was tested in three real rooms (two
configurations in a small office, a laboratory room and a lecture
hall) as illustrated with top- and side-views in Fig. 7. The
measurement setup consisted of a 13-element uniform linear
array of 2-inch full-range drivers spaced apart by 6 cm and an
omni-directional microphone of type Microtech Gefell M373.
The loudspeaker array was positioned close and parallel to the
back-wall as a typical office/home layout and the microphone
was placed in front of it at a total of nine positions according
to an equally-spaced 3× 3 grid. The individual transmission
paths between each loudspeaker in the array and the microphone
were measured using a logarithmic sweep with a time-length
of 5 s starting at 150 Hz and reaching its end at 20 kHz, and
RIRs were obtained using a standard deconvolution scheme. A
loopback measurement was used to free the measurements from
the hardware latency of the system such that any initial delay in
RIRs was associated with the acoustic propagation of the direct
path. Additionally, the reverberation times were measured in all
three rooms according to the ISO standard [37]. The sampling
frequency was 48 kHz, and the air temperature was set to 20 ◦C
corresponding to a speed of sound of approximately 343 m/s.
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Fig. 7. The experimental setups used for the evaluation of the proposed 3D RGI method: RIRs were measured at nine different microphone positions in a small
room with two configurations, in a laboratory room and a lecture hall with the measured reverberation times reported in parentheses.

1) Small Office: As depicted in Figs. 7(a) and 7(b), the room
had four flat concrete side-walls featuring a non-rectangular
floor map, a floor covered with a thin carpet and a concrete
ceiling parallel to the floor, satisfying the 2D× 1D geometry
assumption. A radiator and a cable shaft were located on one
side of the room (indicated by the label “radiators”), both
causing scattering of incident sound, and a plywood closet was
located at one of the corners. The experiments were performed
in two different configurations named as “Configuration A” and
“Configuration B”. Identical walls were labelled with the same
name (e.g., Wall A, Wall B, etc.) in both cases, while their roles
(e.g., Front, Left, etc.) changed depending on the configuration.
The reverberation time was measured to be RT60 = 0.57 s.

2) Laboratory Room: As illustrated in Fig. 7(c), the room
had a trapezoidal floor map with all four walls made of concrete
and a floor covered with a thin layer of carpet. The ceiling was,
however, acoustically treated with a layer of porous absorption
behind a perforated ceiling panel, attenuating acoustic reflec-
tions. Furthermore, just below the ceiling, an air ventilation duct
protruding into the room additionally had an impact on reflec-
tions off of the ceiling. The reverberation time was measured to
be RT60 = 0.7 s.

3) Lecture Hall: As shown in Fig. 7(d), the lecture hall was
the largest of the three rooms, while it was also the only one with
a rectangular floor-map. The back-wall was actually a full glass
window with steel frames, creating a non-uniform reflective
surface, the left-wall was a wooden room-partitioning panel,
and front- and right- walls were made of concrete. The floor was
covered with a thin layer of carpet, whereas the ceiling featured
another non-uniform surface consisting of a mixture of LED and
acoustic-ceiling panels. The reverberation time was measured to
be RT60 = 0.92 s.

B. Simulations

A replica of the two configurations in the small office ex-
cluding the absorber and the plywood cabinet was simulated
using the same loudspeaker and microphone setup (but assuming
omnidirectional responses) to compare the performance of the
RGI algorithm between the experimental and simulated data.
The simulated RIRs were generated via the beam-tracing method
up to the tenth-order of reflections [28], [29]. To test the proposed
method at varying reverberation times, RIRs were simulated at
RT60s of 0.2 s, 0.6 s and 1.0 s using Configuration A, where the
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wall attenuation coefficients were computed using the Sabine’s
formula [24]. In addition, RIRs were generated using both
configurations to evaluate the robustness of the RGI algorithm to
varying wall characteristics by setting the attenuation coefficient
of the wall along which the radiators were installed (labelled as
“Wall B,” playing the role of a “right-wall” in Configuration
A, and a “back-wall” in Configuration B) to αw = 0.1 and
αw = 0.5, while keeping the attenuation coefficients of the
remaining walls fixed at αw = 0.9.

C. Parameter Selection

1) DOA Mapping: Each RIR measurement was truncated
at the sample corresponding to the propagation distance of
ρmax = 15 m for the small office and laboratory room, resulting
in N = ρmax · fs/c� = 2099, and ρmax = 50 m for the lec-
ture hall, yielding N = 6997. These values were chosen large
enough for each room to accommodate higher-order reflections
on the DOA map for beam tracing. The DOA-map resolution
along the ρ-axis was set to be the same as the measured RIRs i.e.,
M = N . The angular grid was obtained by uniformly sampling
over [0◦, 180◦] with a resolution of 1◦, leading to a grid length
of I = 181.

The smoothing filter g
(l)
ρm,θi

used for the generation of the
matrix A was sampled from a rectangular-windowed Laplace
probability density function as an ad-hoc choice to replace the
1D Gaussian filter with the aim of peak-sharpening and hence a
reduction in blurring when compared to a Gaussian filter:

g
(l)
ρm,θi

(n) =

{
1
2σ e

−
∣
∣
∣n−fs·d(l)ρm,θi

/c
∣
∣
∣/σ ifNl ≤ n ≤ Nu

0 otherwise
(39)

where σ is the scale parameter and the rectangular window
is described by the lower bound Nl = max(0,−Nwin + fs ·
d
(l)
ρm,θi

/c+ 1) and the upper boundNu = min(N − 1, Nwin +

fs · d(l)ρm,θi/c�), whereNwin ∈ Z+ and ·� refers to the flooring
to the closest integer value operation. The choice for the filter pa-
rameters were σ = 1 andNwin = 4, resulting in a narrow-width
filter with a sharp peak. This procedure may also be viewed
as the selection of a filter that could generate a point spread
function for the imaging system, i.e., the local impulse response
to a point source [38] with desired properties. Alternatively,
fractional-delay filters as described in [32] could be used for
the same purpose, but this would result in the matrix A to
have negative-valued elements, which could complicate the map
estimation with a non-negativity constraint as the measured
RIRs also included the loudspeaker driver responses, causing
the peaks in RIRs to follow a pattern quite different to that of a
sinc function [39].

The Elastic Net regularization parameters, (λ, β), were em-
pirically tuned to achieve an appropriate trade-off between the
model agreement and locally-smooth sparseness: λ = 0.1 and
β = 0.05 for the small office and laboratory room, and λ = 0.01
and β = 0.05 for the lecture hall, where a smaller λ was used for
the lecture hall to also recover the peaks appearing much later
in the RIRs (as the lecture hall being a much larger room than

TABLE I
PARAMETERS USED FOR THE WALL CONSTRAINTS

the other two) because LASSO tended to reduce the amplitude
of these peaks more than the early ones at a given λ due
to the distance compensation arising from the spherical-wave
propagation model. The relative error threshold used as the
stopping criterion for the coordinate descent algorithm was set
to be τ = 10−3, resulting in around 30 iterations. MATLAB was
run on a computer with a 3.5 GHz Intel Core i7 processor and
a 16 GB RAM, solving the Elastic Net in ∼15 minutes for the
small office and the laboratory room, and in ∼30 minutes for
the lecture hall.

For the peak detection and pruning process, the values defin-
ing the size of the neighborhood were empirically determined
as Tθ = 5◦ and Tρ = 0.034 m (equivalently a time difference of
0.1 ms) to make a reasonable trade-off between reducing the pos-
sibility of missing any closely positioned peaks and incorrectly
detecting some image artifacts appearing with a small amplitude
on the DOA map as potential peaks corresponding to acoustic
reflections.

2) Map Segmentation: The wall constraints used for the gen-
eration of bounded regions,dmin

m ,dmax
m andΔϕmwere imposed as

two separate sets for the small rooms (small office and laboratory
room) and the lecture hall as listed in Table I. The geometrical
bounds selected for the small rooms were intended to be general
enough for a wide range of small offices and living rooms, which
may also be treated as very rough estimates that could potentially
be given by a consumer through visual inspection of the actual
scene in a commercial scenario. These bounds, however, had to
be relaxed and adapted for the lecture hall, as the RGI algorithm
was not initially designed to work in such large rooms.

The search inside each bounded region for the peak candidates
for first-order reflections was initialized with theK = 50 largest
peaks from Q, and a maximum of K̃ = 10 peaks were allowed
to be candidates within each bounded region.

3) Room Geometry Inference: The minimum room height
constraint was set to Hmin = 2.2 m, which should be a rea-
sonable value considering a typical human height range, and
also again may be given as a rough user input in a commercial
scenario as described above.

The beam tracing was run with the maximum reflection
order to be κ = 3. The thresholds used for the evaluation of the
cost function were as τρ = 0.02 m and τθ = 2◦. These values
were found experimentally to be large enough to guarantee a
sufficient level of robustness against errors in the beam-tracing
output (mainly caused by uncertainties in the positions of
the array elements and microphone, as well as temporal- and



1740 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 28, 2020

TABLE II
EXPERIMENTS: INDIVIDUAL WALL ESTIMATION ERROR

Mean±std (standard deviation) computed over nine measurement positions.

TABLE III
EXPERIMENTS: RGI ERROR

Mean±std (standard deviation) computed over nine measurement
positions.

spatial-sampling artifacts). At the same time, they were
sufficiently small to avoid the presence of multiple local
maxima falling within the neighborhood of the same candidate
image-microphone position.

D. Evaluation Metrics

To evaluate the estimation accuracy for individual walls, the
deviation of the estimated pair of wall parameters (v̂w, d̂w) from
the ground-truth values (vw, dw) is computed in terms of the
distance error εw,d and orientation error εw,θ given by

εw,d = |dw − d̂w| and εw,θ = arccos〈vw, v̂w〉, (40)

respectively. Please note that εw,θ = 0 for the floor and ceiling
under the separable room geometry assumption, and hence is
considered only for the side-wall estimates.

To jointly assess the accuracy of the inferred room geometry
based on all estimated walls, the root mean square distance error
Ed and the root mean square orientation error Eθ are defined as

Ed =

√
1

6

∑6

w=1
ε2w,d, Eθ =

√
1

4

∑4

w=1
ε2w,θ, (41)

where Eθ is computed only over the side-wall estimates, since
εw,θ = 0 by assumption as mentioned above.

E. Results

The performance evaluation results for the experimental data
are presented in Table II using the metrics εw,d and εw,θ, and
in Table III using the metrics Ed and Eθ. In both tables, the
mean and standard deviation of each metric computed over nine
measurements positions are reported. In addition, the inferred
floor maps and room height at nine positions are plotted in Fig. 8
for all four setups in comparison to the actual layout along with

the estimated microphone positions. The mean-error values for
individual wall estimates μ(εw,d) < 38 cm and μ(εw,θ) < 3◦

indicate that the proposed method has achieved a reasonable
accuracy across the measurement positions. Despite the geomet-
rical ambiguity arising from using a 1D array, the RGI mean-
error values μ(Ed) < 18 cm and μ(Eθ) < 2◦ are numerically
comparable to those achieved by the techniques in the literature
operating both with 2D and 3D array configurations in rooms
with similar dimensions and acoustic characteristics [10], [12],
[13], [16], [22]. The fact that the wall with a long radiator in the
small office was not a proper reflector can be observed in the error
results and estimated floor maps, particularly in Configuration A,
where it was in the role of a right-wall. The effect of the speaker
directivity on the individual wall estimates can clearly be seen
from the distance-error comparison between the back-wall and
others, where in all four setups, the back-wall was behind the
loudspeaker array. The most severe case with a very high error
occurred in the laboratory room at two positions, where the peaks
corresponding to the back-wall were not even picked during
the peak selection for the first-order reflections due to having
very weak amplitudes. The exceptional case resulted with the
highest error took place during the estimation of the front-wall in
Configuration B, where at two positions, the estimated front-wall
was aligned with the absorber and plywood closet, and in two
other positions, the peak corresponding to the ceiling estimate
was also selected as the front-wall estimate, as the RGI algorithm
was allowed to select the same peak for multiple walls. If the
loudspeaker array is positioned parallel to a side-wall, then the
associated peaks line up along the same path on the DOA map
as the peaks corresponding to higher-order floor and/or ceiling
reflections as a result of the lack of spatial diversity in the linear
array. Therefore, these peaks were inaccurately associated with
the front-wall by the RGI algorithm during the beam tracing
and cost function step due to the actual higher-reflections from
the front-wall potentially shifted by the plywood cabinet (a
“non-flat” wall scenario) and attenuated by the absorber. It
was found out that if each peak candidate was restricted to a
single-wall, the algorithm was able to select the correct peak for
the front-wall at these two positions. For the same reason, it was
also observed that if the minimum height constraint Hmin was
not introduced, the RGI algorithm would select a peak appearing
earlier than the actual ceiling reflection on the DOA map as
the ceiling candidate, resulting in an unrealistically low height
estimate, particularly at two positions in Configuration B and
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Fig. 8. Room geometry inference results: The floor-map and floor/ceiling height inferred at all nine positions in four setups along with the estimated microphone
positions.

at the majority of grid positions in the lecture hall because of
the acoustic ceiling attenuating the reflections. However, even
with Hmin, the room height estimate was still incorrect at two
positions in the laboratory room due to the duct and acoustic
treatment across the ceiling. Besides, the measurement grid
in the lecture hall was intentionally positioned closer to the
left-wall, resulting in the right-wall estimates to be slightly worse
as expected. Since the front-wall was located far away from the
measurement positions, it was estimated with a relatively high
error. It was also found out that if a wide range was used for
the front-wall distance constraint, the RGI algorithm tended to
select one of the very earlier peaks appearing along the same
path on the DOA map as the front-wall peak resulting from the
geometrical ambiguity similar to the case described above for
Configuration B.

The RGI error results for the simulated data are presented in
Table IV. The RGI algorithm showed better performance with
the simulated data than in experiments. This was not surpris-
ing, since the simulations represented an idealized empty-room
scenario, where the walls were perfectly flat with no irreg-
ularities, loudspeakers and microphone were perfectly omni-
directional and there were no additional acoustic phenomena
such as scattering or diffraction. There was a slight increase in
RGI error with longer reverberation times because the walls
became more reflective with increasing RT60, which in turn

TABLE IV
SIMULATIONS: RGI ERROR

Mean±std (standard deviation) computed over nine measurement positions.

yielded larger peaks appearing in the later part of the DOA
map, causing the algorithm to miss the correct peaks in some
cases during the peak selection step for first-order reflection
candidates. This was due to these peaks not being included
in the set of K = 50 largest peaks, where K was actually
empirically set based on the experimental data. As expected,
the performance degraded with a less reflective wall, where
the RGI algorithm usually selected a random peak from the
corresponding bounded region on the DOA map, as the actual
peak associated with the wall was very weak. The distance-error
for Wall B in the simulated replica of the small office was
εw,d [cm] : 12.112± 16.020whenαRight = 0.1 and εw,d [cm] :
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3.207± 6.048 when αRight = 0.5 in Configuration A (role:
right-wall), and εw,d [cm] : 9.635± 13.812 when αBack = 0.1
and εw,d [cm] : 0.456± 0.145 when αBack = 0.5 in Configura-
tion B (role: back-wall).

F. Discussion and Future Work

The adoption of spherical wave propagation in the physical
model enables a more accurate description of the acoustic wave-
fronts in the near-field. Assuming a plane-wave propagation
model would particularly be problematic when the microphone
was positioned close to the loudspeaker array with respect to the
array size because this would cause the peaks corresponding to
the direct path and first-order reflections to appear as smeared
and angularly shifted on the DOA map, increasing the wall
estimation errors noticeably. A similar problem is also reported
in [22], where the linear Radon transform is applied on RIRs
for TOA disambiguation. As one would expect, the use of a
spherical wave propagation model may produce artificial peaks
on the DOA map at the high values of ρ due to the noise
in RIRs boosted by the distance compensation. However, this
is mitigated through the quadratic penalty in the optimization
cost function reducing the noise with a proper choice of the
regularization parameters. At the moment, these parameters
are manually tuned, since it can be quite challenging to achieve
an appropriate trade-off between the model agreement and the
locally-smooth sparseness. Nevertheless, the algorithm would
highly benefit from the development of an automatic parameter
tuning procedure in the future. Another potential disadvantage
of the optimization framework used in map generation may
be the computational complexity. However, the sparse matrix
structure and the lack of need for any inverse operation during
the implementation of the coordinate descent algorithm makes
the optimization step quite feasible in terms of computational
time. The peak detection and pruning technique used in this
work is rather a simple approach, meaning that it is incapable of
differentiating the peaks that are weak in amplitude but actually
represent an acoustic reflection from image artifacts caused by
model discrepancies and/or noise. An example of such limitation
can be seen in the rightmost column of Fig. 4 especially around
the direct-path peak. The use of a more advanced scheme such as
the morphology-based peak-detection scheme used in [20] may
bring some significant improvement, simplifying the selection of
peak candidates for the first-order reflections on the segmented
map, essentially when a reflection from a wall appears as rather a
weak peak on the DOA map due to absorption and/or transducer
directivity.

Map segmentation involves the most challenging part of the
proposed RGI method, since during this step, the geometrical
ambiguity is tackled by an empirical approach built upon the
generation of bounded regions on the DOA map with respect to
the pre-defined constraints on the wall dimensions and orienta-
tions. There is also room for improvement regarding the selec-
tion of peak candidates for the first-order wall reflections, as the
current algorithm may fail to include the peaks associated with
weakly reflective surfaces. Thus, another potential advancement
should include the replacement of the semisupervised approach

for the generation of wall-candidate sets with a fully automated
scheme. The current RGI algorithm is expected to work in rooms
with more than four side-walls and possibly with more inclina-
tion, provided that the constraints are given for all the walls.
A tilted ceiling scenario may also be handled by the algorithm,
but this would require a modification in the beam-tracing step.
However, similar to many existing RGI algorithms, all these
can become possible only if all the first-order reflections exist
on the DOA map. Therefore, the current algorithm will either
fail or select a random peak from the bounded regions when a
first-order reflection is absent from the DOA map due to a very
absorbent boundary, invisibility or occlusion.

While the cost function used for RGI yields reliable results
in relatively empty rooms, its dependence on the position and
amplitude of higher-order reflections on the DOA map may also
easily lead to inaccurate estimates, particularly for rooms with
many furniture items. Diffuse reflections may also be another
factor degrading the estimation accuracy, as they result in sets
of smeared peaks on the DOA map, generating higher-order
reflections that are also scattered and much more weakened
in magnitude. To tackle these issues, the DOA map itself
may actually be very useful, since it may also provide more
acoustical information about the walls, other reflective surfaces
and potential furniture in the room. The generation of DOA
maps on bandpass-filtered RIRs at multiple frequencies may
enable the frequency-dependent analysis of individual peaks,
which may then be used for a more robust and comprehensive
characterization of acoustic reflectors within a room.

The proposed RGI method operates with a synchronized
setup to be able to directly estimate DOAs from multiple RIRs
without the need to detect TOA in each microphone-speaker pair
individually. When synchronization is not possible in advance,
auto-calibration techniques such as [16], [17] may be adopted
as an initial step for measurement-position estimation. The
developed approach requires the measurement microphone to
be placed in front of the array to avoid geometrical ambiguity
introduced by the linear speaker array. However, this may be
regarded as a plausible condition in a typical home/office setting.

VIII. CONCLUSION

We have proposed a 3D RGI methodology for the identifi-
cation of wall reflectors in convex-shaped rooms from acoustic
measurements collected with a linear loudspeaker array and a
single microphone. RIRs are translated into a high resolution
2D DOA map, on which salient peaks represent distinct acoustic
reflections as a function of the propagation distance and DOA
angle with respect to the speaker array. Assuming a 2D × 1D
geometry, relaxed geometrical wall bounds are used for the
segmentation of the DOA map into six regions to localize the
first-order reflections corresponding to four side-walls, floor
and ceiling. The 3D wall parameters are determined as those
maximizing a cost function evaluated on the DOA map using the
higher-order image-microphone positions estimated via beam
tracing from the first-order reflections, among all possible room
candidates. The feasibility of the proposed method is validated
by using simulated and measured RIRs.
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