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Abstract—Active acoustic noise attenuation over a sizable space
is a challenging problem in signal processing. The noise attenuation
performance of feedforward active noise control (ANC) relies on the
preciseness of a reference signal of a primary noise field. To capture
the precise reference signal for controlling a sizable space, a large
number of reference microphones are required, which reduces sys-
tem viability. In this study, we exploit an efficient representation of
the reference signal in spherical harmonic (SH) domain by utilizing
the inherent sparseness of the noise field. The main contributions
of this work are as follows. (1) A general reference microphone
geometry can be used. The implementation difficulty in the array
structure, which is recognized as the common issue of SH-domain
signal processing, e.g., use of a fully surrounding spherical array,
is reduced by using the fields translation based on the addition
theorem. (2) The accuracy of low-frequency signal decomposition
is improved. The low accuracy of low-frequency signal decompo-
sition in compressive sensing (CS), which is commonly reported
in the literature, is improved by applying signal representation in
SH domain. (3) System robustness is increased. The robustness
of the system is increased by considering a noise source spatial
distribution of both the interior and exterior sound fields, which
is not possible in the case of a general signal representation in SH
domain. Experimental results indicate that the noise attenuation
performance of our proposed method exceeds that of existing
solutions. The flexibility of the array structure is also increased,
which leads to a more feasible practical system setup.

Index Terms—Active noise control, adaptive algorithm, sphe-
rical harmonic, compressive sensing, feedforward.
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I. INTRODUCTION

ACTIVE noise control is a technique by which a noise
field is attenuated by generating an antinoise field using

secondary sources. The antinoise field is produced by driv-
ing signals using secondary sources, which are generated by
applying adaptive linear filters to reference signals captured
by reference microphones. Error microphones capture residual
errors, which can be fed back in an adaptive algorithm, e.g.,
the least mean squares (LMS) algorithm to update the adaptive
filters. Such an approach is well known as the filtered-x LMS
(FxLMS) algorithm and its other variants [1]–[4].

Spatial ANC aims to attenuate the noise field over a siz-
able space using multiple microphones and secondary sources.
Multiple-channel FxLMS-based methods in the temporal fre-
quency domain [5], [6] were proposed in practice. A major
drawback of this method is that an entire region of interest (ROI)
has to be covered with densely placed error microphones to pro-
duce a large quite region, because the method tries to minimize
the residual error only at the error microphone positions. Thus,
we refer to this method as the multiple-point method. In con-
trast, harmonic-domain-based ANC methods, which decompose
signals into harmonic basis functions, e.g., spherical harmonic
(SH) functions, were proposed [7]–[11]. The advantages of this
approach are that the sound field can be controlled in terms
of a region rather than points and a fast convergence can be
achieved by uniformly placing the microphones and secondary
sources on an applicable surface, e.g., a sphere. Although this
constraint of the array geometry gives stable and efficient signal
representation in SH domain, spherical arrays in a 3D space
with a number of microphones and loudspeakers are physically
difficult to construct in practice. The reference microphone
array (RMA) particularly occupies a large space since it is
placed in the outermost position, which reduces the viability
of a system. Instead of using a spherical array, multiple circular
arrays were used to first transform signals into azimuth harmonic
coefficients [12], and then the SH coefficients are calculated nu-
merically to perform ANC in SH domain [13]. In this approach,
the difficulty in constructing the array structure has been reduced
but still the ROI has to be surrounded by the arrays.

To alleviate this problem in general spatial sound field pro-
cessing task, several approaches take into account a practical
sound field aspect. In most practical situations [14], [15], the
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underlying sound field is due to a small number of underlying
sound sources. In this context, compressive sensing (CS) has
been successfully applied to sound field reproduction, sound
field separation, and sound localization [16]–[20]. Koyama and
co-workers [16], [17] showed that the spatial aliasing [21]
originating from spatial sampling can be avoided in sound field
reproduction. Takida et al. [18] showed that the exterior and
interior sound fields corresponding to the direct source and
reverberant component, respectively, can be precisely separated.
CS has been applied to spatial ANC as well. Zhang et al. [22]
showed that the number of secondary sources can be reduced. We
previously introduced the CS approach to reduce the number of
reference microphones and showed that noise can be attenuated
by using a number of microphones that is smaller than a number
required by the spatial Nyquist theory [23]. One limitation of this
approach is that the reproduction accuracy at low frequencies is
limited since CS is based on an assumption, that the columns
of a sensing matrix are mutually incoherent [24]. However, in
general, they are highly coherent at low frequencies [25]–[27].
To overcome this problem, CS has been applied to SH coeffi-
cients [28], [29].

In this paper, we focus on reference signal reconstruction and
exploit its efficient representation by utilizing the inherent spatial
sparseness of the noise field. As mentioned above, the RMA
occupies a large space and it also limits the system performance
owing to the spatial aliasing; therefore, we investigate sparse
recovery of reference signals to improve both the system viabil-
ity and performance. The flexibility of the RMA structure and
placement is achieved by combining the sparse recovery with
the fields translation [30] based on the addition theorem [31].
The sensing matrix is transformed into an orthonormal space;
thus, the reconstruction accuracy at low frequencies is improved.
Furthermore, a compact representation of signals based on CS
improves the performance at frequencies higher than the spatial
Nyquist frequency. Another fundamental problem of the sound
field representation based on harmonic expansion is that both
outgoing and incoming sound fields have to be considered
separately [32]. This is because the harmonic expansion is based
on a complete set of solutions to the homogeneous Helmholtz
equation, which does not allow any sound sources to exist inside
a closed region, when an incoming sound field is considered
within the region. In a practical setup, however, the existence
of sound sources inside the ROI is easily assumed. Regarding
this problem, the proposed method describes the sound field
in a sparsely represented manner and estimates the spatial noise
source distribution. On the basis of the distribution, we can define
target noise sources, which are expected to be attenuated, and
nontarget noise sources, which are expected to be ignored. The
nontarget sources, e.g., sources existing inside the ROI, can be
removed from the ANC processing, which leads to high system
robustness.

The main contributions of this work are as follows: (1)
Generalization of the SH-domain reference signal representation
utilizing the fields translation, which can be applied to an
arbitrary RMA structure; (2) Improvement of aforementioned
low-frequency accuracy in CS by transforming signals into
the SH domain; (3) Increasing the system robustness by

Fig. 1. System model of the interior sound field constructed using different
RMA structures: (a) ROI fully surrounded by RMA; (b) Compactly distributed
RMAs.

compensating the spatial noise source distribution of both the
interior and exterior sound fields. To sum up, our proposed
method gives flexibility in reference microphone placement,
which improves system viability. Furthermore, system robust-
ness is increased for the aforementioned problem associated with
the composite noise field of outgoing and incoming sound fields.

II. PRELIMINARIES AND PROBLEM STATEMENT

An interior noise field attenuation in a sizable 3D space is
usually achieved by surrounding an ROI with a number of
sensors and loudspeakers. One of the most ideal configurations
for performing SH-domain ANC is to place spherical arrays
of error microphones, secondary loudspeakers, and reference
microphones around a global origin, i.e., the center of the ROI
to fully surround the ROI, as shown in Fig. 1(a). The RMA has
to be placed in the outermost location to satisfy the causality
constraint since the reference signals of a noise field have to
be captured before the noise wave front arrives at the ROI.
Therefore, the RMA becomes relatively large, which may be
difficult to construct in practice. Furthermore, a large number
of microphones are required to fill the gap between the micro-
phones to avoid spatial aliasing. The basic idea in dealing with
these issues is based on the assumption of a practical situation,
that is, the noise source positions are known and the noise
sources are sparsely distributed. In such a scenario, sufficient
noise attenuation may be achieved by placing the reference
microphones closer to the possible noise source direction(s),
as shown in Fig. 1(b). Hereafter, the center points of distributed
RMAs are referred to as local origins.

Now, let us consider an arbitrary noise field S(r, k) in the
free field at position r within the ROI, Ω. Since we assume that
the sound sources exist inside the region, S(r, k) satisfies the
inhomogeneous Helmholtz equation [33], [34]:

(∇2 + k2
)
S(r, k) = −ρ(ps)int (r, k), (1)

where k = 2πf/c is the wave number, f is the temporal fre-
quency, c is the speed of sound, and ρ(ps)int (r, k) is the distribution
of point sources inside the region Ω. Hereafter, we omit k
for notational simplicity. By approximating ρ(ps)int (r) as a linear
combination of Lps,int point sources, S(r) can be represented
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as a sum of the particular and homogeneous solutions [17], [35]:

S(r) = SP(r) + SH(r). (2)

The particular solution can be described as a convolution of
ρ
(ps)
int (r) and the acoustic transfer function inside Ω:

SP(r) =

∫

y∈Ω
ρ
(ps)
int (y)G(r|y)dy ≈

Lps,int∑

�=1

γ
(ps)
�,intG(r|y�,int),

(3)
where G(r|y) is the free-field Green’s function between r and
y, Lps,int is the number of the point sources inside Ω, γ(ps)�,int is
the complex amplitude of the �th source inside Ω, and y�,int is
the source position inside Ω. The homogeneous solution can be
described as a superposition of plane waves, which is referred
to the Herglotz wave function as

SH(r) =

∫

ŷ∈S2

ρ(pw)(ŷ)eikŷ·rdŷ, (4)

where S2 is the unitary sphere, ρ(pw)(ŷ) is the distribution of
the plane waves, and ŷ is a unit vector towards the direction
of the plane wave. We also consider the approximation of the
solution by discretizing the direction of plane waves. A sound
field consisting of far-field sources can be decomposed into a
sparse set of weights in the plane-wave domain. By contrast, a
sound field consisting of near-field sources can be expressed by
the superposition of few point sources. The combination of these
two types of sound source enables a sparse signal representation
of diverse sound fields. Therefore, we introduce the model of
SH as a sum of the plane waves and point sources:

SH(r) ≈
Lpw∑

�=1

γ
(pw)
� eikŷ�·r +

Lps,ext∑

�=1

γ
(ps)
�,extG(r|y�,ext), (5)

where γ(pw)
� and γ(ps)�,ext are the complex amplitudes of the plane

waves and point sources, respectively, which exist outside Ω,
Lpw and Lps,ext are the number of the plane waves and point
sources, respectively, and y�,ext is the source position outside
Ω. From (3) and (5), we describe the solution to (1) as

S(r) ≈
Lpw∑

�=1

γ
(pw)
� eikŷ�·r

+

Lps,ext∑

�=1

γ
(ps)
�,extG(r|y�,ext) +

Lps,int∑

�=1

γ
(ps)
�,intG(r|y�,int).

(6)

Now, we assume that Lmic microphones are placed inside
Ω to capture the noise field. We discretize the integration into
a sum of L = Lpw + Lps,ext + Lps,int defined grid points as
shown in (6), and we derive the total noise field captured at the
microphone position S = [S(r1), . . . , S(rLmic

)]T as a sum of
finite point sources and plane waves:

S = Hγ, (7)

Fig. 2. Block diagram of the proposed method.

whereH is the sensing matrix consisting of the basis functions of
the point sources and plane waves, andγ ∈ CL×1 is the distribu-
tion of the point source and plane wave. In sparse decomposition,
(7) is set to be an underdetermined problem and the matrix H is
the so-called overcomplete dictionary, which usually has a dense
resolution of the spatial discretization. The noise distribution γ
describes the total primary noise field. The problem model in this
work is similar to that in [36]. The difference is the definition
of the sensing matrix. In [36], a sensing matrix is defined as
an acoustic transfer function in the spatial (temporal frequency)
domain. In contrast, a sensing matrix is defined in the SH domain
in this work. This gives the advantage to the system when a small
microphone array is used to capture the sound field in the low
frequency. Further discussions of the difference in the sensing
matrix can be found in Sect. IV-B and VI-B.

The goal of this study is to precisely estimate the reference sig-
nals of the primary noise field from the measurements of RMAs.
In the array configuration shown in Fig. 1(b), extrapolation of the
noise field is required since the RMAs are placed at local origins,
which have certain distances to the global origin. In the literature,
at least the same number of microphones are required in local
origins as in the global origin to reproduce the same sound field in
theory [37], [38]. In fact, a much larger number of microphones
are required for the precise reproduction of the ROI when the
distances between the local origins and the global origin are
large. Instead of increasing the number of microphones, we
use an SH-domain representation of the sensing matrix and
measurements in the CS framework to efficiently decompose
the noise field into a sparse set of basis functions.

Fig. 2 shows a block diagram of the proposed method, which
basically follows the standard FxLMS algorithm. Acoustic feed-
back from the secondary sources to the reference microphones
is a common problem in ANC tasks and several solutions are
proposed in the literature [39], [40]. Although, these methods
can also be applied to our system, we ignore the feedback path
in this work for the sake of simplicity. Our approach focuses on
the reference signal estimation block by utilizing the sparsity
of the noise field. The flow of the estimation process is shown
in detail in Fig. 3. The measurements are first transformed into
SH coefficients and then decomposed into a sparse set of basis
functions of the sound field, i.e., point sources and plane waves,
in the decomposition stage, followed by the reconstruction stage.
Finally, the reconstructed reference signal is input to the SH-
domain FxLMS algorithm.
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Fig. 3. Block diagram of the reference signal estimation part.

III. SPHERICAL-HARMONIC-DOMAIN ANC

A. Spherical Harmonic Representation

As illustrated in Fig. 1, an arbitrary interior noise field is con-
sidered. The noise field can be decomposed into SH coefficients,
which can be derived as the solution to the wave equation in the
spherical coordinate:

SH(r) =

∞∑

n=0

n∑

m=−n
αnmjn(kr)Ynm(θ, φ), (8)

whereαnm is the interior SH coefficient and jn(·) is thenth-order
spherical Bessel function,

Ynm(θ, φ) = (−1)m
√

2n+ 1

4π

√
(n−m)!

(n+m)!
Pnm(cos θ)eimφ

(9)
is the SH of order n and degreem, Pnm(cos θ) is the associated
Legendre function, and θ and φ are the colatitude and azimuth
angle, respectively.

The antinoise field generated by a secondary loudspeaker
array (SLA) can be described as

Sc(r) =

Ls∑

�=1

d�G(r|r�), (10)

where Ls is the number of loudspeakers and d� is the driving
signal of the �th loudspeaker.

The free-field Green’s function, G(r|r�), can be parameter-
ized as

G(r|r�) =
∞∑

n=0

n∑

m=−n
Cnm,�jn(kr)Ynm(θ, φ), (11)

where Cnm,� is the SH coefficient of the transfer function from
the �th loudspeaker to the ROI. By substituting (11) to (10), we
can represent the antinoise field as

Sc(r) =

∞∑

n=0

n∑

m=−n

Ls∑

�=1

d�Cnm,�

︸ ︷︷ ︸
znm

jn(kr)Ynm(θ, φ). (12)

The coefficient Cnm,� can be further decomposed as

Cnm,� = gnmY
∗
nm(θ�, φ�), (13)

where gnm is the SH coefficient of the transfer function. From
(12) and (13), znm can be written as

znm = gnm
∑Ls

�=1
d�Y

∗
nm(θ�, φ�)

︸ ︷︷ ︸
ξnm

, (14)

where ξnm is the SH coefficient of the driving signals.

B. Spherical-Harmonic-Domain Adaptive Filter Update

Noise field attenuation is considered in SH domain. An error
microphone array (EMA) is placed at the coordinate origin to
surround the ROI. A residual noise field captured by the EMA
can be described as a sum of the primary noise field given in (8)
and the antinoise field given in (12):

enm = αnm + znm

= αnm + gnmξnm. (15)

As depicted in Fig. 2, the FxLMS algorithm generates an anti-
noise signal by applying a linear filter to the reference signal;
thus, the total residual noise field can be written as

enm = αnm + gnmxnmwnm, (16)

where xnm and wnm are the SH coefficients of the reference
signal and the adaptive filter, respectively. By concatenating all
available coefficients for each order n and degree m, we can
write (16) in a matrix form:

e = α+ gxw, (17)

where

g = diag(g00, . . . , gNN ) ∈ C(N+1)2×(N+1)2 ,

x = diag(x00, . . . , xNN ) ∈ C(N+1)2×(N+1)2 ,

and

w = [w00, . . . , wNN ]T ∈ C(N+1)2×1.

The notation diag(·) indicates the diagonal matrix whose
diagonal elements consist of the vector of argument. The trun-
cation order N is usually determined by adopting the criterion
N = �ekR/2� [41] orN = �kR� [42], whereR is the radius of
the ROI.

A cost function is set as the sum of the squared residual
signals [10]:

J (k, ι) =
N∑

n=0

n∑

m=−n
|enm(k, ι)|2 = eH(k, ι)e(k, ι), (18)

where ι is the iteration index. A gradient of the cost function
J (k, ι) can be calculated as

∂J (k, ι)

∂w∗(k, ι)
= [g(k)x(k, ι)]H e(k, ι), (19)

so that we can update the filter coefficient as

w(k, ι+ 1) = w(k, ι)− μ [g(k)x(k, ι)]H e(k, ι), (20)

where μ is the step size.
The SH coefficient enm can be calculated by measuring the

sound field on a boundary of a sphere:

enm =
1

jn(krq)

∫ 2π

0

∫ π

0

S(r)Y ∗
nm(θ, φ) sin θdθdφ, (21)
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where rq is the radius of the EMA. Note that we use the
orthonormality of the SH function:
∫ 2π

0

∫ π

0

Ynm(θ, φ)Y ∗
n′m′(θ, φ) sin θdθdφ = δnn′δmm′ , (22)

where δnn′ denotes the Kronecker delta function. In (21), the
spherical Bessel function in the denominator causes a numerical
instability, which is known as the Bessel zero problem or forbid-
den frequency problem [30]. To avoid this problem, a rigid baffle
array is widely used in practice. Instead of using the spherical
Bessel function in (21), a different radial function for a rigid
baffle array, bn(krq), is introduced:

bn(krq) = jn(krq)− j
′
n(krq)

h
(1)′
n (krq)

h(1)n (krq), (23)

where h(1)n (·) is the first kind of the nth order spherical Hankel

function, and h(1)
′

n (·) and j
′
n(·) are the derivative of h(1)n (·) and

jn(·), respectively. The coefficient enm can be calculated as

enm =
1

bn(krq)

∫ 2π

0

∫ π

0

S(r)Y ∗
nm(θ, φ) sin θdθdφ. (24)

Alternatively, one can use either a dual-radius open spherical
array [43], multiple rigid spherical arrays [44], or multiple flat
arrays [45] to avoid the Bessel zero problem.

In practice, the SH coefficient can be calculated from the error
microphone signal, Se(ra), by discretizing the sound field on a
sphere based on the quadrature method described in [30]:

enm ≈ 1

bn(krq)

A∑

a=1

ΛaSe(ra)Y
∗
nm(θa, φa), (25)

where A is the total number of the sampling points and Λa is
the sampling weights.

In the SH-domain FxLMS algorithm, the reference SH coeffi-
cients x are used to generate the SH coefficients of the antinoise
noise field as z = gxw, as well as to update the adaptive filter
w using (20). Therefore, the precise estimation of the reference
SH coefficients is important for both the noise attenuation and
the filter convergence performance. The estimation method of
the reference SH coefficients is described in Sect. IV and V.

IV. SPARSE DECOMPOSITION OF NOISE FIELD

A. CS Applied to Spherical-Harmonic-Domain Signals

We derive an SH-domain sensing matrix and measurement
signals in the CS framework to efficiently decompose a noise
field into a sparse set of basis functions. We here assume all
noise sources exist outside the ROI. An arbitrary noise field
can be expressed as a sum of plane waves and point sources,
which exist outside the ROI, as described in (5). An SH-domain
representation can be derived by applying the SH expansion of
a plane wave [46],

eikŷ·r =
∞∑

n=0

n∑

m=−n
4πi−nY ∗

nm(θs, φs)︸ ︷︷ ︸
ψ

(pw)
nm (ŷ)

jn(kr)Ynm(θ, φ),

(26)

and that of a point source [32],

G(r|y) =
∞∑

n=0

n∑

m=−n
−ikh(1)n (krs)Y

∗
nm(θs, φs)︸ ︷︷ ︸

ψ
(ps)
nm (y)

× jn(kr)Ynm(θ, φ), (27)

where (rs, θs, φs) is the source position and ψ
(pw)
nm (ŷ) and

ψ
(ps)
nm (y) are the SH coefficients of the plane wave and point

source, respectively. From (5), (8), (26), and (27), an SH-domain
representation of the noise field can be described as

αnm ≈
Lpw∑

�=1

γ
(pw)
� ψ

(pw)
nm,� +

Lps∑

�=1

γ
(ps)
� ψ

(ps)
nm,�, (28)

where Lpw and Lps are the numbers of the grid directions and
points of the plane wave and point source, respectively. The
matrix form of (28) can be derived by truncating the order of SH
expansion in a sufficient order, which can be written as

α = ψγ, (29)

where

ψ = [ψ(pw)ψ(ps)]

=

⎡

⎢
⎢
⎢
⎢
⎣

ψ
(pw)
00,1 · · · ψ

(pw)
00,Lpw

ψ
(ps)
00,1 · · · ψ

(ps)
00,Lps

...
. . .

...
...

. . .
...

ψ
(pw)
NN,1 · · · ψ

(pw)
NN,Lpw

ψ
(ps)
NN,1 · · · ψ

(ps)
NN,Lps

⎤

⎥
⎥
⎥
⎥
⎦

(30)

and

γ =
[
γ
(pw)
1 , . . . , γ

(pw)
Lpw

, γ
(ps)
1 , . . . , γ

(ps)
Lps

]T
. (31)

One way of finding the optimal solution of (29) is to assume
the spatial sparsity of γ and solve the following minimization
problem:

minimize
γ

‖α− ψγ‖22 + λ‖γ‖pp, (32)

where the operator ‖ · ‖p(0 < p ≤ 1) indicates the �p-norm.
The first term of (32) represents the approximation error and
the second term is introduced to induce a sparse solution [47],
where the parameter λ balances both terms. There are several
algorithms to solve the problem [48]–[51]. Although the sensing
matrix is described in the SH domain, the sparsity constraint is
still imposed on the spatial source distribution γ.

B. Coherence of Sensing Matrix

The performance of the CS in (32) highly depends on the co-
herence of the sensing matrix. One way to measure the coherence
is to calculate the Gram matrix Γ [26]:

Γij =
‖hHi hj‖2

‖hi‖2‖hj‖2 , (33)

where each (i, j) element in Γ is the normalized inner product
of the columns hi and hj of the sensing matrix H.
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Fig. 4. (a) (b) Column coherence between a given direction (θ1, φ1) = (π/2, 0), which is shown as a red solid circle, to other directions of the plane wave
sensing matrix: (a) 500 Hz, (b) 1000 Hz. (c) (d) Column coherence between a given point (x1, y1) = (0, 0.5), which is shown as a red solid circle, to other points
of the point source sensing matrix: (c) 500 Hz, (d) 1000 Hz. Each dot corresponds to a single plane wave direction and a point source position. The first row is the
result of the spatial-domain sensing matrix and the second row is that of SH-domain sensing matrix.

Sensing matrices for the plane waves can be described as

E =

⎡

⎢
⎢
⎢
⎢
⎣

eikŷ1·r1 · · · eikŷLpw ·r1

...
. . .

...

eikŷ1·rLmic · · · eikŷLpw ·rLmic

⎤

⎥
⎥
⎥
⎥
⎦

(34)

in the spatial domain and ψ(pw) in the SH domain, respec-
tively. Likewise, sensing matrices for the point sources can be
described as

G =

⎡

⎢
⎢
⎢
⎢
⎣

G(r1|y1) · · · G(r1|yLps
)

...
. . .

...

G(rLmic
|y1) · · · G(rLmic

|yLps
)

⎤

⎥
⎥
⎥
⎥
⎦

(35)

in the spatial domain and ψ(ps) in the SH domain, respectively.
By plotting a column of the Gram matrix Γi1, the direction-
and position-dependent coherence can be visualized for the
sensing matrices E, ψ(pw), G, and ψ(ps). In Fig. 4(a) and
Fig. 4(b), Γi1 indicates the correlation between one direction
(θ1, φ1) = (π/2, 0) and all other possible directions (θi, φi),
while in Fig. 4(c) and Fig. 4(d), Γi1 indicates the correlation
between one point (x1, y1) = (0.5, 0) and all other possible
directions (xi, yi). Note that only the grid points in the x-y plane
is considered for the better visibility. 974 grid directions of plane
waves are defined based on the Lebedev quadrature scheme [52].
960 grid points are uniformly placed in a 3× 3 m region for point
sources. The measurement points are uniformly sampled on a
surface of a sphere with a radius of 0.1 m. The locations of the
points correspond to 20 vertexes of a dodecahedron. The figure
indicates that the source distributions of closely located 2 point
sources as well as 2 plane waves are difficult to be estimated

separately by using the spatial-domain sensing matrix especially
at low frequencies since most columns of the matrix are highly
correlated. In contrast, the SH-domain sensing matrix shows a
high correlation only at relatively close directions and positions
at around (θ1, φ1) and (x1, y1). Also note that the SH-domain
sensing matrix based on the plane wave is frequency-invariant.

C. Translation of Interior Spherical Harmonic Coefficients

One straightforward way to capture the interior SH coefficient
αnm of the primary noise field in (8) from observations of the
noise field S(r) is to place an RMA with respect to the coor-
dinate origin. In this setup, the ROI is surrounded by an RMA
as shown in Fig. 1(a). However, distributing the numbers of
reference microphones so as to sample the surface of the region
is difficult to implement. Alternatively, we can apply the concept
of distributed higher-order microphones (HOMs), i.e., typically
a spherical or circular microphone array, which is designed to
capture the higher-order harmonics, to capture the noise field of
a large space with distributed arrays [44]. Instead of uniformly
distributing many microphones to enclose the entire ROI, we can
reduce the total number of units by clustering the microphones.
Fig. 5(a) illustrates the array structure and the defined grid points.
We define the interior field as the inside region, whose boundary
is a sphere of radius Rq, which is shown in white in Fig. 5(a).
Note that we choose the outermost local origin Oq to define the
boundary. Each RMA should be able to extract SH coefficients
up to a certain order. One can use either spherical arrays or
any other 3D array structure, which is mentioned in Sect. III-B,
with sufficiently large aperture to capture SH coefficients. In this
method, the translation relationship of SH coefficients among
different expansion origins is utilized to estimate the global SH
coefficients by placing HOMs with respect to the local origin
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Fig. 5. Array structure and grid point configuration: (a) Grid points of exterior field; (b) Grid points of both interior and exterior sound fields for the inner RMAs.
The light and dark regions correspond to the exterior and interior fields, respectively. (c) Grid points of both interior and exterior sound fields for the outer RMAs.

Oq:

S
(q)
H (r) =

∞∑

v=0

v∑

u=−v
α(q)
vu jv(kr

′)Yvu(θ,′ φ′), (36)

where

α(q)
vu =

∞∑

n=0

n∑

m=−n
αnmT

mu
nv (rq). (37)

Tmunv (rq) is the translation coupling coefficient [31], [46] be-
tween the local and global interior SH coefficient, where rq =
(Rq, θq, φq) is the position of the qth local origin. Note that we
assume the noise sources do not exist inside each HOM. Taking
into account allQHOMs, we can construct the following matrix
formulation:

α(O′) = τψγ, (38)

where α(O′) = [α(1)T , . . . ,α(Q)T ]T ∈ C(V+1)2Q and τ =
[T(1)T , . . . ,T(Q)T ]T ∈ C(V+1)2Q×(N+1)2 . α(O′) and τ con-
sist of Q vectors and matrices, whose qth block elements are
α(q) = [α

(q)
00 , . . . , α

(q)
NN ]T and

T(q) =

⎡

⎢
⎢
⎢
⎢
⎣

T 00
00 (rq) · · · TN0

N0 (rq)

...
. . .

...

T 0 V
0 V (rq) · · · TNVNV (rq)

⎤

⎥
⎥
⎥
⎥
⎦
∈ C(V+1)2×(N+1)2 .

(39)
The truncation order of the global coefficient N is determined
so as to make the sensing matrix, τψ, a full-rank matrix. This
can be achieved by choosing a sufficiently large order, which
satisfies (N + 1)2 ≥ (V + 1)2 Q. As shown in Fig. 5(a), the
grid points of the point source are defined to be in the exterior
field, which is outside of the outermost-positioned RMAs. The
local SH coefficient α(q)

uv can be calculated by measuring the
sound pressure on a boundary of a sphere with respect to

the local origin Oq:

α(q)
uv ≈ 1

bn(kr̄q)

A∑

a=1

ΛaS
(q)
r (ra)Y

∗
nm(θa, φa), (40)

where r̄q is the radius of the qth RMA and S
(q)
r (ra) is the

reference signal of the qth RMA.
Finally, the spatial noise distribution γ can be estimated by

solving the following minimization problem:

minimize
γ

‖α(O′) − τψγ‖22 + λ‖γ‖pp. (41)

D. Translation of Interior and Exterior SH Coefficients

A typical setup of SH-domain spatial ANC assumes noise
sources propagating from the exterior field. Therefore, the in-
terior problem of a sound field is usually considered. In the
interior problem, it is assumed that the ROI is free from any
sound sources. When this assumption is violated, (i.e., sound
sources exist in the region), estimation of the sound field fails.
To increase the robustness of the ANC system, we develop a way
to consider both an interior sound field and exterior sound field.
The considered array structure and the grid points are illustrated
in Figs. 5(b) and 5(c). Note that there are multiple definitions of
the boundary of the interior, and the exterior field depends on
which local origin to focus on.

In analogy to the interior sound field representation, the
exterior sound field can be written as

SP(r) =

∞∑

n=0

n∑

m=−n
β̆nmh

(1)
n (kr)Ynm(θ, φ), (42)

where β̆nm is the SH coefficient of the exterior field, and h(1)n (·)
is the first kind of the nth-order spherical Hankel function. From
(8) and (42), a composite noise field at a boundary of the interior
and exterior sound field can be written as

S(r) =
∞∑

n=0

n∑

m=−n

[
αnmjn(kr)Ynm(θ, φ)

+ β̆nmh
(1)
n (kr)Ynm(θ, φ)

]
. (43)
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The translation relationship for the interior field in (36), as well
as for the exterior field, can be applied to (43), which leads to

S(r) =

∞∑

v=0

v∑

u=−v

[
α(q)
vu + β(q)

vu︸ ︷︷ ︸
ζ
(q)
vu

]
jv(kr

′)Yvu(θ,′ φ′), (44)

where

β(q)
vu =

∞∑

n=0

n∑

m=−n
β̆nmT̆

mu
nv (rq). (45)

T̆munv (rq) is the translation coupling coefficient [31], [46] be-

tween the local interior SH coefficient β(q)
vu originating from the

interior sources and the global exterior SH coefficient β̆nm.
Finally, taking into account all Q HOMs and applying the

translation relationships in (37) and (45), we derive the following
matrix formulation:

ζ(O
′) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

τ(1)

τ(2)

. . .

τ(Q)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ψ(1)

ψ(2)

...

ψ(Q)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

γ, (46)

where ζ(O
′) = [ζ(1)T , . . . , ζ(Q)T ]T ∈ C(V+1)2Q, τ(q) =

[T(q), T̆(q)], and

ψ(q) =

⎡

⎣
ψ(q) O

O ψ̆(q)

⎤

⎦ ∈ C2(N+1)2×L.

ψ̆(q) corresponds to the qth sensing matrix consisting of ex-
terior point source basis functions and L is the total number of
the grid directions and points correspond to both the interior and
exterior sound fields. Similar to (39), T̆(q) can be written as

T̆(q) =

⎡

⎢
⎢
⎢
⎢
⎣

T̆ 00
00 (rq) · · · T̆N0

N0 (rq)

...
. . .

...

T̆ 0V
0V (rq) · · · T̆NVNV (rq)

⎤

⎥
⎥
⎥
⎥
⎦
∈ C(V+1)2×(N+1)2 .

(47)
In contrast to (38), we define different sensing matricesψ(q) for
everyQ local origin since the distance between the global origin
and the local origin defines the boundary between the interior
and exterior sound fields, as illustrated in Figs. 5(b) and 5(c). A
sparse set of weights can be estimated by solving the following
minimization problem:

minimize
γ

‖ζ(O′) − τψγ‖22 + λ‖γ‖pp. (48)

If all the RMAs are placed at the same radius from the global
origin, all sensing matrices ψ(q) become equivalent, which
we denote as ψ(0). Therefore, the matrix formulation can be

simplified as

ζ(O
′) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

τ(1)

τ(2)

...

τ(Q)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

ψ(0)γ. (49)

V. RECONSTRUCTION OF REFERENCE SH COEFFICIENT

In this section, we describe the reference signal reconstruction
stage of our proposed method shown in Fig. 3. The reference
SH coefficients can be reconstructed from the estimated spatial
noise distribution γ̂ and a reconstruction matrix. The reference
signal can be reconstructed in several ways by defining the ap-
propriate reconstruction matrix. We describe several definitions
of the reconstruction matrix, which is required to perform the
SH-domain FxLMS algorithm afterwards.

First, let us assume that only incoming noise sources exist
in the exterior field, which is the same configuration discussed
in IV-C. Note that the grid points of the point source are defined
to be outside of the outermost-positioned RMA, as shown in
Fig. 5(a). Since the global interior SH coefficients of the ref-
erence signals are required, we define a reconstruction matrix
as Π = ψ̃, which is the order-truncated sensing matrix in the
global SH domain. Ñ is the required order in the following ANC
processing. Thus, the global SH coefficients of the reference
signals can be calculated as

x = Πγ̂. (50)

The proposed algorithm is summarized in Algorithm 1. We
use M-FOCUSS algorithm [50] to estimate γ̂. As shown in
Algorithm 1, M-FOCUSS is nested in the adaptive ANC process-
ing, hence this structure is computationally expensive in general.
However, we confirmed that by initializing γ̄ with γ̂, which is
the last value in the previous iteration, only few iterations were
needed to satisfy the termination condition of M-FOCUSS. This
is because the spatial sparsity does not change when the noise
sources have the same distribution. Therefore, the computational
complexity can be reduced if the distribution of the noise sources
does not change rapidly.

Next, we consider the general setup shown in Figs. 5(b) and
5(c), where both the interior and exterior noise sources exist.
Target grid points, from which the noise source is expected to
be attenuated, correspond to the exterior noise sources, whereas
nontarget grid points correspond to the interior noise sources. We
define the reconstruction matrix as Π = [ψ̃, O] ∈ C(Ñ+1)2×L,
where Π is now a reconstruction matrix consisting only of
the interior field basis functions ψ̃. The global SH coefficients
of the reference signals can be reconstructed using (50). As
a result, nontarget noise sources corresponding to the interior
noise sources can be removed from the reconstructed reference
SH coefficients.

Now, we show a practical definition of the target grid point
ytar based on the distance between the local origins and the
global origin. When a grid point is closer to the global origin
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Fig. 6. Definition example of target and nontarget grid points: (a) Illustration
of a boundary of the target region; (b) Overall configuration.

than to any local origins, where an RMA exists, a noise wavefront
propagates to the ROI before it is captured by the RMA; thus,
noise attenuation cannot be achieved in a feedforward structure
because of the causality constraint. Let us consider the distance
ROq

, which is from a grid point to the farthest reference micro-
phone of qth RMA andRO, which is from a grid point to a nearest
point of ROI. The 2 distances are shown in Fig. 6(a). The noise
wavefront has to be captured by all reference microphones of at
least one RMA before it arrives at ROI. Therefore, we define the
target grid point as a point that satisfies ROq

< RO. We denote

y
(q)
tar ∈ Ωq as the target grid point for the qth local origin, where

Ωq is the target region defined for Oq . Finally, the target grid

point can be defined as a point inside a union of each region Ωq
as ytar ∈ {Ω1 ∪ · · · ∪ ΩQ}. The overall model is described in
Fig. 6(b). We can then define the reconstruction matrix by using
only the interior basis functions corresponding to the grid point
ytar.

The target and nontarget grid points can be arbitrarily defined
in the reconstruction stage. Prior information of the target and
nontarget regions can be used to define the reconstruction matrix.
Therefore, the sound sources from the nontarget region are
passed through and only the target noise sources propagating
from the target region are attenuated.

VI. VALIDATIONS

We conducted simulation studies in a 3D free field to evaluate
the noise attenuation performance. An RMA, SLA, and EMA are
arranged such that they surround the ROI, which is the typical
setup of spatial ANC. The RMA captures the reference noise
field, whereas the EMA captures and feeds back the residual
noise field to update the adaptive filter. The signal-to-noise
ratio of 40 dB white Gaussian noise is added to each error and
reference microphone output. The SLA produces the antinoise
field to attenuate the undesired noise field. We assume an open
array structure for the microphone arrays. On the other hand, a
rigid baffle array is widely used for an actual implementation
of a microphone array. In that case, reflections among HOMs
may be taken into account, which are analytically derived in
the literature [53], to improve the accuracy of the sound field
estimation.

We considered the following array configurations:
1) Concentric Array Structure: A typical array setup of spatial

ANC is a concentric array configuration, as shown in Fig. 1(a). In
this configuration, RMA, SLA, and EMA are placed at the global
origin. Microphones and loudspeakers are placed on a surface
of a sphere, which is sampled at 20 vertexes of a dodecahedron
to uniformly sample the sphere. A 20 ch microphone array and
SLA can control a sound field up to the third order in theory.
Since SH-domain representation relies on an expansion origin, a
straightforward formulation can be considered with the common
origin. The radii of the RMA, SLA, and EMA are 0.6 m, 0.4 m,
and 0.2 m, respectively.

2) Nonconcentric Array Structure: A generalized array setup
has a nonconcentric array configuration, as shown in Fig. 1(b).
This configuration gives more flexibility of RMA placement.
For example, an HOM can be placed at a local origin. Moreover,
multiple HOMs can be placed at multiple local origins as RMAs,
which do not necessarily surround the ROI. In this configuration,
we assume that the SLA and EMA are placed at the global origin;
in contrast, the RMAs are placed at local origins.

We evaluated and compared the noise attenuation level
among the following methods: (i) BL-MIMO corresponds to the
temporal-frequency-domain feedforward FxLMS algorithm [1];
(ii) BL-MD corresponds to the SH-domain feedforward FxLMS
algorithm, which is a modification of the feedback version based
on [10] using the concentric array structure; (iii) SDCS corre-
sponds to the conventional SH-domain feedforward FxLMS al-
gorithm utilizing CS, whose sensing matrix is represented in the
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spatial domain [23]; (iv) MDCS corresponds to the SH-domain
feedforward FxLMS algorithm utilizing CS by inputting SH co-
efficients for the reference signal reconstruction; (v) MDCS-C1
uses the same method as (ii) with only the difference in the use
of the nonconcentric array structure, whose radius of RMA is
0.1 m placed at (0, 0.6, 0); thus, the array does not surround
the entire ROI; (vi) MDCS-C2 uses 2 RMAs with a radius of
0.1 m, which consist of 12 microphones placed on vertexes of an
icosahedron. The M-FOCUSS algorithm with p = 0.5 is used
to estimate the weight, γ. The filter update equation for each
method was modified by its normalized version [54], where the
update term was divided by the power of the filtered reference
signals. The step size was set to 1 for all methods.

The truncation order for each RMA and EMA can be cal-
culated as Ñ = �kRmic�, where Rmic is the radius of the ar-
ray. According to this criterion, we obtain the spatial Nyquist
frequencies of the RMA and EMA to be 273 Hz and 819 Hz,
respectively, for the setup of BL-MD.

156 points of point sources and 110 directions of plane waves,
in total 266 grid points and directions, are defined as a set of
interior basis functions for the sensing matrix. We only define
grid points on a horizontal plane since a rotational symmetry
can be assumed. Note that the grid points are not defined inside
the ROI for the interior basis functions. The truncation order
N of the translation matrix described in (38) is heuristically
determined, i.e., N = 11, to satisfy (N + 1)2 ≥ (V + 1)2Q.

A. Noise Attenuation Performance in Concentric Array

Two monochromatic point sources of a white noise were used
as primary noise sources. Note that uncorrelated noises were
used as the primary source signals. The noise attenuation level
was evaluated by defining the regional noise reduction (RNR)
inside the region as

ε1(ι) = 10 log10

∑
i |S(0)(ri)|2∑
i |S(ι)(ri)|2 , (51)

where S(ι)(ri) is the residual error at the ith point at the ιth

iteration and S(0)(ri) is the initial noise field at the ith point.
The evaluation region is defined as a sphere inside the radius of
EMA. There are 3544 uniformly sampled points in the region.

The RNR for the frequency band from 100 Hz to 1000 Hz
is shown in Fig. 7 and Fig. 8. An on-grid condition, where the
primary sources are on the grid points (1, 2, 0) and (0, 5, 0),
and an off-grid condition, where the sources are placed at
non-grid points (0.8, 2.2, 0) and (0.3, 5, 0), are evaluated. The
result obtained by calculating the average of 10 simulation runs.
The proposed MDCS outperformed BL-MIMO and BL-MD in
most frequency bins. It can be seen that the spatial aliasing
of the reference signal affects the performance of BL-MD.
On the other hand, MDCS can maintain its performance beyond
the spatial Nyquist frequency of RMA. Fig. 9 shows the con-
vergence performance and Fig. 10 shows the residual noise field
on x-y plane after 100 iterations of ANC at 500 Hz. A simple
moving average is taken, where each average is calculated over
10 neighbor iterations to smooth the fluctuation of the result
originating from the random amplitude of the primary noise

Fig. 7. Regional noise reduction with on-grid condition after 100 iterations

of FxLMS algorithm for various frequencies. f (ref)
Nyq and f

(err)
Nyq are the Nyquist

frequencies of RMA and EMA, respectively.

Fig. 8. Regional noise reduction with off-grid condition after 100 iterations
of FxLMS algorithm for various frequencies.

Fig. 9. Regional noise reduction for each iteration index.
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Fig. 10. Residual noise field after 100 iterations of FxLMS algorithm. (a) BL-
MIMO. (b) BL-MD. (c) MDCS. Black dots, blue triangles, and red circle indicate
the reference microphones, loudspeakers, and error microphones, respectively.
Note that all microphones and loudspeakers are plotted by mapping to the x-y
plane.

source and measurement noise. From Fig. 9, we can see that the
proposed method gives the highest RNR with a smaller number
of iterations among the methods.

We compared the computational complexity of the filter
update among BL-MIMO, BL-MD, and MDCS, which were
O(Ls(Le + Lr)), O((N + 1)2), and O(LL2

r ), respectively. Le

and Lr are the number of the error and reference microphones,
respectively. Le and Lr are usually larger than (N + 1)2;
thus BL-MD has the least computational complexity. Although
MDCS requires iterative processing in M-FOCUSS, the number
of iterations can be reduced as mentioned in Sect. V. Therefore,
the computational order of MDCS can be regarded as L times
higher than BL-MIMO.

B. Evaluation of Different RMA Structures

The proposed method provides flexibility of the RMA struc-
ture and placement because RMAs can be located at lo-
cal origins, as shown in Fig. 1(b). We compared the RNR
among four setups, i.e., SDCS, MDCS, MDCS-C1, and MDCS-
C2. One RMA was placed at (r, θ, φ) = (0.6, π/2, π/2) in
SDCS, MDCS, and MDCS-C1, and 2 RMAs were placed at
(0.6, π/2, π/4) and (0.6, π/2, 3π/4) in MDCS-C2.

The RNR is shown in Fig. 11. The proposed methods out-
performed SDCS below 700 Hz. As shown in Fig. 4, the high
coherence of the sensing matrix in SDCS deteriorates the ac-
curacy of the sparse decomposition of the reference signals at
low frequency. MDCS-C1 showed a comparable performance
to MDCS above 600 Hz even when a compact RMA was
used; however, at low frequencies, the performance degraded.
This is due to the lack of spatial resolution of the captured
reference signal [25], [26]. We can improve the performance
at low frequencies by using distributed microphone arrays to
sample the noise field with a higher spatial resolution. Fig. 11

Fig. 11. Regional noise reduction after 100 iterations of FxLMS algorithm for
various frequencies.

Fig. 12. Residual noise field after 100 iterations of FxLMS algorithm.
(a) MDCS-C1. (b) MDCS-C2.

shows that by using 2 RMAs in MDCS-C2, we can improve
the RNR at frequencies below 600 Hz compared with using 1
RMA in MDCS-C1, since the 2 RMAs can capture larger spatial
information of the noise field. Fig. 12 shows the residual noise
field on x-y plane after 100 iterations of ANC at 500 Hz.

C. Interior Noise Compensation

A fundamental problem of SH-domain sound field analysis is
that the interior and exterior sound fields cannot be represented
at the same time. Since we focus on controlling the interior sound
field, all sound sources must exist outside of the ROI. However,
in practice, a sound source may easily be generated inside
the region, e.g., a human voice. By the proposed method, we
can estimate the sound source distribution to distinguish noise
sources, which are generated inside the region and removed from
the ANC processing.

We defined the interior region as a sphere, whose radius is the
distance from the global origin to the center of the RMA. The ar-
ray configuration is same as MDCS-C2 described in Sect. VI-B.
We simulated an initial noise field consisting of a point source
placed at (x, y, z) = (0.5, 1, 0), which existed outside of the re-
gion. While performing the ANC processing, we added another
point source placed at (0.5, 0, 0) inside the region at the 30th

iteration and simulated a composite noise field consisting of
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Fig. 13. Simulated sound fields of interior noise compensation: (a) Composite noise field; (b) Noise field of interior noise source; (c) Residual noise field after
noise attenuation; (d) Error distribution based on (52).

Fig. 14. Average performance of the incoming noise field attenuation. Interior
noise source is added at the 30th iteration.

two point sources, as shown in Fig. 13(a). The frequency of the
noise sources was 600 Hz. The noise field consisting of only the
interior noise source is shown in Fig. 13(b). Only the exterior
noise source is expected to be attenuated; thus, the interior noise
field remains after the convergence of the adaptive processing.
The resulting noise field is shown in Fig. 13(c), from which we
can confirm that the noise field of the interior noise source is
reproduced in the ROI. The noise attenuation performance of
the incoming noise field was evaluated by calculating the RNR
inside the region using (51) from the 1st iteration to the 29th

iteration. After the 30th iteration, we defined another measure as

ε2(ι) = 10 log10

∑
i |S(ι)(ri)− S̆(ι)(ri)|2

∑
i |S̆(ι)(ri)|2

, (52)

where S̆(ι)(ri) is the outgoing noise field generated by the
interior noise source, which is expected to be removed from
the ANC processing in the proposed method. The final error
distribution after convergence is shown in Fig. 13(d).

Fig. 14 shows the convergence performance for BL-MD and
MDCS-C2. We can clearly see that BL-MD no longer attenuates
the incoming noise field after the 30th iteration. In contrast,
MDCS-C2 can detect the interior noise source, which we do not
want to attenuate and thus remove it from the ANC processing;
thus, there is no impact of the existence of the interior noise

source on the convergence performance. This separation of the
target and nontarget sources could be also used to remove the
acoustic feedback from the SLA to the RMAs.

The separation of a target region, whose noise sources are
attenuated, and a nontarget region is not limited to the interior
and the exterior regions. Consider a situation in which you
want to listen to a sound, e.g., music from your front but
you do not want to hear noise, e.g., traffic noise from behind.
To separate noise sources into target noise sources, which are
propagated from the target region, and nontarget noise sources,
directional microphones or beamforming using HOMs may be
utilized. However, narrow directivity is difficult to achieve at
low frequencies thereby affecting the ANC performance owing
to the capture of signals of nontarget noise sources. The proposed
method can be applied to overcome this problem.

D. Actual Room Experiment

We conducted measurements in our audio laboratory to eval-
uate the noise attenuation performance in a real-world envi-
ronment. Main differences from the ideal setup is that the
acoustic transfer function contains reverberations and primary
and secondary sources are not necessarily point sources. The
Eigenmike was used as an RMA as well as an EMA and a 30
channel spherical loudspeaker array was used as an SLA. The
radii of the RMA, SLA, and EMA are 0.042 m, 1.0 m, and
0.042 m, respectively. The EMA was placed inside the SLA
at the center point. The RMA and primary loudspeaker, which
generates the primary noise, were collinearly placed 1.7 m and
3.18 m away from the center point. SH coefficients of the sec-
ondary path can be calculated from the measured secondary path
Gact ∈ CLe×Ls . We write the matrix form of (25) as e = TeSe,
whereTe ∈ C(N+1)2×Le is the SH transformation matrix. From
(11) and (13), the SH coefficients of the secondary path can be
derived in a matrix form as

gact = TeGactY, (53)

where Y ∈ CLs×(N+1)2 is the matrix consisting of SH func-
tions. We confirmed that the diagonal elements of gact were
dominant in our experimental condition. Hence, we extracted
the diagonal elements and diagonalized the matrix similar to the
related work [55].

The average noise attenuation level at the error microphones
are shown in Fig. 15. The noise attenuation was achieved at the
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Fig. 15. Average noise attenuation level after 100 iterations of FxLMS algo-
rithm for various frequencies.

frequency range of 100 to 1000 Hz. Unlike the results of the
simulation in Sect. VI-A and VI-B, performance degradation at
high frequencies cannot be seen. A possible reason is that the
evaluation points are only at the error microphone positions in
this experiment. The evaluation in terms of the sizable region in
a real-world environment is a consideration for future study.

VII. CONCLUSION

In this paper, we proposed the reference signal reconstruction
algorithm for SH-domain feedforward ANC. We assumed that
the primary noise field can be represented as a sum of a sparse set
of point sources and plane waves and adopted the CS approach
to decompose the noise field into them. The decomposition
accuracy relies on the column correlation of the sensing matrix
in CS; thus, we showed that the SH basis function is one of
the efficient spaces to decompose the sound field. We evaluated
the proposed method and showed that its noise attenuation
performance exceeded that of the conventional method at any
frequency above the Nyquist frequency of the reference mi-
crophone array. Another advantage exploited was that both the
interior and exterior sound fields can be considered at once,
which is not possible in the case of the general SH-domain signal
representation. This property helps practical implementation
since an unexpected noise source can be removed from the
system. Furthermore, an arbitrary array structure can be used
in our method, which also leads to the realization of a viable
system.
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