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Abstract—In this paper, we propose a new framework called in-
dependent deeply learned matrix analysis (IDLMA), which unifies
a deep neural network (DNN) and independence-based multichan-
nel audio source separation. IDLMA utilizes both pretrained DNN
source models and statistical independence between sources for
the separation, where the time-frequency structures of each source
are iteratively optimized by a DNN while enhancing the estima-
tion accuracy of the spatial demixing filters. As the source gen-
erative model, we introduce a complex heavy-tailed distribution
to improve the separation performance. In addition, we address a
semi-supervised situation; namely, a solo-recorded audio dataset
can be prepared for only one source in the mixture signal. To solve
the limited-data problem, we propose an appropriate data augmen-
tation method to adapt the DNN source models to the observed
signal, which enables IDLMA to work even in the semi-supervised
situation. Experiments are conducted using music signals with a
training dataset in both supervised and semi-supervised situations.
The results show the validity of the proposed method in terms of
the separation accuracy.

Index Terms—Audio source separation, independent component
analysis, deep neural networks, semi-supervised learning.

I. INTRODUCTION

B LIND source separation (BSS) aims at extracting spe-
cific sources from an observed multichannel mixture

signal without knowing a priori information about the mixing
system. The most commonly used algorithms for BSS in
the (over)determined case (the number of microphones is
more than that of sources) are independent component analy-
sis (ICA) [1] and its extended algorithms such as independent
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vector analysis (IVA) [2], which assume statistical indepen-
dence between the sources and estimate the demixing system.
Recently, auxiliary-function-based algorithms (equivalent to
majorization-minimization (MM) algorithms [3]) for ICA (Aux-
ICA) [4] and IVA (AuxIVA) [5] have been derived, in which
convergence-guaranteed fast optimization was realized by alter-
native updates of auxiliary parameters and demixing matrices,
where the latter was called iterative projection (IP). On the
basis of IP, independent low-rank matrix analysis (ILRMA) [6],
[7], which is a unification of AuxIVA and nonnegative matrix
factorization (NMF) [8], has been proposed as a state-of-the-art
BSS method. ILRMA assumes both statistical independence be-
tween sources and a low-rank time-frequency structure for each
source, and the frequency-wise demixing matrices are estimated
without encountering the so-called permutation problem [9],
[10]. ILRMA assumes the local Gaussian model (LGM) [11],
[12], which was originally proposed as a probabilistic interpre-
tation of NMF based on Itakura–Saito divergence (ISNMF) [11]
and its multichannel extensions [13]–[15]. The LGM consists
of a zero-mean and isotropic complex Gaussian distribution
independently defined at each time-frequency slot and has been
used in many techniques such as the full-rank spatial covariance
model (FSCM) [13] and multichannel NMF (MNMF) [14],
[15]. In recent studies, the LGM in ILRMA has been general-
ized to the complex Student’s t distribution (t-ILRMA) [16],
[17] for more high-performance BSS. As a more general
framework of LGM-based BSS, in [18], demixing matrix
optimization based on a given power spectrogram estimate
(time-frequency-wise variance) was proposed, showing that
the precise source spectrogram model enables accurate spatial
model estimation.

In the underdetermined case (the number of microphones is
less than that of sources), the FSCM [13] is a commonly used
framework. In this model, frequency-wise spatial covariances,
which encode source locations and their spatial spreads, are esti-
mated by the expectation-maximization (EM) algorithm, where
the permutation problem must be solved after the optimization.
MNMF [15] is a technique combining the FSCM and an NMF-
based permutation solver, which was extended to ILRMA in
the determined case. In [14], [15], NMF was used in a blind
setting and its role was to ensure that the separated signals
have low-rank time-frequency structures. On the other hand,
in [14], [19], NMF was used in a supervised (informed) set-
ting, e.g., the basis matrix was trained in advance. Note that the
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FSCM and MNMF formulate a mixing model, whereas ICA-
based methods including ILRMA estimate a demixing model
for the separation by focusing only on the determined case. It
has been experimentally confirmed that the optimization of a
demixing model is more efficient and numerically stable than
that of a mixing model [6].

In supervised source separation, deep neural networks
(DNNs) have shown promising performance in both single-
channel [20]–[23] and multichannel source separation
[24]–[27]. In fact, when a sufficient number of solo-recorded
audio signals (signals recorded when isolated instruments are
played) are available as a dataset, a DNN can effectively model
their time-frequency structures. However, it is almost impossible
to compose an appropriate and generalized spatial model using
a DNN from training data observed in a multichannel format.
This is because the spatial model depends on many factors,
including the source and microphone locations, the recording
environment, and reverberation. Therefore, it is reasonable to
combine a pretrained DNN source model and a blind estimation
of the spatial model. In [25], [26], a DNN-based beamformer
was proposed and applied to a speech enhancement task.
Although this framework iteratively updates spatial filters and
DNN-based source models, the algorithm is not based on a con-
sistent deterministic or probabilistic model; namely, the spatial
beamformer and DNN are heuristically combined without any
theoretical validity or justification. In [27], Nugraha et al. pro-
posed a DNN-based multichannel source separation framework
using the FSCM (hereafter referred to as FSCM+DNN). Al-
though this is a convincing approach, a large computational cost
is required to estimate the spatial covariance (the EM algorithm
in the FSCM) and the performance is not satisfactory owing
to the difficulty of spatial parameter optimization, as discussed
in [6].

In this paper, we unify the ICA-based blind estimation of the
demixing matrix and the DNN-based supervised update of the
source spectrogram model. In the proposed method, we intro-
duce a complex Student’s t distribution as a generalized source
generative model including the LGM, and the demixing matrix
(spatial model) is efficiently optimized using an MM algorithm.
Since the proposed method utilizes a time-frequency spectro-
gram matrix estimated by a DNN to optimize the spatial model,
we call this method independent deeply learned matrix analy-
sis (IDLMA). In addition, we address a semi-supervised situa-
tion where a solo-recorded dataset can be prepared for only one
source in the mixture signal and there is no solo-recorded dataset
for the other sources. In this situation, since a DNN source model
for the other sources cannot be prepared in advance, we propose
a new data augmentation scheme, where the augmented data
are used to iteratively retrain the DNN source model for all the
sources while optimizing the spatial model.

Figure 1 shows the relationship between the existing and pro-
posed multichannel source separation methods. The source spec-
trogram model is estimated by supervised NMF in [14], [19]
and is estimated by a DNN in FSCM+DNN and the proposed
IDLMA.

The rest of this paper is organized as follows. In Section II,
we formulate the problem and introduce the source generative

Fig. 1. Relationship between existing and proposed multichannel source sep-
aration methods.

model using the existing conventional methods. In Section III,
the detailed framework of IDLMA in the supervised situation is
described. In Section IV, the application of IDLMA to the semi-
supervised situation is described. An experimental evaluation
using music signals is given in Section V. The conclusions of
this paper are presented in Section VI. Note that this paper is
partially based on an international conference paper [28] written
by the authors. The contribution of this paper is that we provide
a new extended scheme of the proposed method for the semi-
supervised situation and report expanded experiments carried
out under various conditions.

II. CONVENTIONAL METHOD

A. Formulation

Let N and M be the numbers of sources and channels,
respectively. The short-time Fourier transforms (STFTs) of
the multichannel source, observed, and estimated signals are
defined as

sij = (sij1, . . . , sijN )T, (1)

xij = (xij1, . . . , xijM )T, (2)

yij = (yij1, . . . , yijN )T, (3)

where i = 1, . . . , I; j = 1, . . . , J ;n = 1, . . . , N ; and m =
1, . . . ,M are the indexes of the frequency bins, time frames,
sources, and channels, respectively, and T denotes the trans-
pose. We also denote these spectrograms asSn ∈ CI×J ,Xm ∈
CI×J , and Y n ∈ CI×J , whose elements are sijn, xijn, and
yijn, respectively. In ILRMA, the following mixing system is
assumed:

xij = Aisij , (4)

whereAi = (ai1, . . . ,aiN ) ∈ CM×N is a frequency-wise mix-
ing matrix and ain is the steering vector for the nth source. The
assumption of the mixing system (4) corresponds to restricting
the spatial covariance in the FSCM to a rank-1 matrix [13]. When
M = N and Ai is not a singular matrix, the estimated signal
yij can be represented as

yij =W ixij ≈ sij , (5)
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where W i = (wi1, . . . ,wiN )H is the demixing matrix, win is
the demixing filter for the nth source, and H denotes the Hermi-
tian transpose. ILRMA estimates both W i and yij from only
the observation xij assuming statistical independence between
sijn and sijn′ , where n �= n′.

B. FSCM and MNMF

In the FSCM [13], a generative model of a multichannel ob-
served signalxij is defined by a zero-mean multivariate complex
Gaussian distribution as
∏

i,j

p(xij) =
∏

i,j

1

det
(
πR

(x)
ij

) exp
(
−xijR

(x)
ij

−1
xH
ij

)
, (6)

whereR(x)
ij ∈ CM×M is the spatial covariance of the observed

signal. This model is often called the LGM [11], [12]. Under
the assumption that the sources are mutually uncorrelated,R(x)

ij

can be decomposed as

R
(x)
ij =

∑

n

rijnR
(s)
in , (7)

where rijn > 0 is the time-frequency-varying variance (power

spectrogram) of the nth source andR(s)
in ∈ CM×M is the time-

invariant spatial covariance, which encodes the acoustic path
from the nth source to the microphones and its spatial spread.
The parameters rijn and R(s)

in can be optimized by the EM al-
gorithm, and the estimated multichannel source signals (source
images) can be recovered by multichannel Wiener filtering.

The FSCM incurs the permutation problem if no additional
model is assumed for rijn. MNMF [14], [15] introduces an
NMF-based low-rank assumption into rijn, and permutation-
free BSS is achieved. However, its performance is not stable
against, e.g., parameter initialization because a huge number
of parameters must be optimized. Instead of employing NMF,
FSCM+DNN [27] utilizes a DNN-based source model to esti-
mate rijn; namely, a DNN that enhances each source is trained
using sourcewise (solo-recorded) datasets in advance, and the
variance rijn is updated by the DNN while optimizing the spa-

tial covariance R(s)
in . However, the training cost of the DNN

used in [27] is large because multiple DNNs should be prepared
for each spatial update with the EM algorithm. Also, the perfor-
mance is still limited because of the difficulty of optimizing the
spatial covariance R(s)

in .

C. ILRMA and Its Generalization

ILRMA [6], [7] is a fast and stable BSS algorithm that es-
timates the demixing matrix W i instead of the mixing system
(spatial covariance R(s)

in ). The difference between MNMF and
ILRMA is the rank of the spatial covariance; namely, ILRMA
restrictsR(s)

in to be a rank-1 matrix. This rank-1 spatial model is
equivalent to assuming the mixing system (4), and the parameter
R

(s)
in can be converted to the demixing matrix W i, resulting in

a substantial reduction of the number of spatial parameters from
INM2 to INM .

Fig. 2. Tails of Student’s t distribution at various ν values.

Fig. 3. Generative model based on complex Student’s t distribution.

In ILRMA, the following univariate complex Gaussian dis-
tribution is assumed as a source generative model (hereafter
referred to as Gauss-ILRMA):

∏

i,j

p(yijn) =
∏

i,j

1

πσijn
2
exp

(
−|yijn|

2

σijn
2

)
, (8)

σijn
2 =

∑

k

tiknvkjn, (9)

where σijn is the scale parameter, k = 1, . . . ,K is the index of
the NMF bases, and tikn > 0 and vkjn > 0 are the elements of
the basis matrix T n ∈ RI×K

≥0 and the activation matrix V n ∈
RK×J
≥0 , respectively. We also denote the scale parameter matrix

as Σn ∈ RI×J
≥0 , whose elements are σijn. Thus, (9) can also be

represented as |Σn|.2 = T nV n. The marginal distribution of
the time-varying complex Gaussian model w.r.t. the time frame
is super-Gaussian when the scale parameter fluctuates and is not
constant w.r.t. the time frame. In t-ILRMA [16], the generative
model (8) is extended to the complex Student’s t distribution as
follows:

∏

i,j

p(yijn) =
∏

i,j

1

πσijn
2

(
1 +

2

ν

|yijn|2
σijn

2

)− 2+ν
2

, (10)

σijn
p =

∑

k

tiknvkjn, (11)

where ν is the degree-of-freedom parameter defined in the Stu-
dent’s t distribution andp is a domain parameter used in the NMF
decomposition. When ν →∞ and p = 2, (10) and (11) become
identical to (8) and (9), respectively. Also, (10) with ν = 1 rep-
resents the Cauchy distribution likelihood. Fig. 2 shows the tails
of the complex Student’s t distribution at various ν values, and
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Fig. 4. Separation principle of (a) ILRMA and (b) IDLMA, where xn(τ) and yn(τ) are observed and estimated time-domain signals, respectively, and τ denotes
index of time samples.

Fig. 3 shows the generative model based on (10). A small ν leads
to a heavy-tailed distribution, which provides outlier-robust pa-
rameter estimation. Also, the distribution is independently de-
fined in each time-frequency slot, and the spectral power corre-
sponds to the variance σ2

ijn.
Figure 4(a) shows the principle of source separation based on

ILRMA. The demixing matrixW i and the NMF source model
T nV n can be optimized in the maximum-likelihood (ML) sense
based on (8) or (10). Since the low-rank structure of the power
spectrogram |Y |.2 is ensured by the NMF decomposition, the
permutation problem can be avoided, where |·|.p for matrices
denotes the element-wise absolute and pth-power operations.

III. PROPOSED METHOD

A. Motivation

The NMF source model in ILRMA is effective for some
sources that have a low-rank time-frequency structure. How-
ever, this source model is not always valid. For example, speech
signals have continuously varying spectra, which cannot be ef-
ficiently modeled by NMF, and the separation performance of
ILRMA is degraded for such sources.

If sufficient training data for each source can be prepared in
advance, it is possible to construct a suitable source model by
employing a DNN [20]. On the other hand, since the spatial
parameters depend on many factors, it is impractical to train a
general spatial model with a DNN even if huge amounts of mul-
tichannel observation data are available; therefore, the spatial
parameters should be estimated blindly.

In this paper, we propose a new framework, IDLMA, which
combines the ICA-based blind estimation of the demixing ma-
trixW i and the supervised learning of the scale parameter ma-
trix Σn based on a DNN. The separation principle of IDLMA
is shown in Fig. 4(b). In IDLMA, the NMF source model is
replaced by DNN-based scale parameter estimation for each
source, where DNNn is the DNN source model for thenth source
trained in advance. The loss function in DNNn is designed to

maximize the likelihood of the source generative model and to
output the scale parameter matrix Σn.

In addition, similarly to t-ILRMA, we use a generalized model
based on the zero-mean and isotropic complex Student’s t dis-
tribution including both the Gaussian and Cauchy distributions.
FSCM+DNN also employs a DNN that maximizes the likeli-
hood of the Gaussian or Cauchy distribution. However, since
the mixing model R(s)

in in FSCM+DNN is defined by only the
Gaussian model, the estimations of the spectral and spatial pa-
rameters are inconsistent. In the proposed method, this statisti-
cal conflict is resolved by modeling both the spatial and source
parameters with the consistent generative model based on the
Student’s t distribution, and their optimization algorithms are
derived.

B. Cost Function in IDLMA

In IDLMA, we assume the same source generative model as
in ILRMA, modifying the low-rank modeling of the scale pa-
rameter to DNN modeling. On the basis of (8), the cost function
(negative log-likelihood of the observed signal xij) in IDLMA
with the LGM (Gauss-IDLMA) is obtained as

LGauss(W ) = − log p(X)

= − log p(Y )− 2J
∑

i

log |detW i|

=
∑

i,j,n

[∣∣wH
inxij

∣∣2

σijn
2

+ 2 log σijn

]

− 2J
∑

i

log |detW i|+ IJN log π, (12)

s.t. σijn = max([DNNn(|Y n|.1)]i,j , ε), (13)

where W = {W 1, . . . ,W I} is the set of demixing matri-
ces,X = {X1, . . . ,Xm} andY = {Y 1, . . . ,Y n} are the sets
of the observed and estimated signals, respectively, DNNn(·)
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is the output of DNNn trained to estimate the scale parameter
of the nth source (the detail of DNN training is described in
Section III-C), [·]i,j is the (i, j)th value of the matrix, and ε is a
small value to increase the numerical stability. In the derivation
of (12), the independence between sources, p(Y ) =

∏
n p(Y n),

is assumed, and we used the transformation of random variables
from xij to yij as denoted in (5). Since the joint optimization
of (12) and (13) is difficult, we iteratively update W i and Σn.
In the iterations,W i is estimated in the ML sense based on the
currently estimated scale parameter Σn. Although Σn given by
(13) is not the ML estimate in the strict sense, it is expected
to increase the likelihood when DNNn is trained to output the
scale parameter of Sn from the noisy (interference-remaining)
spectrogram, as described in Section III-C. Gauss-IDLMA can
be generalized using (10) as IDLMA based on the Student’s
t distribution (t-IDLMA). The cost function in t-IDLMA is
defined as

Lt(W) =
∑

i,j,n

[(
1+

ν

2

)
log

(
1+

2

ν

∣∣wH
inxij

∣∣2

σijn
2

)
+2 log σijn

]

− 2J
∑

i

log |detW i|+ IJN log π, (14)

s.t. σijn = max([DNNn(|Y n|.1)]i,j , ε). (15)

Note that Lt converges to LGauss when ν →∞.

C. Architecture and Training of DNN Source Model

DNNn is trained so that the scale parameter of source S̃n,
Σn, based on (8) or (10) is predicted from an input mix-
ture spectrogramB, where S̃n ∈ CI×J andB ∈ CI×J are the
source and mixture spectrograms in the training data, respec-
tively. When we define the output scale parameter matrix as
Dn = DNNn(|B|.1) ≈ Σn, the loss function of DNNn in (13)
can be defined as

LGauss(Dn) =
∑

i,j

(
|s̃ijn|2 + δ1

dijn
2 + δ1

− log
|s̃ijn|2 + δ1

dijn
2 + δ1

− 1

)
,

(16)

where s̃ijn anddijn are the elements of S̃n andDn, respectively,
and δ1 is a small value to avoid division by zero [27]. Also, the
loss function of DNNn in (15) can be defined as

Lt(Dn) =
∑

i,j

[(
1 +

ν

2

)
log

(
1 +

2

ν

|s̃ijn|2 + δ1

dijn
2 + δ1

)

+ log(dijn
2 + δ1)

]
. (17)

Since minimizing (16) or (17) corresponds to a simulation for the
ML estimation ofσijn in (12) or (14) (only limited to the training
data), DNNn can be approximately interpreted as an appropriate
source model based on (8) or (10), respectively. Similarly to
(14), Lt(Dn) converges to LGauss(Dn) up to a constant when
ν →∞.

Fig. 5. Outline of DNN training when I = 4, J = 8, N = 2, and c = 1.

Although many sophisticated DNN-related methods have
been proposed such as convolutional neural networks, gener-
ative adversarial networks [29], variational autoencoders [30],
U-Nets [22], and deep clustering [23], in this paper, we only
focus on the simplest networks, i.e., fully connected DNNs.
This is because our aim in this paper is to build a framework of
DNN-based BSS under a consistent ML criterion and appropri-
ate utilization of DNNs in terms of the parameter optimization.
All types of state-of-the-art DNN architectures and methods are
available to further enhance the separation performance, which
is a future work and beyond the scope of this paper.

The outline of DNN training is depicted in Fig. 5. To pre-
pare the training data of mixed signals, we define the following
vectors:

�sjn = (s̃T(j−2c)n, s̃
T
(j−2c+2)n, · · · , s̃T(j+2c)n)

T (18)

�bj =

∑
n αjn�sjn

‖∑n αjn�sjn‖2 + δ2
, (19)

s̄jn =
αjns̃jn

‖∑n αjn�sjn‖2 + δ2
, (20)

where ‖ · ‖2 denotes the Euclidean norm, s̃jn ∈ CI is the
STFT vector of the nth source at j (the column vector of S̃n),
�sjn ∈ CI(2C+1) is a vector that vertically concatenates s̃jn for
2c frames around j as shown in Fig. 5, �bj ∈ CI(2C+1) is the
normalized mixture vector whose amplitude |�bj |.1 is an input
vector for all DNNn, s̄jn ∈ CI is the reference vector for each
source, αjn is a random variable in the range [0.05, 1], which
controls the signal-to-noise ratio (SNR) in �bj , and δ2 is a small
value to avoid division by zero. DNNn is optimized so that the
loss function (16) or (17) between the output (estimated) vector
djn ∈ RI

≥0 and the reference vector |s̄jn|.1 is minimized, where
djn is the column vector of Dn. The input and output vectors
of DNNn are |�bj |.1 and djn, respectively.

D. Update Rule of Demixing Matrix

The cost function (12) consists of a negative log-determinant
term of W i and a quadratic form of win, and the minimiza-
tion of (12) w.r.t. W i leads to the solution that maximizes the
independence between sources, given the scale parameter σijn

estimated by the DNN as a fixed value. In AuxICA [4] and Aux-
IVA [5], an efficient and convergence-guaranteed optimization
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algorithm called IP was proposed, which can be applied to the
sum of a negative log-determinant and a quadratic form. Since
IP can find the stationary point of LGauss, we can update the
demixing matrix W i in a vectorwise iterative calculation as
follows:

U in =
1

J

∑

j

1

σijn
2
xijx

H
ij . (21)

win ← (W iU in)
−1en, (22)

win ← win√
wH

inU inwin

, (23)

where en denotes the unit vector with the nth element equal to
unity. After calculating win for all n, the estimated signal yijn
is updated by (5).

In t-IDLMA, IP cannot be applied to (14) because
∣∣wH

inxij

∣∣2

is intrinsic in the logarithm function. Therefore, we use an
MM algorithm to transform the cost function (14) into an
IP-applicable form, namely, the sum of the negative log-
determinant and the quadratic form. The following derivation
is based on [16], [17], but in this paper, we newly show a dif-
ferent form of the update rules to interpret the relation between
the DNN output σijn and its smoothing effect. To design a ma-
jorization function for (14), we apply the tangent line inequality

log ξ ≤ 1

γ
(ξ − γ) + log γ (24)

to the logarithm term in (14), where ξ > 0 is the original variable
and γ > 0 is an auxiliary variable. The majorization function can
be designed as

Lt ≤
∑

i,j,n

[(
1 +

ν

2

)
1

γijn

(
1 +

2

ν

∣∣wH
inxij

∣∣2

σijn
2
− γijn

)

+

(
1 +

ν

2

)
log γijn + 2 log σijn

]

− 2J
∑

i

log |detW i|+ IJN log π

= −2J
∑

i

log |detW i|+ J
∑

i,n

wH
inU inwin + C

=: L+
t , (25)

U in =
1

J

(
2

ν
+ 1

)∑

j

1

γijnσ2
ijn

xijx
H
ij , (26)

where C includes the constant terms that do not depend onwin,
γijn is the auxiliary variable, and Lt and L+

t become equal if
and only if

γijn = 1 +
2

ν

|yijn|2
σijn

2
. (27)

By substituting (27) into (26), we obtain

U in =
1

J

∑

j

1

ζijn
xijx

H
ij , (28)

Algorithm 1: Iterative Algorithm of IDLMA.
1: function IDLMA (X1, . . . ,XM ,DNN0, . . . ,DNNN )
2: for l of number of iterations L do
3: for l′ of number of spatial updates L′ do
4: for all frequency bin i and source index n do
5: Update win by (22) and (23) with (21)

(Gauss-IDLMA) or (28) (t-IDLMA)
6: end for
7: end for
8: for all source index n do
9: Update Y n by (5)

10: end for
11: for all source index n do
12: Apply back-projection to obtain Ŷ n by (30)
13: end for
14: for all source index n do
15: Update source model Σn by (13)
16: end for
17: end for
18: return separated signals Ŷ 1, . . . , Ŷ N

19: end function

where

ζijn =
ν

ν + 2
σijn

2 +
2

ν + 2
|yijn|2. (29)

Since (25) is the IP-applicable form, the update rule forwin can
be obtained as (22) and (23) with (28). Note that yijn in ζijn
comes from the equality condition (27), which means that it is
determined by W i one step before in the MM algorithm and
is a constant when W i is updated. In particular, when ν →∞,
the majorization function (25) converges to the cost function in
Gauss-IDLMA, (12), and (28) also converges to (21). Interest-
ingly, (28) and (29) works as the spectral smoothing of the DNN
output, which will be explained in Section III-E in detail.

To fix the scales of yijn among the frequency bins, the follow-
ing back-projection technique [31] is applied before updating
Σn using (13):

ŷijn ← [W−1
i (en ◦ yij)]mref

, (30)

where ŷijn is the scale-fitted estimated signal whose spectro-
gram form is denoted as Ŷ n ∈ CI×J , ◦ is the Hadamard prod-
uct (element-wise product), [·]n is the nth value of the vector,
and mref is the index of the reference channel. Note that back-
projection technique is essential because DNN training data are
scale-fitted w.r.t. the frequency bin. The algorithm of IDLMA is
summarized in Algorithm 1.

E. Relation Between Parameter ν and Numerical Stability

In Gauss-IDLMA, U in defined by (21) can be interpreted as
the instantaneous covariance matrixxijx

H
ij weighted by σijn

−2.
In general, σijn is estimated by DNNn, whose output likely fluc-
tuates, resulting in many spectral chasms in the time-frequency
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plane. Therefore, the weight coefficient σijn
−2 may be exces-

sively large, reducing the numerical stability of IP in Gauss-
IDLMA. In t-IDLMA, on the other hand, ζijn in (28) is the
point internally dividing σijn

2 and |yijn|2 with a ratio of ν : 2.
Since yijn is the output of a spatial linear filterwin, |yijn|2 con-
tains fewer chasms than σijn

2; this yields a beneficial spectral
smoothing and numerical stability in optimization.

A prospective drawback of t-IDLMA is slower convergence,
especially in the case of small ν close to unity, because the
inference of the DNN is discounted. Thus, there is a tradeoff
when setting ν. The appropriate selection of ν will be discussed
in Section V.

IV. SOURCE MODEL ADAPTATION BASED ON DATA

AUGMENTATION IN SEMI-SUPERVISED CASE

A. Strategy

In this section, we focus on the semi-supervised case, where
two training datasets are available: (a) a dataset of solo-recorded
source signals (hereafter referred to as a supervised source) and
(b) a dataset of mixed signals that include diverse sources ex-
cept for the supervised source. To apply the IDLMA framework
even in such a semi-supervised case, we introduce a new data
augmentation scheme to the framework and propose a semi-
supervised version of IDLMA, which is a more practical appli-
cation with limited data resources. To distinguish the proposed
methods for full- and semi-supervised cases, hereafter, Algo-
rithm 1 is referred to as full-supervised IDLMA (full-IDLMA),
and the method we discuss in this section is referred to as semi-
supervised IDLMA (semi-IDLMA).

For simplicity, let S1 (n = 1) be the supervised source, and
there are no solo-recorded datasets for the other sources (n �= 1).
In such a semi-supervised case, only two DNNs (source models)
can be trained from the datasets of the supervised source and the
mixture of diverse sources; namely, only DNN1 and DNN1 are
obtained in the training stage, where DNN1 is a source model
that estimates the scale parameter of only the supervised source
S̃1 from the diverse mixture, and DNN1 is a source model that
estimates the scale parameter of the other residual sources in the
mixture. That is, DNN1 enhances only S̃1 and DNN1 suppresses
only S̃1. Even if we apply full-IDLMA in the semi-supervised
situation, the separation accuracy is highly limited. This is be-
cause the parameter estimation of DNN1 does not work well
compared with DNNn(n �= 1) in the full-supervised case.

To cope with this problem, we propose to adapt the pretrained
DNN source models DNN1 and DNN1 to the supervised source
S1 and the other sources S2, . . . ,SN in the observed mix-
ture Xm, respectively. Fig. 6 shows the process flow in semi-
IDLMA. This method consists of two processes: a source sep-
aration process and a data adaptation process, where the source
separation process is the same as full-IDLMA. The adaptation
process is carried out by the following steps: (a) the DNN source
model for the other sources, DNN1, is copied and set to the
source models of each unsupervised source (n �= 1) in the ob-
served mixture as DNN2, · · · ,DNNN , (b) BSS based on IL-
RMA is performed on the observed mixture to initialize the esti-
mated signals Ŷ 1, · · · , Ŷ N , (c) the new datasets for each source

Fig. 6. Process flow of semi-IDLMA when N = M = 2, supervised source
is Ŷ 1, and unsupervised source is Ŷ 2.

Fig. 7. Data augmentation based on NMF and GMMN when I = 6, J = 6,
K = 3, and ϕ = 3.

S1, · · · ,SN are produced via a data augmentation technique us-
ing the current estimated signals Ŷ 1, · · · , Ŷ N , (d) all the DNN
source models DNN1, · · · ,DNNN are retrained (updated) using
the newly produced datasets for S1, · · · ,SN , and (e) IDLMA
is performed using the up-to-date DNN1, · · · ,DNNN . Intrigu-
ingly, steps (c)–(e) (data augmentation, DNN retraining, and
separation) can be iterated until a satisfactory performance is
obtained by IDLMA, which can be interpreted as an adaptation
to the test data.

B. Data Augmentation Utilizing Moment Matching Network

In this subsection, we explain the proposed data augmenta-
tion technique, which is summarized in Fig. 7. To improve the
DNN performance with the augmented data, it is important to
preserve both the statistical and structural properties in the data
augmentation. The proposed method combines a generative mo-
ment matching network (GMMN) [32] and NMF to represent
the spectral and time-series structures in Ŷ n, respectively.

First, the low-rank source model T nV n is obtained by apply-
ing NMF to the current estimated signal Ŷ n, where the basis and
activation matrices T n and V n represent the spectral and time-
series structures in Ŷ n, respectively. Second, a new activation
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matrix Ṽ n is generated from random values while minimizing
the discrepancy between the statistical properties (moments) of
V n and Ṽ n using a GMMN. Third, the augmented power spec-
trogram for the nth source is produced by multiplying T n and
Ṽ n, resulting in moment- and structure-preserved appropriate
data augmentation for audio signals. Note that the GMMN often
fails to train networks for large-dimensional input data; however,
in the proposed method, the input data of the GMMN are several
time frames of K coefficients for the bases in T n, as shown in
Fig. 7. Thus, the dimension of the input vector is greatly reduced
owing to the NMF decomposition. The drawback of a small K
is that NMF cannot represent the signal minutely, which de-
grades the quality of the augmented data. An appropriate K is
determined experimentally.

In the data adaptation process shown in Fig. 6, the index of
the supervised source ns is estimated using DNN1 as follows:

ns = arg max
n

DNN1(|Ŷ n|.1). (31)

This is necessary because the order of the estimated signals in
ILRMA applied in advance depends on the initial values ofW i,
T n, and V n. Then, a low-rank source model T nV n of the cur-
rent estimated signal Ŷ n for the unsupervised sources (n �= 1) is
obtained by applying NMF based on the Student’s t distribution
(t-NMF) [33] as

|Ŷ n|.2 ≈ T nV n. (32)

The update rules of T n and V n are given by the following
equations as [33]

tikn = tikn

⎛

⎝
∑

j
|ŷijn|2

ηijn

∑
k′ tik′nvk′jn

vkjn
∑

j
1∑

k′ tik′nvk′jn
vkjn

⎞

⎠

1
2

, (33)

vkjn = vkjn

⎛

⎝
∑

i
|ŷijn|2

ηijn

∑
k′ tik′nvk′jn

tikn
∑

i
1∑

k′ tik′nvk′jn
tikn

⎞

⎠

1
2

, (34)

where

ηijn =
ν

ν + 2

∑

k′
tik′nvk′jn +

2

ν + 2
|ŷijn|2. (35)

Note that the degree-of-freedom parameter ν should be set to be
the same as that used in (17) for t-IDLMA or set to∞ for Gauss-
IDLMA to maintain the consistency with the source generative
model p(yijn), where (33) and (34) reduce to the update rules
of ISNMF [11] when ν →∞. The estimated source models
T n and V n of the unsupervised sources are used for the data
augmentation process explained below.

As shown in Fig. 7, a supervectorψjn ∈ RKϕ
≥0 is composed by

concatenating multiple column vectors of the activation matrix
V n as

ψjn = [vT(jϕ)n,v
T
(jϕ+1)n · · · ,vT(jϕ+ϕ−1)n]

T, (36)

where ϕ is the length of the concatenation and vjn ∈ RK
≥0 is the

jth column vector ofV n. The concatenation allows the GMMN
to capture the locally temporal dependences. The GMMN gen-
erates another sample of ψjn, which is denoted as ψ̂fn, from

uniformly distributed random values z as

ψ̂fn = GMMN(z), (37)

where f = 1, · · · , F and F is the arbitrary data length of gen-
erated outputs. Since the statistical discrepancy between ψjn

and ψ̂fn is minimized by the GMMN, a new activation matrix

Ṽ n constructed from ψ̂jn maintains the statistical properties
in V n. Thus, we can reproduce the augmented spectrogram of
the unsupervised sources as T nṼ n. This can be interpreted as
an appropriate data augmentation for acoustic signals because
both the time-frequency structure and the statistical properties
are maintained by NMF and the GMMN, respectively. The train-
ing criterion for GMMN(·) is the maximum mean discrepancy
(MMD) [32], which is defined as

LMMD =
1

P 2

P∑

j=1

P∑

j′=1

κ(ψj ,ψj′)

+
1

F 2

F∑

f=1

F∑

f ′=1

κ(ψ̂f , ψ̂f ′)

− 2

PF

P∑

j=1

F∑

f=1

κ(ψj , ψ̂f ), (38)

where P = 
J/ϕ� is the length of the training data, 
·� is the
floor function,κ(b1, b2) = exp(−‖b1 − b2‖22/(2ρ2)) is a Gaus-
sian kernel, and ρ2 is the variance. The criterion (38) is based on
a kernel trick and becomes zero when all the moments of ψ̂fn

are identical to those of ψjn.
The augmented activation matrix Ṽ n can be obtained from

ψ̂fn as

Ṽ n = [[ψ̂1n]
T
1:K , [ψ̂1n]

T
K+1:2K ,

[ψ̂1n]
T
2K+1:3K , . . . , [ψ̂Fn]

T
2K+1:3K ]T, (39)

where [·]q1:q2 returns a vector whose elements are the q1th to
q2th elements in the input vector.

C. DNN Model Adaptation

After the data augmentation for the unsupervised sources,
we prepare a new mixture dataset using the database of the
supervised source and the augmented data. Then, the source-
wise DNNs are updated (retrained) by a transfer learning
technique [34], where the parameters in only a few layers are
updated. Detailed information is described in Section V-B. The
input and output vectors used for retraining DNNs are the same
as those in the full-supervised case described in Section III-C.
The algorithm of semi-IDLMA is summarized in Algorithm 2.

V. EXPERIMENTAL EVALUATION

A. Full-Supervised Case

1) Task, Dataset, and Conditions: We confirmed the validity
of the proposed method by conducting a music source separation
task. We compared eight methods: MNMF (blind, K = 20), IL-
RMA (blind, K = 20), basis-supervised NMF+WF (K = 50),
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Fig. 8. Recording conditions of impulse responses obtained from RWCP database.

Algorithm 2: Iterative Algorithm of Semi-IDLMA.

1: function SEMI-IDLMA(X1, . . . ,XM ,DNN1,DNN1)
2: for n = 2, . . . , N do
3: DNNn ← DNN1

4: end for
5: Initialize Ŷ 1, . . . , Ŷ N by ILRMA
6: for l of number of iterations L do
7: DNN1, . . . ,DNNN ←ADAPTATION

(Ŷ 1, . . . , Ŷ N ,
DNN1, . . . ,DNNN )

8: for l′ of number of iterations L′ do
9: Ŷ 1, . . . , Ŷ N ← IDLMA(X1, . . . ,XM ,

DNN1, . . . ,DNNN )
10: end for
11: end for
12: return Ŷ 1, . . . , Ŷ N

13: end function

15: function ADAPTATION (Ŷ 1, . . . , Ŷ N ,DNN1,
. . . ,DNNN )

16: Estimate supervised source index ns:
17: ns = arg max

n
DNN1(|Ŷ n|.1)

18: for all n except ns do
19: Decompose Ŷ n into T n and V n by (33) and (34)
20: Train GMMN with V n:
21: Compose ψjn by (36)
22: Train GMMN with loss function (38)
23: Generate augmented activation Ṽ n by (39)
24: Add T nṼ n to training dataset for DNNn

25: end for
26: Adapt DNNn for all n with new training dataset
27: return DNN1, . . . ,DNNN

28: end function

DNN+WF, basis-supervised MNMF (K = 50 for each source),
basis-supervised ILRMA (K = 50), FSCM+DNN, and pro-
posed IDLMA. In basis-supervised NMF+WF, basis-supervised
MNMF, and basis-supervised ILRMA, the basis matrices T n of
NMF for all n were trained using solo-recorded datasets before
source separation. Basis-supervised NMF+WF and DNN+WF
apply a Wiener filter constructed using all the outputs of the
NMF source models and the DNN source models, respectively,

Fig. 9. Example of SDR improvements for each method for Ba./Vo.

to the reference channel signal [21]. Note that MNMF and IL-
RMA are “blind” (unsupervised) techniques, but we show their
performances just for reference to understand to what ex-
tent the supervised methods (basis-supervised NMF+WF,
DNN+WF, basis-supervised MNMF, basis-supervised ILRMA,
FSCM+DNN, and IDLMA) can improve the performance by
using pretraining data. For FSCM+DNN and IDLMA, the
scale parameter matrix Σn was updated by DNNn after every
10 iterations of the spatial parameter optimization. Note that
the DNNs employed in this paper were different from those
of original FSCM+DNN [27] as follows: (a) each DNN was
prepared for each single source, and (b) each DNN was trained
under multiple-SNR conditions. We used the same DNNs for all
the methods, where the selection of the best DNN architecture
is beyond the scope of this paper. In the experiments described
in Section V-A, all the methods except MNMF and ILRMA
were conducted in a full-supervised manner, i.e., we trained all
basis matrices and DNNs for each of the sources in advance
using datasets of a sufficient size.

We used the DSD100 dataset of SiSEC2016 [35] as the dry
sources and the training datasets of each basis matrix and DNN.
The 50 songs in the dev data were used to train T n and DNNn,
and the top 25 songs in alphabetical order in the test data
were used for performance evaluation. For the pretraining of
NMF, we excerpted a 10-s-long part from each solo-recorded
song and concatenated them to prepare the input data of NMF
for a specific instrument [36]. The basis matrices T n were
trained with 200 iterations in t-NMF applied to each isolated
spectrogram. The test songs were trimmed only in the interval
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Fig. 10. Average SDR improvements of 25 Ba./Vo. songs.

Fig. 11. Average SDR improvements of 25 Dr./Vo. songs.

of 30 to 60 s. To simulate reverberant mixtures, we produced
two-channel and three-channel observed signals by convoluting
the impulse response E2A (T60 = 300 ms) obtained from the
RWCP database [37] with each source, and mixtures of bass
(Ba.) and vocals (Vo.) (Ba./Vo.); drums (Dr.) and Vo. (Dr./Vo.);
Ba. and Dr. (Ba./Dr.); Vo. and other (Vo./other); and Ba., Vo.,
and Dr. (Ba./Vo./Dr.) were created. We compared MNMF and
basis-supervised MNMF only for two-source separation because
it has been revealed that they always achieve lower separation
performance than ILRMA [6], [7]. The recording conditions of
E2A are shown in Fig. 8. All the signals were downsampled
to 8 kHz. An STFT was performed using a 512-ms-long Ham-
ming window with a 256-ms-long shift in Ba./Vo. separation and
a 256-ms-long Hamming window with a 128-ms-long shift in
the other cases. We used the signal-to-distortion ratio (SDR) as
the total separation performance [38]. Note that, in this paper,
we omitted the signal-to-interference ratio (SIR) and the signal-
to-artifact ratio (SAR) because their tendencies are the same as
that of SDR.

In this paper, the number of hidden layers in the constructed
fully connected DNN was set to four. Each layer had 1024 units,
and a rectified linear unit was used for the output of each layer.
To optimize the DNN, we added the term (λ/2)

∑
q gq

2 to (16)
or (17) for regularization, where gq is the weight coefficient in
DNN, and ADADELTA [39] with a 128-size minibatch was per-
formed for 2000 epochs. The parameter ε was experimentally

optimized and set to 0.1× (IJ)−1
∑

i,j σijn. The other param-
eters were set to δ1 = δ2 = 10−5, c = 3, and λ = 10−5.

2) Comparison of Separation Performance: Fig. 9 depicts an
example of the convergence behaviors of ILRMA and IDLMA.
These results show that (a) the DNN source model leads the
demixing matrix to more accurate estimation, resulting in a sig-
nificant leap of SDR improvement, and (b) a larger ν provides
a faster spatial model update, but t-IDLMA with an appropri-
ate ν (=100) converges to a higher SDR than Gauss-IDLMA
(ν =∞), as mentioned in Section III-E.

Figures 10 to 13 show the average SDR improvements of the
25 test songs for Ba./Vo., Dr./Vo., Ba./Dr., and Vo./other (two-
source mixing cases). These results are the average of the cases
for the recording conditions (a) and (b) in Fig. 8. We can con-
firm that the proposed IDLMA outperforms the other methods
for Ba./Vo., Dr./Vo., and Vo./other. In particular, t-IDLMA with
a weakly super-Gaussian distribution, i.e., ν = 100 or 1000,
achieves better separation performance than Gauss-ILDMA,
showing the efficacy of introducing the source generative model
using the Student’s t distribution.

In Ba./Dr. separation, ILRMA achieves the best separation
performance among the methods. This is because both Ba. and
Dr. have a very simple time-frequency structure, which fits the
low-rank model of ILRMA very well. However, when we sep-
arate a source whose time-frequency structure is complex, such
as vocals, the low-rank model of ILRMA does not fit well and
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Fig. 12. Average SDR improvements of 25 Ba./Dr. songs.

Fig. 13. Average SDR improvements of 25 Vo./other songs.

Fig. 14. Average SDR improvements of 25 Ba./Vo./Dr. songs for recording environment (c).

the proposed IDLMA achieves much higher separation perfor-
mance.

In Vo./other separation, it is difficult for the DNN to learn
the structure of the source “other” because it contains pianos,
guitars, a mixture of them, and so forth. Indeed, the results for
DNN+WF in Fig. 13 indicate that the net separation performance
of the DNN is rather low. Nevertheless, IDLMA achieves the best
separation performance because it combines DNN inference of
the source model and blind estimation of the spatial model. Blind
estimation of the spatial model separates the mixtures well by

utilizing the independence between the sources and makes the
DNN estimation of the source model easier. Therefore, IDLMA,
which iteratively updates the spatial model and the DNN source
model, achieves high separation performance.

Figure 14 shows the average SDR improvements of the 25 test
songs for Ba./Vo./Dr. (three-source mixing case). We can con-
firm that the proposed IDLMA outperforms the other methods
even in three-source separation.

Note that the separation performance of the basis-supervised
methods did not always outperform the blind methods. This is



1612 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 27, NO. 10, OCTOBER 2019

Fig. 15. (a) Spectrogram of real bass represented by NMF. (b) Pseudo-
spectrogram of bass augmented by proposed acoustical GMMN.

Fig. 16. (a) Spectrogram of real drums represented by NMF. (b) Pseudo-
spectrogram of drums augmented by proposed acoustical GMMN.

because the generalizing capability of the basis trained in NMF
is poor and the trained basis cannot express the test data well. On
the other hand, the DNN can represent the test data relatively
well, and this is the key factor in the successful separation in
IDLMA.

3) Computational Time: To show the efficiency of the pro-
posed approach, we compared the computational times of IL-
RMA, FSCM+DNN, and IDLMA for 100 iterations of spatial
optimization. We used Python 3.5.2 (64-bit) and Chainer 2.1.0
with an Intel Core i7-6850K (3.60 GHz, 6 Cores) CPU. To cal-
culate the DNN outputs, a GeForce GTX 1080Ti GPU was uti-
lized. Examples of computational times were 23.3 s for ILRMA,
287.1 s for FSCM+DNN, and 26.6 s for IDLMA. These results
reveal that the proposed method is as fast as conventional IL-
RMA and more than 10 times faster than FSCM+DNN.

B. Semi-Supervised Case

1) Task, Dataset, and Conditions: To confirm the validity of
the proposed semi-IDLMA with DNN model adaptation, we
conducted a music source separation with a limited dataset. In
this experiment, we assume vocals as the supervised source. We
used the dataset described in Section V-A except that only vocals
and the mixture of the other sources (Ba., Dr., and “other”) in
the dev data were used to train DNN1 and DNN1 in advance.
We compared three methods: Gauss-ILRMA (blind, K = 5),
semi-IDLMA without DNN model adaptation, and the pro-
posed semi-IDLMA with DNN model adaptation. We added

Fig. 17. Average SDR improvements of 25 Ba./Vo. songs for recording envi-
ronment (a) in semi-supervised case.

Fig. 18. Average SDR improvements of 25 Ba./Vo. songs for recording envi-
ronment (b) in semi-supervised case.

semi-IDLMA without DNN model adaptation to confirm the
validity of data augmentation and DNN model adaptation. In
the proposed semi-IDLMA with DNN model adaptation, since
we require well-separated signals, we conducted source separa-
tion by Gauss-ILRMA for the first 100 spatial model updates.
For IDLMA and semi-IDLMA, the scale parameter matrix Σn

was updated by DNNn after every 10 iterations of the spatial
optimization. To simulate reverberant mixtures, we produced
the two-channel observed signals by convoluting the impulse
response E2A (T60 = 300 ms) as in Section V-A, and the mix-
tures of Ba. and Vo. (Ba./Vo.) and Dr. and Vo. (Dr./Vo.) were
created. All the signals were downsampled to 8 kHz. An STFT
was performed using a 512-ms-long Hamming window with a
256-ms-long shift in Ba./Vo. separation and a 256-ms-long Ham-
ming window with a 128-ms-long shift in Dr./Vo. separation.

We constructed a fully connected DNN with three hidden
layers for the GMMN. Each layer had 512 units, and a gated
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Fig. 19. Average SDR improvements of 25 Dr./Vo. songs for recording envi-
ronment (a) in semi-supervised case.

Fig. 20. Average SDR improvements of 25 Dr./Vo. songs for recording envi-
ronment (b) in semi-supervised case.

activation unit [40] was used for the output of each layer.
To optimize the GMMN, ADAGRAD [41] with a 1024-size
minibatch was performed for 50 epochs. Adaptation of the DNN
was performed by updating the weights and biases between the
second hidden layer and the third hidden layer. We set the train-
ing epoch to 15 and ρ2 to 10.0. The other training settings were
the same as those in Section III-C.

2) Example of Data Augmentation: Figs. 15 and 16 show
examples of spectrograms obtained by NMF and spectrograms
augmented by the proposed GMMN for the bass and drums,
respectively. Note that the frequency scale is logarithmic to
show characteristics in detail in the low-frequency range. We
observe that the GMMN generates a different spectrogram from
the original one while preserving the acoustic structure of each
instrument, e.g., most of the power is concentrated at specific

frequencies in the bass (see Fig. 15), and the temporal dynamics
is emphasized in the drums (see Fig. 16).

3) Comparison of Separation Performance: Figs. 17 to 20
show the average SDR improvements of the 25 test songs for
Ba./Vo. and Dr./Vo. in the semi-supervised case. We confirm
that the proposed semi-IDLMA with DNN model adaptation
achieves the highest separation performance under the limited
dataset. In particular, Fig. 19 indicates that the proposed semi-
IDLMA with DNN adaptation achieves more accurate sepa-
ration than full-IDLMA. This is because the proposed semi-
IDLMA adapts DNN source models to the specific song to be
separated, whereas full-IDLMA uses DNNs trained with various
songs that do not include the test data song to be separated. From
the results, the effectiveness of the proposed semi-IDLMA with
DNN model adaptation is validated.

VI. CONCLUSION

In this paper, we proposed a new determined source separa-
tion method that unifies ICA-based blind spatial optimization
and DNN-based supervised source model estimation. The pro-
posed method employs the complex Student’s t distribution as
the source generative model, which is an extension of the LGM.
Moreover, we addressed the semi-supervised situation and pro-
posed an appropriate data augmentation scheme for DNN adap-
tation. From the experimental results, we confirmed that the pro-
posed algorithms outperform other blind and supervised source
separation methods in both full- and semi-supervised cases in a
music source separation task.

Some improvements remain as a future work. For example, al-
though our spatial model cannot deal with the underdetermined
case, the proposed data augmentation scheme can still be uti-
lized in such a case. Moreover, the future work includes extend-
ing IDLMA to dynamic acoustic conditions where the source
or microphone positions are not fixed. To address this prob-
lem, a blockwise batch technique could be utilized as in [42].
The introduction of other generative models such as a complex
sub-Gaussian distribution [43], a symmetric alpha-stable distri-
bution [44], and an anisotropic complex distribution [36] also
constitutes a future work.

ACKNOWLEDGMENT

The authors would like to thank Dr. K. Kondo and Dr. Y.
Takahashi of Yamaha Corporation for their fruitful suggestions
and discussions regarding this work.

REFERENCES

[1] P. Comon, “Independent component analysis, a new concept?” Signal Pro-
cess., vol. 36, no. 3, pp. 287–314, 1994.

[2] T. Kim, H. T. Attias, S.-Y. Lee, and T.-W. Lee, “Blind source separa-
tion exploiting higher-order frequency dependencies,” IEEE Trans. Audio,
Speech, Lang. Process., vol. 15, no. 1, pp. 70–79, Jan. 2007.

[3] D. R. Hunter and K. Lange, “Quantile regression via an MM algorithm,”
J. Comput. Graph. Statist., vol. 9, no. 1, pp. 60–77, 2000.

[4] N. Ono and S. Miyabe, “Auxiliary-function-based independent component
analysis for super-Gaussian sources,” in Proc. Int. Conf. Latent Variable
Anal. Signal Separation, 2010, pp. 165–172.



1614 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 27, NO. 10, OCTOBER 2019

[5] N. Ono, “Stable and fast update rules for independent vector analysis
based on auxiliary function technique,” in Proc. IEEE Workshop Appl.
Signal Process. Audio Acoust., 2011, pp. 189–192.

[6] D. Kitamura, N. Ono, H. Sawada, H. Kameoka, and H. Saruwatari, “De-
termined blind source separation unifying independent vector analysis and
nonnegative matrix factorization,” IEEE/ACM Trans. Audio, Speech, Lang.
Process., vol. 14, no. 9, pp. 1626–1641, Sep. 2016.

[7] D. Kitamura, N. Ono, H. Sawada, H. Kameoka, and H. Saruwatari, “Deter-
mined blind source separation with independent low-rank matrix analysis,”
in Audio Source Separation, S. Makino, Ed. Cham, Switzerland: Springer,
2018, ch. 6, pp. 125–155.

[8] D. D. Lee and H. S. Seung, “Learning the parts of objects by non-negative
matrix factorization,” Nature, vol. 401, no. 6755, pp. 788–791, 1999.

[9] H. Saruwatari, T. Kawamura, T. Nishikawa, A. Lee, and K. Shikano, “Blind
source separation based on a fast-convergence algorithm combining ICA
and beamforming,” IEEE Trans. Audio, Speech, Lang. Process., vol. 14,
no. 2, pp. 666–678, Mar. 2006.

[10] H. Sawada, R. Mukai, S. Araki, and S. Makino, “A robust and precise
method for solving the permutation problem of frequency-domain blind
source separation,” IEEE Trans. Speech Audio Process., vol. 12, no. 5,
pp. 530–538, 2004.

[11] C. Févotte, N. Bertin, and J.-L. Durrieu, “Nonnegative matrix factorization
with the Itakura–Saito divergence. With application to music analysis,”
Neural Comput., vol. 21, no. 3, pp. 793–830, Mar. 2009.

[12] A. Ozerov, E. Vincent, and F. Bimbot, “A general flexible framework for
the handling of prior information in audio source separation,” IEEE Trans.
Audio, Speech, Lang. Process., vol. 20, no. 4, pp. 1118–1133, May 2012.

[13] N. Q. K. Duong, E. Vincent, and R. Gribonval, “Under-determined rever-
berant audio source separation using a full-rank spatial covariance model,”
IEEE Trans. Audio, Speech, Lang. Process., vol. 18, no. 7, pp. 1830–1840,
Sep. 2010.

[14] A. Ozerov and C. Févotte, “Multichannel nonnegative matrix factorization
in convolutive mixtures for audio source separation,” IEEE Trans. Audio,
Speech, Lang. Process., vol. 18, no. 3, pp. 550–563, Mar. 2010.

[15] H. Sawada, H. Kameoka, S. Araki, and N. Ueda, “Multichannel exten-
sions of non-negative matrix factorization with complex-valued data,”
IEEE Trans. Audio, Speech, Lang. Process., vol. 21, no. 5, pp. 971–982,
May 2013.

[16] S. Mogami, D. Kitamura, Y. Mitsui, N. Takamune, H. Saruwatari, and N.
Ono, “Independent low-rank matrix analysis based on complex Student’s
t-distribution for blind audio source separation,” in Proc. IEEE 27th Int.
Workshop Mach. Learn. Signal Process., 2017, pp. 1–6.

[17] D. Kitamura et al., “Generalized independent low-rank matrix analysis
using heavy-tailed distributions for blind source separation,” EURASIP J.
Adv. Signal Process., vol. 2018, no. 28, pp. 1–25, 2018.

[18] A. R. López, N. Ono, U. Remes, K. Palomäki, and M. Kurimo, “Design-
ing multichannel source separation based on single-channel source sepa-
ration,” in Proc. IEEE Int. Conf. Acoust., Speech Signal Process., 2015,
pp. 469–473.

[19] A. Liutkus, R. Badeau, and G. Richard, “Informed source separation us-
ing latent components,” in Proc. Int. Conf. Latent Variable Anal. Signal
Separation, 2010, pp. 498–505.

[20] E. M. Grais, M. U. Sen, and H. Erdogan, “Deep neural networks for sin-
gle channel source separation,” in Proc. IEEE Int. Conf. Acoust., Speech,
Signal Process., 2014, pp. 3734–3738.

[21] S. Uhlich, F. Giron, and Y. Mitsufuji, “Deep neural network based instru-
ment extraction from music,” in Proc. IEEE Int. Conf. Acoust., Speech,
Signal Process., 2015, pp. 2135–2139.

[22] A. Jansson, E. J. Humphrey, N. Montecchio, R. Bittner, A. Kumar, and
T. Weyde, “Singing voice separation with deep U-Net convolutional net-
works,” in Proc. 18th Int. Soc. Music Inf. Retrieval, 2017, pp. 745–751.

[23] J. R. Hershey, Z. Chen, J. L. Roux, and S. Watanabe, “Deep clustering: Dis-
criminative embeddings for segmentation and separation,” in Proc. IEEE
Int. Conf. Acoust., Speech, Signal Process., 2016, pp. 31–35.

[24] S. Araki, T. Hayashi, M. Delcroix, M. Fujimoto, K. Takeda, and T.
Nakatani, “Exploring multi-channel features for denoising-autoencoder-
based speech enhancement,” in Proc. IEEE Int. Conf. Acoust., Speech,
Signal Process., 2015, pp. 116–120.

[25] Y.-H. Tu, J. Du, L. Sun, and C.-H. Lee, “LSTM-based iterative mask
estimation and post-processing for multi-channel speech enhancement,”
in Proc. Asia-Pacific Signal Inf. Process. Assoc. Annu. Summit Conf., 2017,
pp. 488–491.

[26] K. Qian, Y. Zhang, S. Chang, X. Yang, D. Florencio, and M. Hasegawa-
Johnson, “Deep learning based speech beamforming,” in Proc. IEEE Int.
Conf. Acoust., Speech, Signal Process., 2018, pp. 5389–5393.

[27] A. A. Nugraha, A. Liutkus, and E. Vincent, “Multichannel audio source
separation with deep neural networks,” IEEE/ACM Trans. Audio, Speech,
Lang. Process., vol. 24, no. 9, pp. 1652–1664, Sep. 2016.

[28] S. Mogami et al., “Independent deeply learned matrix analysis for multi-
channel audio source separation,” in Proc. 26th Eur. Signal Process. Conf.,
2018, pp. 1571–1575.

[29] I. Goodfellow et al., “Generative adversarial nets,” in Proc. Adv. Neural Inf.
Process. Syst. 27, Z. Ghahramani, M. Welling, C. Cortes, N. D. Lawrence,
and K. Q. Weinberger, Eds, 2014, pp. 2672–2680. [Online]. Available:
http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf

[30] D. P. Kingma and M. Welling, “Auto-encoding variational Bayes,”
in Proc. Int. Conf. Learn. Representations, 2014, p. 14.

[31] N. Murata, S. Ikeda, and A. Ziehe, “An approach to blind source separation
based on temporal structure of speech signals,” Neurocomputing, vol. 41,
pp. 1–24, 2001.

[32] Y. Li, K. Swersky, and R. Zemel, “Generative moment matching networks,”
in Proc. 32nd Int. Conf. Mach. Learn., 2015, pp. 1718–1727.

[33] K. Yoshii, K. Itoyama, and M. Goto, “Student’s t nonnegative matrix fac-
torization and positive semidefinite tensor factorization for single-channel
audio source separation,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal
Process., 2016, pp. 51–55.

[34] D. Yu and L. Deng, Automatic Speech Recognition. London, U.K.:
Springer, 2014.

[35] A. Liutkus et al., “The 2016 signal separation evaluation campaign,” in
Proc. Latent Variable Anal. Signal Separation, 2012, pp. 323–332.

[36] P. Magron and T. Virtanen, “Complex ISNMF: A phase-aware model
for monaural audio source separation,” IEEE/ACM Trans. Audio, Speech,
Lang. Process., vol. 27, no. 1, pp. 20–31, Jan. 2019.

[37] S. Nakamura, K. Hiyane, F. Asano, T. Nishimura, and T. Yamada, “Acous-
tical sound database in real environments for sound scene understanding
and hands-free speech recognition,” in Proc. 2nd Int. Conf. Lang. Resour.
Eval., 2000, pp. 965–968.

[38] E. Vincent, R. Gribonval, and C. Févotte, “Performance measurement in
blind audio source separation,” IEEE Trans. Audio, Speech, Lang. Process.,
vol. 14, no. 4, pp. 1462–1469, Jul. 2006.

[39] M. D. Zeiler, “ADADELTA: An adaptive learning rate method,” 2012,
arXiv:1212.5701.

[40] A. Oord, N. Kalchbrenner, O. Vinyals, L. Espeholt, A. Graves, and K.
Kavukcuoglu, “Conditional image generation with PixelCNN decoders,”
in Proc. 30th Int. Conf. Neural Inf. Process. Syst., 2016, pp. 4797–4805.

[41] J. Duchi, E. Hazan, and Y. Singer, “Adaptive subgradient methods
for online learning and stochastic optimization,” J. Mach. Learn. Res.,
vol. 12, pp. 2121–2159, 2011.

[42] Y. Mori et al., “Blind separation of acoustic signals combining SIMO-
model-based independent component analysis and binary masking,”
EURASIP J. Appl. Signal Process., vol. 2006, pp. 1–17, 2006.

[43] S. Mogami et al., “Independent low-rank matrix analysis based on time-
variant sub-Gaussian source model,” in Proc. Asia-Pacific Signal Inf. Pro-
cess. Assoc. Annu. Summit Conf., 2018, pp. 1684–1691.

[44] U. Simsekli, A. Liutkus, and A. T. Cemgil, “Alpha-stable matrix fac-
torization,” IEEE Signal Process. Lett., vol. 22, no. 12, pp. 2289–2293,
Dec. 2015.

Naoki Makishima received the B.E. degree in engi-
neering in 2018 from The University of Tokyo, Tokyo,
Japan, where he is currently working toward the M.S.
degree in information physics and computing. His re-
search interests include audio source separation, sig-
nal processing, and machine learning. He is a member
of the Acoustical Society of Japan (ASJ). He was the
recipient of the 18th best presentation award of ASJ
and a Young Scientist Conference Attendance Grant
for International Congress on Acoustics 2019.

Shinichi Mogami received the B.E. degree in engi-
neering in 2017 from The University of Tokyo, Tokyo,
Japan, where he is currently working toward the M.S.
degree in information physics and computing. His
research interests include audio signal processing,
statistical signal processing, source separation, and
machine learning. He is a Member of the IEEE Sig-
nal Processing Society and the Acoustical Society of
Japan.



MAKISHIMA et al.: INDEPENDENT DEEPLY LEARNED MATRIX ANALYSIS FOR DETERMINED AUDIO SOURCE SEPARATION 1615

Norihiro Takamune received the B.E. degree in en-
gineering and the M.S. degree in information science
and technology from The University of Tokyo, Tokyo,
Japan, in 2012 and 2015, respectively. He is currently
a Researcher with The University of Tokyo. His re-
search interests include music information analysis
audio source separation and machine learning.

Daichi Kitamura received the Ph.D. degree from
SOKENDAI, Hayama, Japan. He joined The Uni-
versity of Tokyo in 2017 as a Research Associate,
and he moved to National Institute of Technology,
Kagawa Collage as an Assistant Professor in 2018.
His research interests include audio source separa-
tion, statistical signal processing, and machine learn-
ing. He was the recipient of the Awaya Prize Young
Researcher Award from The Acoustical Society of
Japan (ASJ) in 2015, Ikushi Prize from Japan Soci-
ety for the Promotion of Science in 2017, Best Paper

Award from IEEE Signal Processing Society Japan in 2017, and Itakura Prize
Innovative Young Researcher Award from ASJ in 2018.

Hayato Sumino received the B.E. degrees from
The University of Tokyo, Tokyo, Japan, where he
is currently working toward the M.E. degrees. From
September 2018 to January 2019, he did research in
machine learning and music with the Institute of Re-
search and Coordination Acoustique/Musique, Paris,
France. He is also working as a Pianist. He was the
recipient of the Gold Medal at the 2017 Chopin Inter-
national Piano Competition in Asia, in the “Over 18”
category, and the Grand Prix of PTNA piano competi-
tion in Japan in 2018. He has performed with various

orchestras including the Japan Philharmonic Orchestra, the Chiba Philharmonic
Orchestra, and the Brasov Philharmonic Orchestra. His CD, titled “Passion,” has
been released in 2019 from Warner Classics Japan.

Shinnosuke Takamichi received the B.E. degree
from the Nagaoka University of Technology, Na-
gaoka, Japan, in 2011, and the M.E. and Ph.D. degrees
from the Graduate School of Information Science,
Nara Institute of Science and Technology, Ikoma,
Japan, in 2013 and 2016, respectively. He is cur-
rently an Assistant Professor with The University of
Tokyo, Tokyo, Japan. He was the recipient of more
than ten paper/achievement awards including the 3rd
IEEE Signal Processing Society Japan Young Author
Best Paper Award.

Hiroshi Saruwatari received the B.E., M.E., and
Ph.D. degrees from Nagoya University, Nagoya,
Japan, in 1991, 1993, and 2000, respectively. He
joined SECOM Intelligent Systems Laboratory,
Tokyo, Japan, in 1993, and the Nara Institute of Sci-
ence and Technology, Ikoma, Japan, in 2000. Since
2014, he has been a Professor with The University of
Tokyo, Tokyo, Japan. His research interests include
statistical audio signal processing, blind source sep-
aration (BSS), and speech enhancement. He has put
his research into the world’s first commercially avail-

able Independent-Component-Analysis-based BSS microphone in 2007. He was
the recipient of the paper awards from IEICE in 2001 and 2006, from TAF in
2004, 2009, 2012, and 2018, from IEEE-IROS2005 in 2006, and from APSIPA
in 2013 and 2018. He was also the recipient of the DOCOMO Mobile Science
Award in 2011, Ichimura Award in 2013, The Commendation for Science and
Technology by the Minister of Education in 2015, Achievement Award from
IEICE in 2017, and Hoko-Award in 2018. He has been professionally involved
in various volunteer works for IEEE, EURASIP, IEICE, and ASJ. He is an
APSIPA Distinguished Lecturer from 2018.

Nobutaka Ono received the B.E., M.S., and Ph.D.
degrees from The University of Tokyo, Tokyo, Japan,
in 1996, 1998, and 2001, respectively. He became a
Research Associate in 2001 and a Lecturer in 2005
with The University of Tokyo. He moved to the
National Institute of Informatics in 2011 as an As-
sociate Professor, and moved to Tokyo Metropolitan
University in 2017 as a Full Professor. His research
interests include acoustic signal processing, machine
learning, and optimization algorithms. He was a Chair
for the Signal Separation Evaluation Campaign Eval-

uation Committee in 2013 and 2015, and an Associate Editor for the IEEE
TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING during 2012
to 2015. He is a Senior Member of the IEEE Signal Processing Society and a
Member of the IEEE Audio and Acoustic Signal Processing Technical Commit-
tee from 2014. He was the recipient of the unsupervised learning ICA pioneer
award from SPIE.DSS in 2015.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


