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Statistical Parametric Speech Synthesis Using Deep
Gaussian Processes

Tomoki Koriyama , Member, IEEE, and Takao Kobayashi , Fellow, IEEE

Abstract—This paper proposes a framework of speech synthesis
based on deep Gaussian processes (DGPs), which is a deep architec-
ture model composed of stacked Bayesian kernel regressions. In this
method, we train a statistical model of transformation from con-
textual features to speech parameters in a similar manner to deep
neural network (DNN)-based speech synthesis. To apply DGPs to a
statistical parametric speech synthesis framework, our framework
uses an approximation method, doubly stochastic variational infer-
ence, which is suitable for an arbitrary amount of data. Since the
training of DGPs is based on the marginal likelihood that takes into
account not only data fitting, but also model complexity, DGPs are
less vulnerable to overfitting compared with DNNs. In experimen-
tal evaluations, we investigated a performance comparison of the
proposed DGP-based framework with a feedforward DNN-based
one. Subjective and objective evaluation results showed that our
DGP framework yielded a higher mean opinion score and lower
acoustic feature distortions than the conventional framework.

Index Terms—Statistical parametric speech synthesis, Gaussian
process, stochastic variational inference, Bayesian model.

I. INTRODUCTION

IN STATISTICAL parametric speech synthesis (SPSS), the
relationships between acoustic and linguistic features are

expressed with statistical models. Acoustic features are speech
parameters such as mel-cepstral coefficients, fo values, phone
durations, and linguistic features are referred to as contexts.
Models with deep architecture have recently become widely
used for research on SPSS, especially with the introduction of
deep neural networks (DNNs) [1]. After the proposal of DNN-
based speech synthesis, various extensions, such as the long
short-term memory recurrent neural network (LSTM-RNN)-[2]
and attention-based synthesis [3], [4], have been developed. One
of the advantages of using DNN is that it automatically extracts
an appropriate representation of complex dependencies between
acoustic features and contextual factors. Another advantage is
that the model can be trained efficiently by minibatch-based
optimization even if the amount of training data is huge. How-
ever, DNN-based frameworks often encounter an overfitting
problem, and the performance largely depends on the choice
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of meta-parameters including model topology and training
configuration, especially for a limited amount of training data.

Nevertheless, deep models have the potential to generate
natural-sounding synthetic speech. In this context, we focus on
deep Gaussian process (DGP) [5], which is composed of stacked
multiple Gaussian processes (GPs). A single-layer GP regres-
sion is regarded as Bayesian kernel regression. Kernel regression
can perform nonlinear transformation with an infinite number
of basis functions using a small number of hyperparameters,
whereas a neural network generally requires a large number of
parameters. However, single-layer GPs have limitations caused
by their kernel functions. It is assumed that with a GP using
a widely used radial basis function (RBF) kernel, for example,
the covariance between two points depends on the Euclidean
(or Mahalanobis) distance of their inputs. This is not always
appropriate for complicated input features such as contexts in
SPSS. DGP is expected to overcome the limitation in the expres-
siveness of the kernel function of a single layer GP by stacking
GPs. Moreover, since the fitting process in DGP is performed by
maximizing marginal likelihood (a.k.a. empirical Bayes), DGP
is less vulnerable to overfitting than DNNs trained by maximum
likelihood or maximum a posteriori criterion.

Although the original DGP framework [5] was introduced
for small-scale training data, recent studies have proposed DGP
frameworks suitable for an arbitrary amount of data [6]–[9]. In
this paper, we focus on DGP with doubly stochastic variational
inference (DSVI) [9], which has no limits in the choice of kernel
functions and is easy to implement. DSVI-DGP is composed of
stochastic variational inference (SVI) and Monte Carlo sampling
known as the reparametrization trick [10]. SVI is a variational
approximation method that enables parameter optimization us-
ing stochastic gradient descent algorithms including AdaGrad
[11] and Adam [12] which are widely used in deep learning
frameworks.

In this paper, we incorporate DSVI-DGP into SPSS. We ex-
perimentally examine the effects of meta-parameters and model
configurations, such as the number of layers, kernel functions,
hidden layer dimensionality, and inducing points used for SVI.
We also compare the synthetic speech of the proposed frame-
work with that of a feed-forward DNN framework, which is a
foundation of various neural network models. In addition, we
compare another GP-based framework [13], [14] that uses a de-
cision tree instead of a deep architecture.

The rest of the paper is organized as follows. We describe
a single layer GP and its approximation method of SVI, and
DSVI-DGP in Sections III and IV, respectively. In Section V, we
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explain incorporating DSVI-DGP into SPSS. Kernel functions
investigated as a covariance function of each DGP layer are
discussed in Section VI. In Section VII, we present the results of
objective and subjective evaluations of the proposed framework.
We discuss future directions in Section VIII and conclude the
paper in Section IX.

II. RELATED WORK

A. GP-Based Speech Synthesis With Decision-Tree
Context Clustering

The use of GP for SPSS was proposed in [13], [14]. This
framework is focused on the exemplar-based nature of GP re-
gression which is derived from the nonparametric model with
an infinite number of basis functions. GP regression can use all
acoustic feature sequences in training data without parameteriz-
ing them into a fixed parameter size. To enable exemplar-based
regression, a Gram matrix is approximated by the sum of block-
diagonal and low-rank matrices, known as partially independent
conditional (PIC) approximation [15]. Although it has been re-
ported that this PIC-GP-based framework yielded comparable
results with a DNN-based one for not only Japanese [16] but
also Thai [17], the following drawbacks still remain. One is the
requirement of data partition for the block-diagonal approxima-
tion. To partition data, we used context-dependent decision tree
clustering in a similar manner to that used in hidden Markov
model (HMM)-based speech synthesis. This implies that the
model performance is limited by the decision tree. The deci-
sion trees are also constructed separately for respective speech
parameters, such as fo and mel-cepstrum; thus, it is difficult to
train a multi-stream model in the PIC-GP-based framework.

The concept of the proposed DGP-based framework is dif-
ferent from the PIC-GP-based one. The proposed framework
is focused on a Bayesian framework of GP regression rather
than the exemplar-based nature. Instead of clustering, we use a
deep architecture, which not only eliminates the limitations of an
HMM and decision tree but also enables multi-stream training.
Moreover, since deep architectures can extract structural fea-
tures automatically, we can use the same simple input features
as those of DNN-based speech synthesis.

B. Speech Representation and Synthesis by GPs

GPs have been used in many speech representation and syn-
thesis studies. Henter et al. [18] proposed a representation frame-
work based on Gaussian process dynamical model (GPDM),
which encodes acoustic-feature sequences into low dimensional
latent space. They adopted GPDM as an alternative to HMM,
which has been widely used in speech recognition and synthe-
sis. However, it is not easy to apply GPDM to text-to-speech
directly because we need another model that converts linguistic
contexts into latent space variables. Fernandez et al. [19] pro-
posed a framework of fo contour prediction, in which GP and
DNN are combined. In this framework, DNN is used as a con-
text extractor and its hidden-layer values are used as inputs of
GP regression. Unlike these frameworks, we consider a more

straightforward framework, in which we predict speech param-
eters from contexts directly.

C. Relationship Between DNN and GP

Whereas DNNs execute regression using parameters of
weight matrices, DGPs do this using pairs of input and output
features at each layer. Therefore, DNN and DGP are not directly
related to each other. However, it has been shown that a neural
network with infinite hidden units and specific prior distribution
on a weight matrix is equivalent to a GP [20]. A recent empiri-
cal study involving a small amount of training data [21] showed
that GP yields similar predictive distribution to a Bayesian neu-
ral network without expensive computation processes such as
Markov chain Monte Carlo (MCMC).

Some studies proposed transformation approaches between a
neural network and kernel methods. For example, the arc-cosine
(ArcCos) kernel was proposed [22] as an equivalent kernel to
the rectified linear unit (ReLU) activation function. Lee et al.
generalized transformation from the arbitrary activation func-
tion to an equivalent kernel [23]. From the opposite viewpoint,
Rahimi and Recht [24] approximated costly kernel regression
by inexpensive linear regression in which a finite number of ba-
sis functions are used as an approximation of kernel function.
Specifically, it was proved that a widely used RBF kernel can
be approximated by the inner product of the finite number of
cosine function bases. Cutajar et al. [8] incorporated this ap-
proximation, referred to as random feature expansion, into a
DGP, enabling the training of a DGP similar to that of a DNN.

III. STOCHASTIC VARIATIONAL GAUSSIAN PROCESS

This section briefly introduces a single layer GP and GP
with stochastic variational inference (SVGP1) [26], [27]. Let
y = [y1, . . . , yN ]� be a sequence of output variables and X =
(x1, . . . ,xN ) be input variables of training data, which cor-
respond to a set of frame-level acoustic features and con-
texts in SPSS, respectively. By introducing latent variables
f = [f(x1), . . . , f(xN )]�, the marginal likelihood of the out-
put feature sequence y is given by

p(y|X) =

∫
p(y|f)p(f |X)df . (1)

When a latent function f is sampled from a GP GP
(m(x), k(x,x′)), which consists of a mean function m(x) and
covariance function k(x,x′), p(f |X) becomes the following
Gaussian distribution:

p(f |X) = N (f ;m(X),K(X,X)) (2)

where m(X) = [m(x1), . . . ,m(xN )]�, and K(X,X) is a ma-
trix whose (i, j) element is obtained by the kernel function
k(xi,xj). Assuming that the likelihood p(y|f) is i.i.d., it can
be represented as

p(y|f) =
N∏
i=1

p(yi|f(xi)). (3)

1We use the term “SVGP” according to the Gaussian process toolkit GPy [25]
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The predictive distribution of output y∗ given new input x∗ is
defined as

p(y∗|x∗,y,X) =

∫
p(y∗|f∗)p(f∗|x∗,y,X)df∗ (4)

where

p(f∗|x∗,y,X) =

∫
p(f∗|f ,x∗,X)p(f |y,X)df . (5)

The bottleneck of regression and classification based on GP is
computational tractability of the marginal likelihood and predic-
tive distribution. Specifically, training of GP regression requires
O(N3) computations where N is the number of training data
points. Therefore, various approximation techniques have been
proposed to reduce computational complexity.

SVGP [26], [27] is an approximation method proposed for an
application that uses a large amount of training data. SVGP uses
inducing inputs Z = (z1, . . . , zM ) and corresponding inducing
outputsu = [f(z1), . . . , f(zM )]� in accordance with the sparse
GP approach [28]. In general, inducing points can be regarded
as the representative points of the training data. Let the number
of inducing points M be a much smaller value than the training
data samples N , we can reduce the computation complexity
from O(N3) to O(NM2). From the definition of GP, the joint
distribution of f and u is the following Gaussian distribution:

p(f ,u) = N
([

f

u

]
;

[
m(X)

m(Z)

]
,

[
K(X,X) K(X,Z)

K(Z,X) K(Z,Z)

])
.

(6)

Hence, the conditional distribution also becomes a Gaussian
distribution

p(f |u) = N (f ;µ,Σ) (7)

µ = m(X) +K(X,Z)K(Z,Z)−1(u−m(Z)) (8)

Σ = K(X,X)−K(X,Z)K(Z,Z)−1K(Z,X). (9)

By introducing the inducing points, the marginal likelihood
can be written as

p(y) =

∫∫
p(y|f)p(f |u)p(u)dfdu. (10)

Let q(u) = N (u;m,S) be a variational distribution as an ap-
proximation of posterior p(u|y). We obtain the variational lower
bound of the log marginal likelihood as follows:

log p(y) ≥
∫

q(u)

{
log

∫
p(y|f)p(f |u)df

}
du

−KL(q(u)‖p(u)) (11)

where KL represents Kullback-Leibler divergence. Moreover,
from Jensen’s inequality,

log p(y) ≥
∫∫

q(u)p(f |u) log p(y|f)dfdu−KL(q(u)‖p(u))

=

∫
q(f) log p(y|f)df −KL(q(u)‖p(u)) � L

(12)

where q(f) is predictive distribution derived using (7) as follows:

q(f) =

∫
q(u)p(f |u)du

= N (f ;µf ,Σf ) (13)

µf = m(X) +K(X,Z)K(Z,Z)(m−m(Z)) (14)

Σf = K(X,X)−K(X,Z)K(Z,Z)−1K(Z,X)

+K(X,Z)K(Z,Z)−1SK(Z,Z)−1K(Z,X). (15)

We define the above predictive distribution in (13) as

SVGP(f ;X, q(u),Z) � N (f ;µf ,Σf ) (16)

Hence, maximizing the marginal likelihood is approximated
by maximizing L, called evidence lower bound (ELBO). Since
ELBO can be decomposed into the sum of respective N training
samples as

L =

N∑
i=1

{
Eq(f(xi)) [log p(yi|f(xi))]− 1

N
KL(q(u)‖p(u))

}

(17)

the ELBO can be maximized by stochastic (or minibatch) gradi-
ent descent (ascent) optimization in the same manner as neural
network training, which means this framework can be applied to
a large amount of training data. The first and second terms of the
ELBO represent the fitness of the predictive distribution and
the regularization penalty of inducing variables, respectively.
The parameters of SVGP are composed of inducing inputs Z,
variational distribution of inducing variables q(u), and mean
and kernel function parameters.

The predictive distribution in (4) is transformed into the fol-
lowing expression

p(y∗|y) =
∫∫

p(y∗|f∗)p(f∗|f)p(f |y)df∗df

=

∫∫∫
p(y∗|f∗)p(f∗|u)p(u|f)p(f |y)dudf∗df .

By introducing the variational distribution, we obtain

p(y∗|y) ≈
∫∫

p(y∗|f∗)p(f∗|u)q(u)dudf∗

=

∫
p(y∗|f∗)SVGP(f∗;x∗,Z, q(u))df∗. (18)

IV. DEEP GAUSSIAN PROCESSES

DGP [5] is a stacked model of multiple GPs. Specifically, it
is assumed with DGPs that the latent function of a single-layer
GP is a composite function whose partial functions are sampled
from individual GPs. This latent function f is represented as

f = fL ◦ fL−1 ◦ . . . f1 (19)

f � = (f �,1, . . . , f �,D�) (20)

f �,d ∼ GP(m�,d(·), k�(·, ·)) (21)

where L is the number of layers of the stacked model, and D� is
the dimensionality of the �-th layer. A kernel function k�(·, ·) is
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shared in all dimensions for each layer. Let the output variables
of layer � be

F� = [f �,1, . . . , f �,D� ]

=

⎡
⎢⎢⎢⎣
f �1

�

...

f �N
�

⎤
⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎣
f�,11 . . . f�,D�

1

...
. . .

...

f�,1N . . . f�,D�

N

⎤
⎥⎥⎥⎦ (22)

where f�,di = f �,d(f �−1(. . . (f1(xi)))). The relationship be-
tween layers � and �− 1 is represented using (2) by

p(F�) =

D�∏
d=1

p(f �,d|F�−1) (23)

p(f �,d|F�−1) = N (
f �,d;m�,d(F�−1),K�(F�−1,F�−1)

)
.(24)

The marginal likelihood of output Y is given by

p(Y|X) =

∫
· · ·
∫

p(Y|FL)p(FL|FL−1) . . .

p(F1|X)dFL . . . dF1. (25)

To use a large amount of training data in DGP, Salimbeni
and Deisenroth [9] incorporated SVI into DGP, which is re-
ferred to as DSVI-DGP. In this DSVI-DGP, for each layer, they
introduced inducing inputs Z� = [z�,1, . . . , z�,D�−1 ], outputs
U� = [u�,1, . . . ,u�,D� ], and variational distribution q(u�,d) =
N (u�,d;m�,d,S�,d) similarly to SVI. The ELBO is given by

L =

N∑
i=1

{
DL∑
d=1

Eq(fL,d
i )

[
log p(ydi |fL,d

i )
]

− 1

N

L∑
�=1

D�∑
d=1

KL(q(u�,d)‖p(u�,d|Z�))

}
. (26)

The first and second terms of (26) represent data-fit and complex-
ity penalty, respectively, and q(fL,d

i ) is a variational posterior
defined as

q(fL,d
i ) =

∫
· · ·
∫

q(fL,d
i |fL−1

i )q(fL−1
i |fL−2

i ) . . .

q(f1i |xi)df
L−1
i . . . df1i (27)

q(f �i |f �−1
i ) =

D�∏
d=1

q(f�,di |f �−1
i )

=

D�∏
d=1

SVGP(f�,di ; f �−1
i ,Z�, q(u�,d)). (28)

Since the integral of (27) is intractable except particular ker-
nels, it is impossible to compute the exact ELBO. There-
fore, we approximate the variational posterior (27) by Monte

Fig. 1. Graphical representation of deep Gaussian process with doubly
stochastic variational inference.

Carlo sampling known as the reparameterization trick [10].
Specifically, instead of marginalizing out hidden-layer vari-
ables f�,di , we use a value f̂�,di,s (� = 1, . . . , L) sampled from

SVGP(·; f̂ �−1
i,s ,Z�, q(u�,d)) where s denotes a sample index and

f̂ �−1
i,s is a sample value in the lower layer. Since the distribution

of SVGP(·) is Gaussian represented by N (f�,di,s ;μ
�,d
i,s , (σ

�,d
i,s )

2),
the sampling is calculated using the following equation:

f̂�,di,s = μ�,d
i,s + ε�,di,sσ

�,d
i,s (29)

where ε�,di,s is a random scalar value sampled from a standard
normal distribution.

As a result, the ELBO is approximated by

L ≈ 1

S

S∑
s=1

N∑
i=1

{
DL∑
d=1

Eq(f̃L,d
i,s )

[
log p(ydi |̃fL,d

i,s )
]

− S

N

L∑
�=1

D�∑
d=1

KL(q(u�,d)‖p(u�,d|Z�))

}
(30)

q(̃fL,d
i,s ) = SVGP

(
f̃L,d
i,s ; f̂L−1

i,s ,ZL, q(uL,d)
)

(31)

where S is the number of Monte Carlo samples.
Since the approximated ELBO can be expressed by the sum

of respective training data points and Monte Carlo samples, this
approximation is called doubly stochastic variational inference
(DSVI), and the DGP model with DSVI is trained using stochas-
tic gradient ascent algorithms in the same manner as with SVGP.

The graphical representation of the original DSVI-DGP with
L = 3 layers is shown in Fig. 1. The model parameters are com-
posed of inducing inputs {Z�}L�=1, the variational parameters of
inducing outputs {{(m�,d,S�,d)}D�

d=1}L�=1, and the parameters
of mean and kernel functions of Gaussian processes.
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V. SPEECH SYNTHESIS BASED ON DEEP GAUSSIAN PROCESS

A. Input and Output Feature

We train two models with different modeling levels: a phone-
level model and frame-level model in a similar manner to the
Merlin toolkit [29]. When synthesizing speech, the phone and
frame level predictions are executed in cascade. First, we predict
phone durations from phone-level context using the phone-level
model. Next, we make a frame-level context by combining the
phone-level context and frame position information obtained
from the predicted phone duration. We predict acoustic features
from the frame-level context using the frame-level model. For
both models, contextual factors include phone-, phrase-, and
utterance-level linguistic information with their extended binary
features using questions about contextual factors, such as “Is the
previous phoneme a vowel?” and “Is the number of moras in the
sentence more than 10?”. In addition to these features, relative
position features in the segments are used for the frame-level
context.

B. Likelihood Function

To incorporate DGP into SPSS, we must define the likelihood
function of acoustic features y given a latent function variable
f(xi). To evaluate the likelihood p(y|f(x)), we use individual
functions for respective acoustic features such as mel-cepstrum,
fo, and voiced/unvoiced (V/UV) flag. In regression cases such
as mel-cepstrum, aperiodicity feature, and phone duration, the
likelihood is defined by a Gaussian distribution as

p(y|f(x)) = N (y; f(x), σ2
ν) (32)

where σ2
ν is a variance of white noise observed between y

and f(x). In the fo case, we assume that the fo values in un-
voiced regions are single 0-dimensional NULL value. To model
the continuous fo and NULL values simultaneously, we intro-
duce multi-space probability distribution in the same manner as
HMM-based speech synthesis [30], which is given by

p(y|f(x)) =
{N (y; f(x), σ2

ν) if voiced

1 if unvoiced.
(33)

For the V/UV feature represented by a binary value, namely, +1
for voiced or −1 for unvoiced, we use

p(y|f(x)) = Φ(yf(x)) (34)

where Φ(·) is a cumulative distribution function of the standard
normal distribution in the same manner as general GP classifi-
cation [31].

C. Inference and Parameter Generation

When synthesizing speech, we calculate a predictive distribu-
tion

p(y∗) =
∫

p(y∗|fL∗ )q(fL∗ )dfL∗ . (35)

However, the distribution q(fL∗ ) in (27) is intractable. Hence, we
approximate q(fL∗ ) by propagation of expectations. Specifically,

Fig. 2. Example of kernel functions. For the RBF and RQ kernels, l21 = l22 = 1

and α = 1. For the ArcCos kernel with, we set P = 1, σ2
b0 = σ2

b1 = 1, and
σ2
w0 = σ2

w1 = 1.

we regard the predictive mean as an output of each layer as
follows

f̂ �i = E[q(f �∗ |f̂ �−1
∗ )](� = 1, . . . , L− 1) (36)

q(fL∗ ) ≈ q(fL∗ |f̂L−1
∗ )

=

DL∏
d=1

SVGP(fL,d
∗ ; f̂L−1

∗ ,ZL, q(uL,d)). (37)

We use predictive mean sequence including dynamic features
and predictive variances for parameter generation, which is com-
puted in a similar manner to the study by Tokuda et al. [32].

VI. KERNEL FUNCTIONS

We investigate the performance of kernel functions on a DGP-
based framework for speech synthesis. Specifically, we use not
only a widely used RBF kernel, but also rational quadratic (RQ)
kernel and ArcCos kernel. Fig. 2 plots examples of kernel func-
tions whose inputs are on the line between (−3, 5) and (5,−3)
in 2-D Euclidean space.

1) RBF kernel: An RBF kernel is a typical stationary kernel
defined as

kRBF(x,x
′) = exp

(
−r2

2

)
(38)

r =
√

(x− x′)�Λ−1(x− x′) (39)

Λ = diag[l21, . . . , l
2
D]. (40)

As shown in (38), the output of the RBF kernel depends on
the distance between two input vectors. Parameters (l1, . . . , lD)
are called length-scale parameters and used for automatic rel-
evance determination (ARD), which tunes the importance of
input dimensions. The disadvantage of the RBF kernel is that
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the outputs and gradients tend to be sparse because they become
almost zero if two inputs are far from each other. Therefore, it
can be expected that the RBF kernel causes a gradient-vanishing
problem.

2) RQ kernel: An RQ kernel is defined as the sum of infinite
RBF kernels and represented by

kRQ(x,x
′) =

(
1 +

r2

2α

)−α

(41)

where α(> 0) denotes the parameter that forms the contour of
the kernel function. For example, the contour becomes gentle
when α is small whereas the kernel corresponds to the RBF
kernel if α → ∞. Compared with the RBF kernel, as shown in
Fig. 2, the outputs are unlikely to become almost zero even if
two inputs are distant.

3) ArcCos kernel: An ArcCos kernel [22], [23] is a kernel
derived from a neural network with an infinite number of hidden
units and the ReLU activation function. It is defined from the
following equations.

k0(x,x
′) = σ2

b0 + σ2
w0x

�Λx′ (42)

for i = 1 . . . P

ki(x,x
′) = σ2

bi + σ2
wi

√
ki−1(x,x)

√
ki−1(x′,x′)

·(sin θi−1 + (π − θi−1) cos θi−1)) (43)

θi−1 = cos−1 ki−1(x,x
′)√

ki−1(x,x)
√
ki−1(x′,x′)

(44)

kArcCos(x,x
′) =

kP (x,x
′)√

kP (x,x)
√
kP (x′,x′)

(45)

where P is the number of layers. Although the normalization
process in (45) is not used in the original ArcCos kernel, we
impose it to restrict the range of kernel outputs for stable com-
putation. Furthermore, we examine the effectiveness of ARD
parameter Λ, which is not used in the original ArcCos kernel.

Unlike the RBF and RQ kernels, the outputs depend on the po-
sitions of two inputs instead of the distance, and it has a sigmoid-
like contour as shown in Fig. 2(c). Some studies [22], [33] re-
ported that an SVM using the ArcCos kernel outperformed that
using the RBF kernel.

VII. EXPERIMENTS

A. Experimental Conditions

F009, a female speaker, included in the speech synthesis sys-
tem XIMERA database [34] was used for our experiments. We
used 1593 sentences (about 119 minutes) for training data and
60 sentences (about 4.1 minutes) for evaluation data. 60 sen-
tences in the training data were validation data, which were
used for hyperparameter tuning and early stopping. In addition
to phonetically balanced sentences, the database includes travel-
conversation and newspaper-reading sentences. We extracted fo,
spectral envelope, and aperiodicity from STRAIGHT [35] ev-
ery 5 ms from the speech signal at a sampling rate of 16 kHz
and obtained 0–39th mel-cepstrum, log fo, and 5-band aperiod-
icity. We used a 139-dimensional vector consisting of Δ, Δ2,

and V/UV flags as acoustic features. We extracted 243, 82, 136,
76, and 35 contextual factors for phone, mora, accent phrase,
breath group, and sentence levels, respectively, using questions
as described in Section V-A. By combining the contextual fac-
tors and 2-dimensional frame position information, we obtained
574-dimensional input feature vectors. We trained two models: a
phone-level model that predicts phone durations and frame-level
model that predicts acoustic features. We normalized all input
and output variables to zero-mean and unit variance.2 The mea-
sures of objective evaluation included mel-cepstrum distance
[dB], root-mean-square errors (RMSEs) of log fo [cent] and
phoneme duration [ms], and V/UV error rate [%]. Computation
time was evaluated using NVIDIA GeForce GTX980 Ti GPU,
Intel Core i9-7900X CPU, and TensorFlow 1.7 implementation.

We investigated various model configurations as shown in
Table I. We adopted different types of configurations for the top
layer and non-top (i.e., middle and bottom) layers independently
because the function of the top layer is regarded as a predictor
of acoustic features whereas those of non-top layers are feature
extractors of contextual information. We set l1 = · · · = lD =
2 for the RBF and RQ kernels and α = 1 for the RQ kernel
as initial parameters of kernel functions. We initialized l1 =
· · · = lD =

√
1/D for ArcCos kernel. The number of layers of

the ArcCos kernel, P in (43), was set to 3, and the following
values were used: σb0 = · · · = σb3 = 1, σw0 = · · · = σw3 = 1.
Optimization was done using Adam [12] whose learning rate
was 0.01 and minibatch size was 1024. We set the number of
Monte Carlo samples S at unity. We stopped optimization after
30 and 300 epochs3 in the frame- and phone-level model training,
respectively.

In the same manner as in a previous study [9], we set the fol-
lowing mean functions m�(·) of a DVSI-DGP model to enable
us to start optimization. For � = 1, a mapping function based
on primary component analysis was used. In the middle lay-
ers � = 2 . . . L− 1, a copy function m�(x) = x was used. The
mean function of the top layer was set to mL(x) = 0 similarly
to a typical single-layer GP. These mean functions were not op-
timized during training whereas parameters of kernel functions
were optimized. As initial values of inducing inputs Z�, we used
the centroids ofK-means clustering for each layer, where propa-
gated input features by the mean functions were used. The initial
values of variational parameters m�,d and S�,d were a zero vec-
tor and identity matrix, respectively. We constrained S�,d to be
diagonal, except in the top layer � = L.

B. Choice of Kernel Function and Number of Layers

We first evaluated the effects of kernel functions and the num-
ber of layers on acoustic feature distortions. The model config-
urations were rr, qq, aa, qr, ar, and a′a′, as shown in Table I,
whose kernel functions were different from each other. We varied

2In preliminary tests, it was shown that the effect of normalization methods
of binary input features on the performance was minute. Therefore, we used
zero-mean and unit variance normalization that can be simply implemented.

3Note that there is room for considering the stopping criterion. In preliminary
experiments, even if we increased the number of epochs, the errors for validation
data hardly increased.
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TABLE I
MODEL CONFIGURATIONS FOR EVALUATIONS. WE USE NOTATION xx(L,D,M), WHERE xx REPRESENTS KERNEL TYPE, AND L, D, AND M CORRESPOND TO

THE NUMBER OF LAYERS, HIDDEN-LAYER DIMENSIONALITY, AND THE NUMBER OF INDUCING POINTS OF HIDDEN LAYERS, RESPECTIVELY. THE NUMBER OF

INDUCING POINTS OF TOP LAYERS WAS 1024

Fig. 3. Acoustic feature distortions as a function of number of DGP layers.

the number of layers from 2 to 6 and also evaluated single-layer
GP cases.

Fig. 3 shows the acoustic-feature distortions and errors of mel-
cepstrum, log fo, and phone durations. As shown in Fig. 3(a)
and (b), the increase in the number of layers reduced spectral and
fo distortions. Although the differences among different kernel
functions were small, the use of the ArcCos kernel without ARD
(aa) had larger distortions than the other kernels.

For duration distortions in Fig. 3(d), the RBF kernel (rr) had a
larger distortion than the others. It is noted that the training failed
forL = 5 and 6, and all output durations became a constant value
for any input. One possible reason is the characteristics of the
RBF kernel easily causing the gradient vanishing problem. We
also see from the result that the effect of changing the number
of layers was small, and even a single-layer GP with the RBF or
RQ kernels could be sufficient for the duration model.

C. Hidden-Layer Dimensionality

We examined the effect of the dimensionality of hidden-layer
variables on the acoustic feature distortions. Too few dimensions
lead to a lack in the expressiveness of hidden layers. On the other
hand, too many dimensions may make training difficult because
Gram matrices generally tend to be sparse for large dimensional
input features. Based on the experiments on the original DSVI-
DGP study [9], we set D� = 32 as a default and varied it from
8 to 256.

Fig. 4 shows the acoustic feature distortions as a function of
dimensionality. The model configurations of methods rr, qr and
ar are shown in Table I. The training of rr failed when the num-
ber of hidden-layer dimensions was large because of vanishing-
gradient problem similarly to the previous subsection. Hence,
we skip the results of rr in the following experiments. For mel-
cepstrum, fo, and V/UV flag estimation of qr and ar, low dimen-
sionality, such as 8 and 16, resulted in larger distortions. On the
contrary, the phone-duration distortions were less sensitive to
the dimensionality. This result could be due to the difference in
the vector size of output variables: 139 for frame-level acoustic
features and 1 for phone duration.

D. Number of Inducing Points

Inducing points (Z�,u�,d) are supposed to be the pseudo data
set that mimics representative points of training data. If the num-
ber of inducing points increases to that of training data points,
this is equivalent to exact GP regression. However, the inducing
points have to be limited because O(M3) computation is re-
quired when the number of inducing points is M . We varied the
number of inducing points of hidden layers, the configurations
of which, i.e., qr and ar, are given in Table I.

The results are shown in Fig. 5. The increase in the number
of inducing points tends to reduce the distortions of all features.
However, the performance got worsened when we used 4096
inducing points. To examine these results in detail, we calculated
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Fig. 4. Acoustic feature distortions as a function of dimensionality of hidden layers.

Fig. 5. Acoustic feature distortions as a function of number of inducing points.

Fig. 6. Mel-cepstrum distortion as a function of computation time in model
training using diverse numbers of inducing points of hidden layers.

the epoch-wise mel-cepstrum distortion. Fig. 6 shows the mel-
cepstrum distances as a function of the computation time of
model training. The case of 4096 inducing points required much
time to convergence, and the distortions were larger than the
other cases. From these results, too many inducing points caused
difficulty in parameter optimization and 1024 inducing points
seemed to be sufficient for modeling.

E. Comparison With Other Frameworks

We compared the proposed DGP-based framework with con-
ventional DNN- [1], [36] and PIC-GP-based [13], [14] ones. In
the PIC-GP-based framework, the number of inducing points
and the maximum number of frames per cluster were both set
to 1024, and HMM-based decision tree clustering was used for
data partition. We conducted experiments with various combi-
nations of activation functions, hidden unit sizes, and numbers
of layers for the DNN-based framework. We used the ReLU and
hyperbolic tangent (tanh) for activation functions and varied the
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Fig. 7. Comparison of proposed DGP-, feed-forward DNN-, and PIC-GP-
based frameworks in terms of acoustic feature distortions. ReLU and tanh are
activation functions and 256, 512, and 1024 are the numbers of hidden units for
DNN-based frameworks. Model configurations of proposed DGP-based frame-
work are shown in Table I and 256, 512, and 1024 of proposed DGP-based
framework correspond to the numbers of inducing points. The dashed horizon-
tal line represents results of PIC-GP-based framework. Points on same line differ
by the number of layers.

number of hidden layers of DNNs from 1 to 7. The learning rate
for Adam was 0.01 and weight decay coefficient 1.0× 10−6 was
used for regularization. The number of layers of the proposed
DSVI-DGP models changed from 2 to 6.

Fig. 7 shows the mel-cepstrum distances and fo RMSEs as a
function of model size. Even the 2-layer model configuration of
the proposed DGP-based framework yielded smaller distortions
than those of the feed-forward DNN- and PIC-GP-based frame-
works. The model configurations of DGP-based framework did
not increase fo distortions with the increase in the numbers of
layers, unlike with the DNN-based framework. Therefore, the
proposed DGP-based framework provides predictable results

and may reduce laborious tuning of model setting compared
with a DNN-based framework.

F. Hyperparameter Tuning

We conducted an evaluation using automatic hyperparameter
tuning based on Bayesian optimization (BO) [37] to compare
the proposed DGP-based framework with a DNN-based one.
We optimized regularization parameters, such as weight decay
and dropout rate. Tables II and III list the hyperparameters tuned
for the DNN and DGP models, respectively. The minibatch size
was fixed to 1024, and the maximum epochs in training were 30.
For the BO components, expected improvement (EI) [37] was
used as an acquisition function, and the RBF kernel was used
as a kernel function. As a target function of BO, we used mean
squared error for the validation data set. We first trained mod-
els using ten randomly chosen hyperparameter sets as warm-up
data. We then ran 100 and 50 BO iterations for the DNN and
DGP hyperparameter tunings, respectively, both of which took
approximately eight days.

The best hyperparameters found by BO are shown in Tables II
and III and the acoustic feature distortions are shown in Table IV.
From the DNN model results that hyperparameter tuning using
BO reduced the distortions compared with those shown in Fig. 7,
and the DNN model with optimized hyperparameters resulted
in a smaller duration distortion than the DGP model. However,
the distortions of mel-cepstrum, fo, and V/UV using the DNN
model were still larger than those using the DGP model.

We also compared the inference computational complexities
of DNN and DGP. The real-time factors of inference by the
DNN and DGP models were approximately 0.070 and 0.079 on
average.

G. Multiple Data Amounts

We evaluated the performance of multiple amounts of train-
ing data to confirm the advantage of our DGP-based framework,
which is invulnerable to overfitting. We created smaller-sized
subsets using 20%, 40%, 60%, and 80% of the original train-
ing data. Regarding the model configurations of the DNN and
DGP models, we used the hyperparameters obtained by the BO
mentioned in Section VII-F. The maximum number of epochs
during training were 100. The results are shown in Fig. 8. The
mel-cepstrum and fo distortions using the DGP model were
smaller than those using the DNN model even when the training
data amounts were small. Moreover, we see that the differences
of log fo RMSEs were consistently around 10 cent between the
DNN and DGP models for all data subsets.

H. Subjective Evaluations

To evaluate the perceptual quality of synthetic speech, we
conducted crowdsourcing-based subjective evaluations by us-
ing mean opinion score (MOS) and preference tests.4 More
specifically, these tests were conducted using webMUSHRA

4Speech samples are available at: http://www.kbys.ip.titech.ac.jp/demo/dgpss/
or https://github.com/hyama5/DeepGPTTSSamples/
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TABLE II
HYPERPERAMETER TUNING CANDIATES AND BEST HYPERPARAMETERS FOR DNN OBTAINED BY BAYESIAN OPTIMIZATION

TABLE III
HYPERPERAMETER TUNING CANDIATES AND BEST HYPERPARAMETERS FOR DGP OBTAINED BY BAYESIAN OPTIMIZATION

TABLE IV
ACOUSTIC FEATURE DISTORTIONS OF DNN AND DGP USING BEST

HYPERPARAMETERS OBTAINED BY BAYESIAN OPTIMIZATION

[38], a web-based listening test framework. Participants were
asked to listen to speech samples using headphones. They could
listen to the samples as many times as they required and choose
their answers on a web browser. We used the model configu-
rations obtained by BO shown in Section VII-F. We also eval-
uated the PIC-GP-based framework described in the previous
experiment. We used vocoded speech samples (VOC), which
were re-synthesized from extracted acoustic features, and orig-
inal recordings (ORIG) as the ground truth. When synthesizing
vocoded speech, we smoothed the extracted log spectrogram
and aperiodicity using a 3-frame moving average filter in the
time domain. This is because breathy noise was perceived on
the VOC with a non-smoothed STRAIGHT spectrogram, which
lowered the subjective scores.

In the MOS test, 75 participants listened to the synthetic
speech samples and rated the naturalness of them on a five-
point scale: 5: excellent, 4: good, 3: fair, 2: poor, and 1: bad.
Four sentences were randomly chosen from the 60 sentences of
evaluation data for each participant. Fig. 9 shows the results. The
proposed DGP-based framework significantly outperformed the
DNN- and PIC-GP-based ones. Furthermore, the DGP-based
framework gave a comparable score with the VOC.

In the preference test, 30 participants evaluated pairs of speech
samples. Ten sentences were randomly chosen from the 60 sen-
tences of the evaluation data for each test and participant. Each
participant listened to the pairs of speech samples and selected
the most natural one. The results are listed in Table V. The pro-
posed DGP-based framework resulted in higher scores than the
DNN and VOC, and the difference between the VOC and DGP
was smaller than that between the VOC and DNN.

VIII. DISCUSSION

In the previous section, we compared the proposed DGP-
based framework with the feed-forward DNN-based one, both of
which perform frame-level modeling and prediction. Although
using the feed-forward DNN-based framework is the basic one,
state-of-the-art speech synthesis studies have various extensions
beside the feed-forward structure. Therefore, in this section, we
describe future directions of DGP-based speech synthesis.

LSTM-RNN-based speech synthesis [2] is a useful alternative
to DNN-based speech synthesis, in which we can model tempo-
ral information. To evaluate the performance of an LSTM-RNN-
based framework, we trained an LSTM-RNN model consisting
of 2 feed-forward and 2 Bi-LSTM layers with 1024 hidden units
based on the study by Fan et al. [2]. We used the same data set
as that used in the previous section, and observed 4.68 dB in
mel-cepstrum distance and 178 cent in log fo RMSE. The mel-
cepstrum distance was 0.14 dB lower than that using the DNN-
based framework and comparable with the proposed DGP-based
framework. We also conducted a preference test to evaluate the
DGP- and LSTM-RNN-based frameworks using the same con-
dition as the preference test discussed in Section VII-H. The re-
sults are listed in Table VI. Although the proposed DGP-based
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Fig. 8. Acoustic feature distortions as a function of amount of training data.

Fig. 9. Subjective evaluation using MOS test.

TABLE V
SUBJECTIVE EVALUATION USING PREFERENCE TEST

TABLE VI
SUBJECTIVE EVALUATION USING PREFERENCE TEST COMPARING

LSTM-RNN-BASED SPEECH SYNTHESIS

framework does not have a recurrent structure, we see that it
outperformed the LSTM-RNN-based one. Thus, we can expect
that the performance of the DGP-based framework will improve
using a recurrent architecture.

When we incorporate a recurrent structure into a DGP, we
should take the computational complexity into account. DGP

inference takes longer than DNN inference because the compu-
tation of Gram matrices is required for calculating a DGP, while
a DNN only requires simple linear transformation for each layer.

IX. CONCLUSIONS

We proposed a DSVI-DGP-based framework for speech
synthesis, which is based on a probabilistic model with stacked
Bayesian kernel regression. The proposed framework uses
DSVI, which allows training with stochastic optimization
for large-scale training data and the use of arbitrary kernel
functions. Different from DNN, DGP is less vulnerable to
overfitting because the training of a DGP model is based on the
maximization of marginal likelihood. From the experimental
evaluations, the proposed DGP-based framework outperformed
the feed-forward DNN- and PIC-GP-based frameworks. We
also conducted experiments with various model configurations
and showed that the increase in layers and inducing points
tended to reduce mel-cepstrum and fo distortions. We also
found that the best kernel function and dimensionality of
hidden layers depended on the output features. For future
work, we will expand the DSVI-DGP into recurrent, convo-
lution, and attention-based structure, used in state-of-the-art
neural-network-based speech synthesis systems instead of a
feed-forward DNN-based framework.
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