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Modulation-Domain Multichannel Kalman Filtering
for Speech Enhancement
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Abstract—Compared with single-channel speech enhancement
methods, multichannel methods can utilize spatial information to
design optimal filters. Although some filters adaptively consider
second-order signal statistics, the temporal evolution of the speech
spectrum is usually neglected. By using linear prediction (LP) to
model the inter-frame temporal evolution of speech, single-channel
Kalman filtering (KF) based methods have been developed for
speech enhancement. In this paper, we derive a multichannel KF
(MKF) that jointly uses both interchannel spatial correlation and
interframe temporal correlation for speech enhancement. We per-
form LP in the modulation domain, and by incorporating the spa-
tial information, derive an optimal MKF gain in the short-time
Fourier transform domain. We show that the proposed MKF re-
duces to the conventional multichannel Wiener filter if the LP
information is discarded. Furthermore, we show that, under an
appropriate assumption, the MKF is equivalent to a concatenation
of the minimum variance distortion response beamformer and a
single-channel modulation-domain KF and therefore present an
alternative implementation of the MKF. Experiments conducted
on a public head-related impulse response database demonstrate
the effectiveness of the proposed method.

Index Terms—Speech enhancement, microphone arrays,
Kalman filtering, modulation domain.

I. INTRODUCTION

INTERFERENCE from environmental noise brings great
challenges to speech processing systems in speech commu-

nication, hearing aids, and automatic speech recognition. Speech
enhancement aims to suppress the environmental noise without
distorting the target speech. If the target speech and noise arrive
from different directions, a microphone array can beneficially
be deployed to capture the spatial diversity of the acoustic envi-
ronment. It is widely recognized that, by additionally exploiting
spatial diversity, multichannel speech enhancement methods can
achieve better performance than single-channel methods.
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The clean speech signal is redundantly expressed in the mul-
tichannel observations up to a steering vector or a relative trans-
fer function (RTF), which depends on the direction of the target
speaker and which defines the spatial correlation of the mul-
tiple observations of the clean signal. This redundancy makes
the target signal spatially predictable [1] from clean signal ob-
servations of more than one channel, therefore, the signals of
multiple microphones can jointly be used to estimate a single
target signal.

Given knowledge of the steering vector, or RTF, traditional
beamforming-based methods [2]–[9], which originate from nar-
rowband methods for radar and sonar applications [10]–[12], can
be developed to recover the desired signal from the noisy ob-
servations. Although fixed beamforming methods such as delay
and sum (DS) [13] that depend only on the array geometry have
the advantage of simplicity, adaptive beamforming techniques
including minimum variance distortion response (MVDR) [3],
[4], [7] and linear constrained minimum variance (LCMV) [8]
have received more attention, since they can adjust to the spatio-
temporal characteristics of speech and noise. Beamforming can
be effective in reducing the directional noise but is not sufficient
especially when the noise field is diffuse. To further reduce the
noise signal, post-filtering [14]–[17] and the generalized side-
lobe canceller (GSC) [18], [19] have been proposed. In these
approaches, the beamforming is used as a preprocessor to obtain
an enhanced signal, and the residual noise is further reduced by
single-channel speech enhancement or multichannel adaptive
noise cancellation (ANC) in the post-filtering stage. With post-
filtering processing, various types of noise including diffuse
noise, directional interference, and sensor noise can be reduced
effectively. In addition, it is shown that, the GSC is equivalent
to the MVDR beamformer by using the DS in the beamforming
stage [19], [20]. Another category of multichannel speech en-
hancement algorithms is multichannel Wiener filtering (MWF)
[21]–[23], which can operate without explicit knowledge of the
steering vector or RTF, and estimates the target signal under the
minimum mean squared error (MMSE) criterion. Speech distor-
tion weighted MWF (SDW-MWF) [24] has also been developed
to achieve a trade-off between noise reduction and speech distor-
tion. It is shown in [25] that under a single-source assumption,
the MWF can be expressed as a MVDR beamformer followed
by a single-channel Wiener filter.

Since the speech signal can be expressed as an auto-regressive
(AR) process, the signal in each frame is temporally correlated
with the signals of previous frames. Therefore, the target signal

This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/

https://orcid.org/0000-0002-4942-7748
https://orcid.org/0000-0001-8911-1601
https://orcid.org/0000-0001-7105-4936
https://orcid.org/0000-0001-8546-8013
mailto:w.xue@global advance �reakcnt @ne penalty -@M imperial.ac.uk
mailto:w.xue@global advance �reakcnt @ne penalty -@M imperial.ac.uk
mailto:alastair.h.moore@imperial.ac.uk
mailto:mike.brookes@imperial.ac.global advance �reakcnt @ne penalty -@M uk
mailto:mike.brookes@imperial.ac.global advance �reakcnt @ne penalty -@M uk
mailto:p.naylor@imperial.ac.uk


1834 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 26, NO. 10, OCTOBER 2018

is not only spatially predictable from multichannel observations,
but also temporally predictable from the previous frames. Al-
though the temporal characteristics of speech or noise have been
considered by some conventional methods such as MVDR, post-
filtering and MWF to design adaptive filters, they are mainly
used to compute the second order statistics (SOS) which inher-
ently adopt a short-time stationary process assumption, and the
dynamics of the speech signal over short-time frames are not
considered.

In fact, by using linear prediction (LP) to model the temporal
evolution of speech, many single-channel Kalman filtering (KF)
based speech enhancement methods have been proposed. Since
the pioneering work in [26], single-channel KF based methods
have gradually developed from the time domain [27], [28] to
the short-time Fourier transform (STFT) domain [29], [30] and
modulation domain [31]–[39]. Since it has been found that there
is almost no correlation in the successive phase samples [30],
the temporal correlation is normally represented in the magni-
tude spectrum and using the amplitude spectrum for LP have
received more attention. In addition, additional psychoacous-
tic and physiological advantages of modulation-domain speech
processing [40], [41] can be further exploited to improve the
speech enhancement performance. Therefore, the modulation-
domain methods have become mainstream.

In modulation-domain processing, the time-varying envelope
amplitude in each frequency bin is regarded as a time-domain
signal in its own right. In the single-channel modulation-domain
Kalman filtering (MDKF) methods [31]–[39], a modulation-
domain state vector is defined to represent the amplitude esti-
mation of the clean speech. Based an LP model of clean speech,
the state vector of the current frame is firstly predicted, and
then updated by combining with the modulation-domain noisy
observation. A KF gain is computed based on the MMSE crite-
rion to combine the modulation-domain LP estimation with the
noisy observation.

An early approach involving the KF for multichannel speech
enhancement was presented in Chapter 5.9 of [42], where a time-
domain approach was derived. However, as is discussed therein,
the approach requires blind estimation of the room impulse
responses (RIRs) in noisy conditions, which remains an open
problem, and so the practicality of the approach is limited. As
a result, the method was only introduced conceptually without
experimental evaluation. It is relevant to note that the KF has
been used in other areas of multichannel speech processing such
as speech dereverberation [43], [44] and speaker tracking [45],
[46].

In this paper, we develop a modulation-domain KF for the
multichannel case, and propose a novel multichannel Kalman fil-
tering (MKF) algorithm for speech enhancement. The proposed
MKF operates in both the modulation domain and the STFT
domain, so that it can jointly utilize the inter-frame temporal
correlation and the inter-channel spatial correlation to estimate
the target clean speech. As in the classical KF [47], the key idea
of the MKF is to find an optimal MKF gain that uses the LP esti-
mation derived from the dynamic model and previous estimates
in a weighted combination with the estimation derived from the
measurement model and observations. It is expected that higher

weight is given to the LP estimation in noise-dominated time-
frequency (TF) bins, and to the observation in speech-dominated
TF bins.

The LP estimation is obtained, by first computing a
modulation-domain prediction from the previous estimates, and
then transforming this into the STFT-domain. To exploit the
spatial information, we incorporate the multichannel noisy ob-
servations and calculate the optimal MKF gain in the STFT
domain according to an MMSE criterion. We report experi-
ments using a head-related impulse response (HRIR) database
[48], and the results show that the proposed MKF outperforms
conventional methods in a range of noisy and reverberant en-
vironments. We show that the proposed MKF reduces to the
conventional multichannel Wiener filter (MWF) if the LP in-
formation is discarded and also show that, under appropriate
conditions, the MKF is equivalent to a MVDR beamformer fol-
lowed by a single-channel MDKF.

This paper is an extension of our previous work in [49]. The
remainder of the paper is organized as follows. In Section II,
we introduce the signal model and some required assumptions.
In Section III, the proposed method is described, including
the MKF model and the derivation of the MKF. We also dis-
cuss the relationship between the MKF and the MWF. Then in
Section V, we show that, by reformulating the proposed MKF,
it can be expressed as the concatenation of an MVDR and a
single-channel MDKF post-filter, such that the optimality of the
concatenation is shown, and an alternative implementation of
the MKF is presented. Finally in Section VI, we conduct exper-
iments in different noisy and reverberant conditions, and show
the effectiveness of the proposed method.

Table I in the next page summarizes the notations used for
vectors and matrices in this paper.

II. SIGNAL MODEL AND ASSUMPTIONS

We consider a noisy and reverberant environment which in-
cludes a target talker and an M -element microphone array. The
target speech of each microphone is contaminated by diffuse
acoustic noise, sensor noise, and potentially also disturbing sig-
nals from interfering sources. We neglect the details of different
noise components and treat them as a combination, so that, in the
complex-valued STFT domain, the noisy signal vector y(n, k)
captured by the microphone array in the n-th frame and k-th
frequency can be written as

y(n, k) = x(n, k) + v(n, k), (1)

where y(n, k) = [Y1(n, k), Y2(n, k), . . . , YM (n, k)]T , and
Ym (n, k) for m = 1, 2, ...,M is the STFT of the noisy signal of
the m-th microphone. x(n, k) and v(n, k) are the target speech
and additive noise vectors, respectively, and have the same form
as y(n, k). We assume that the speech and noise signals are
uncorrelated.

By taking the speech signal of the first microphone X1(n, k)
as reference, y(n, k) can also be expressed as

y(n, k) = d(k)X1(n, k) + v(n, k), (2)



XUE et al.: MODULATION-DOMAIN MKF FOR SPEECH ENHANCEMENT 1835

TABLE I
NOTATION FOR VECTORS AND MATRICES

where

d(k) = [d1(n, k), d2(n, k), . . . , dM (n, k)]T (3)

is a RTF vector, and dm (n, k) for m = 1, 2, ...,M is the RTF
between the m-th and first channel. Without loosing generality,
we take the first channel as reference, d1(n, k) = 1. As is com-
mon in the beamforming and post-filtering literature, we assume
that the RTF is known a priori, or has already been estimated
(by e.g. [50]).

The goal of the multichannel speech enhancement problem is
to estimate the clean reverberant signal X1(n, k) based on the
multichannel noisy observations y(n, k).

III. MKF STATE-SPACE MODEL

A new MKF algorithm which estimates the clean signal by
jointly using the temporal correlation of speech and spatial cor-
relation of multichannel signals is proposed. The MKF follows
a similar structure with the single-channel MKDF [31]–[39],
which first computes the LP estimate based on the temporal
evolution model of speech, and obtains the final estimation by
incorporating with the noisy observation. The derivations in the
multichannel case will be presented in detail. We begin with in-
troducing the MKF state-space model in this section, and then,
in Section IV, derive the MKF to estimate the hidden state which
represents the target speech.

As in the general KF [47], the state-space model of the pro-
posed MKF includes a LP equation which describes the tempo-
ral evolution of the clean speech, and a measurement equation
which describes the relationship between the clean speech and
observation.

A. LP Equation

To model the temporal evolution of speech, we temporarily
ignore the multichannel spatial information, and only consider
the clean signal of the first channel. As the amplitude spectrum
shows much larger temporal correlation over adjacent frames
than the phase spectrum [51], due to the psychoacoustic and
physiological advantages of modulation-domain speech pro-
cessing [40], [41], the LP model is formulated in the modulation
domain.

In the modulation-domain, by modelling the temporal evo-
lution of speech as an AR model, the relationship between the
speech signal in the current frame and previous frames is ex-
pressed as

A1(n, k) = −
P∑

p=1

bp,kA1(n − p, k) + W (n, k), (4)

where A1(n, k) indicates the magnitude of the STFT-domain
signal X1(n, k), and bp,k for p = 1, 2, ..., P are the LP coef-
ficients [52] of the modulation-domain signal in the k-th fre-
quency bin. W (n, k) is a Gaussian distributed random excitation
signal with variance δ2

W .
Similar to [31], we define the state vector of MKF to be

the signal vector of the reference channel given by x1(n, k) =
[X1(n, k), X1(n − 1, k), . . . , X1(n − P + 1, k)]T , then the
LP equation of the MKF is

a1(n, k) = B(k)a1(n − 1, k) + uW (n, k), (5)

where a1(n, k) = [A1(n, k), A1(n − 1, k), . . . , A1(n − P +
1, k)]T is a vector containing the amplitude of each element
of the state vector x1(n, k).

In (5), B(k) is the P × P state transition matrix defined as

B(k) =

⎡

⎢⎢⎢⎢⎢⎣

−b1,k −b2,k . . . −bp−1,k −bp,k

1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0

⎤

⎥⎥⎥⎥⎥⎦
, (6)

and u = [1, 0, . . . , 0]T .
In practice, B(k) and δ2

W are unknown but can be esti-
mated via LP analysis in the modulation frames [31], [37]
by using the speech signal after noise reduction preprocess-
ing z(n, k). In each frequency bin, the temporal sequence
of spectral amplitudes, z(n, k), is segmented into overlap-
ping “modulation frames” [37]. Here z(n, k) is defined in
the STFT-domain as z(n, k) = [Z1(n, k), Z1(n − 1, k), . . . , Z1
(n − P + 1, k)]T , where Z1(n, k) is the preprocessed signal of
the first channel. For single-channel MDKF methods, z(n, k)
is usually computed by single-channel enhancers such as [53],
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[54]. In the multichannel case, since multiple microphones are
available, we take z(n, k) as the output of the MWF, which is
realized as a MVDR beamformer followed by a single-channel
Wiener post-filter [55]. Details of the implementation of the
preprocessing are given in Section VI-A, and the MVDR beam-
former weights are given in (29).

By incorporating the LP information of speech for speech
enhancement, the MKF implicitly assumes the dependency be-
tween STFT frames arises only from the target speech signal.
However, correlation between frames in the STFT and modula-
tion domain may be introduced by the noise, especially when
the frame length of STFT is short and frames are overlapped
as discussed in [32]. The inter-frame correlation and the tem-
poral evolution of the noise can be modelled explicitly by in-
corporating the noise into the KF state as has been done for
single-channel KF based methods [31]–[33], [36]. Our current
implementation does not include the noise signal in the KF state
but nevertheless, as will be shown in the experiments, it can
generally perform better than conventional methods.

B. Measurement Equation

The multichannel spatial information which is not exploited
in the LP equation is considered now in order to define the
measurement equation. Since the spatial information is carried
primarily by the phase spectrum, according to the signal model
in (2), the measurement equation is defined in the STFT domain,
as

y(n, k) = d(k)X1(n, k) + v(n, k)

= d(k)uT x1(n, k) + v(n, k)

= Q(k)x1(n, k) + v(n, k), (7)

where Q(k) = d(k)uT is an M × P measurement matrix.
Since Q(k) is a function of d(k), unlike single-channel MKDF
methods such as [31], the RTF which consists of the spatial
information is integrated into the MKF model.

For simplicity of representation, in the rest of this paper, the
frequency index “k” will be omitted. We would like to note that
the RTF d and measurement matrix Q are frequency-dependent,
and u is a constant vector.

IV. DERIVATION OF MKF

We begin by noting that the LP equation and measurement
equation are defined in the modulation domain and STFT do-
main respectively, and that taking the magnitude from the STFT
spectrum is non-linear. Consequently, the state vector cannot
be estimated using the conventional linear KF framework. In
this section, based on the state-space model of MKF, an MKF
is derived to estimate the state vector that represents the target
clean signal.

The framework of the proposed MKF is illustrated in Fig. 1.
As with the conventional KF, the proposed MKF comprises
an LP step and an update step. In the LP step, an a priori
modulation-domain LP estimate â1(n|n − 1) is first calculated,
and then transformed into the STFT domain x̂1(n|n − 1). In
the update step, by incorporating the noisy observation y(n),

Fig. 1. MKF framework. Φ̂(n) is a diagonal phase matrix containing the
complex exponential phase of z(n).

we derive an optimal MKF gain, and compute the a posteriori
state vector estimate x̂1(n|n). The clean signal in the reference
channel is estimated by taking the first element of the state
vector, and transforming it into the time domain using the inverse
STFT.

In the following, the details of the proposed MKF will be
described.

A. STFT-domain State Vector Prediction

The dynamic model of speech in (5) describes the temporal
relationship between the state vector in the current frame and
the state vector in the previous frame. Similar to [31], given
the MMSE estimate of the state vector of the previous frame,
x̂1(n − 1|n − 1), the amplitude of the state vector in the current
frame can be predicted as

â1(n|n − 1) = Bâ1(n − 1|n − 1), (8)

where â1(n − 1|n − 1) is a vector containing the amplitude of
each element of the MMSE estimate x̂1(n − 1|n − 1).

The â1(n|n − 1) in (8) is defined in the modulation domain.
To obtain the STFT-domain LP estimate x̂1(n|n − 1), we fur-
ther insert the phase of z(n) into â1(n|n − 1), which is the
approximation of the phase of clean speech, such that

x̂1(n|n − 1) = Φ̂(n)â1(n|n − 1), (9)

where Φ(n) is a P × P diagonal matrix whose diagonal ele-
ments are the complex-valued exponential phase of x1(n), and
Φ̂(n) is computed based on the MWF output z(n), as

Φ̂i,i(n) =
Z1(n − i + 1)
|Z1(n − i + 1)| . (10)

We define the STFT-domain LP estimation error vector
e(n|n − 1) between x1(n) and x̂1(n|n − 1), which will be re-
quired in (14) below, as

e(n|n − 1) = x̂1(n|n − 1) − x1(n). (11)

The prediction in (8) can, in rare circumstances, result in a
negative amplitude for â1(n|n − 1) which will, in turn, add a
phase shift of 180◦ in (9). Negative values can be prevented by
following the prediction by a half-wave rectifier, max{â1(n|n −
1),0}. However, since the half-wave rectifier is non-linear, in
order to avoid complicating the theoretical analysis, we have
not done this in the current work. In our experiments, we have
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found that negative values of â1(n|n − 1) are rare and occur in
<0.5% of the time-frequency (T-F) cells, generally cells that
are dominated by noise.

B. STFT-domain State Vector Update

Although the clean speech can be estimated by LP based on
the dynamic model, this does not exploit the spatial informa-
tion in the multichannel signal. In addition, the dynamic model
incorporates a prediction error which, in some frames, may be
large. The LP estimation can be improved by incorporating the
new multichannel observations which, although they might be
noisy, provide the new instantaneous and redundant information
about the clean speech signals in different microphones.

For each new frame, by combining the estimations from
STFT-domain LP estimation x̂1(n|n − 1) in (9) and the multi-
channel noisy observation y(n), we update the MKF state vector
by:

x̂1(n|n) = x̂1(n|n − 1) + G(n)[y(n) − Qx̂1(n|n − 1)],
(12)

where G(n) is the P × M MKF gain.
The error vector e(n|n) between x1(n) and the new estimate

x̂1(n|n) is computed as

e(n|n) = x̂1(n|n) − x1(n). (13)

Combining (11) and (12), e(n|n) becomes

e(n|n)

= x̂1(n|n − 1) − x1(n) + G(n)[y(n) − Qx̂1(n|n − 1)]

= e(n|n − 1) + G(n)[v(n) − Qe(n|n − 1)]

= [I − G(n)Q]e(n|n − 1) + G(n)v(n). (14)

To compute the MKF gain, we first define a cost function
under the MMSE criterion as

J [G(n)] = tr[Ree(n|n)], (15)

where Ree(n|n) = E{e(n|n)eH (n|n)} and E{·} is the expec-
tation operator. The optimal MKF gain G(n) is found by mini-
mizing J [G(n)].

Since e(n|n − 1) is estimated from v(n − 1) and x(n|n −
1), it is uncorrelated with the current noise signal v(n). By mul-
tiplying (14) by its conjugate transpose and taking expectations,
we therefore have

Ree(n|n) = [I − G(n)Q]Ree(n|n − 1)[I − G(n)Q]H

+ G(n)Rvv (n)GH (n), (16)

where Ree(n|n − 1) = E{e(n|n − 1)eH (n|n − 1)} is the
STFT-domain LP estimation error covariance matrix, and Rvv

(n) = E{v(n)vH(n)} is the noise covariance matrix, which can
be estimated by several existing methods, such as [56]–[58].

From [59], the derivative of J [G(n)] over G(n) can be com-
puted as

∂J [G(n)]
∂G(n)

= −2[I − G(n)Q]Ree(n|n − 1)QH + 2G(n)Rvv (n).
(17)

By setting the derivative to zero, we obtain the optimal MKF
gain:

G(n) = Ree(n|n − 1)QH [QRee(n|n − 1)QH + Rvv (n)]−1 .
(18)

According to (18), besides the measurement matrix Q and
the estimated Rvv (n), the optimal MKF gain is a function
of the STFT-domain LP estimation error covariance matrix
Ree(n|n − 1), which is unknown. Estimating Ree(n|n − 1)
will be described in Section IV-C. We note that if the noise level
is low, the condition number of [QRee(n|n − 1)QH + Rvv (n)]
will be large, since QRee(n|n − 1)QH is actually of rank one
from the definition of Q in (7). In this case, the matrix inverse
in (18) can be replaced by its pseudo-inverse to avoid inverting
a near-singular matrix.

From (12) and (18) we can see that the MKF gain adjusts
the weighting between the LP estimation and the estimation
from the observations according to the noise level, which is
the same with the classical KF [47]. When the noise level is
high, large values of the Rvv (n) elements reduce the values of
the G(n) elements, and consequently the updated state vector
more heavily favours the LP estimation. In the opposite case,
since the observations provide a more accurate description of
the clean speech, the effect of new observations is increased in
the updated state vector.

C. Estimating Ree(n|n − 1)

The matrix Ree(n|n − 1) in (18) is unknown and will be
estimated in this subsection. A key feature of beamforming is
that it can estimate not only the amplitude but also the phase of
the clean speech signal given the RTF. Here, we use the phase
of x̂1(n|n − 1), which is same as that of the MVDR output, to
approximate the phase of the clean signal x1(n). Similar to (9),
we can then rewrite x1(n) as

x1(n) = Φ(n)|x1(n)|. (19)

Assuming Φ̂(n) is a good approximation of Φ(n), we have
Φ(n) = Φ̂(n). From (11), obtain

e(n|n − 1) = Φ̂(n)[|x1(n)| − â1(n|n − 1)]

= Φ̂(n)η(n|n − 1), (20)

where η(n|n − 1) = |x1(n)| − â1(n|n − 1) is the modulation-
domain LP estimation error vector.

We further define Rηη (n|n − 1) = E{η(n|n − 1)ηH (n|n −
1)} as the modulation-domain LP estimation error covariance
matrix. Since η(n|n − 1) is defined in the single-channel mod-
ulation domain, the covariance matrix can be updated as in the
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conventional MDKF [31], as

Rηη (n|n − 1) = BRηη (n − 1|n − 1)BH + δ2
W uuH . (21)

From (20), by integrating the phase information, the STFT-
domain LP error covariance matrix Ree(n|n − 1) is updated
using:

Ree(n|n − 1) = Φ̂(n)Rηη (n|n − 1)Φ̂H (n). (22)

The Ree(n|n − 1) is substituted into (18) to compute the op-
timal MKF gain G(n). Once the state vector in (12) is computed
given G(n), Ree(n|n) in (16) can be updated. We first rewrite
(16) as

Ree(n|n) = [I − G(n)Q]Ree(n|n − 1)

− [I − G(n)Q]Ree(n|n − 1)QH GH (n)

+ G(n)Rvv (n)GH (n). (23)

Since the derivative in (17) is zero, the second term on the
right-hand side of (23) can be written as

[I − G(n)Q]Ree(n|n −1)QH GH(n) = G(n)Rvv (n)GH(n).
(24)

It follows that,

Ree(n|n) = [I − G(n)Q]Ree(n|n − 1). (25)

Noting that Φ̂−1(n) = Φ̂H (n),

Rηη (n|n) = Φ̂H (n)Ree(n|n)Φ̂(n). (26)

The steps of the proposed MKF for each frequency k are
summarized in Algorithm 1. The clean signal estimation of the
first channel X̂1(n) is as uT x̂1(n|n).

D. Relationship to the MWF

We now discuss the relationship between the proposed MKF
and the MWF [21]. If the estimates from LP are not used,
by setting x̂1(n|n − 1) = 0, e(n) in (11) becomes −x1(n),
and Qe(n) becomes −x(n). As a result, in (18), QRee(n|n
− 1)QH becomes the speech covariance matrix Rxx(n) =
E{x(n)xH (n)}, and the MKF gain G(n) can be written as

G(n) = Ree(n|n − 1)QH [Rxx(n) + Rvv (n)]−1 . (27)

Note that uT d = 1, and x̂1(n) in (12) equals G(n)y(n)
since x̂1(n|n − 1) = 0, then the clean signal estimation in the
reference channel can be expressed as

X̂1(n) = uT x̂1(n)

= uT duT x̂1(n)

= uT QG(n)y(n)

= uT Rxx(n)[Rxx(n) + Rvv (n)]−1y(n)

= hH
mwfy(n), (28)

where hmwf = [Rxx(n) + Rvv (n)]−1Rxx(n)u is the MWF
[3]. Therefore the MKF reduces to the MWF, and the proposed
MKF can be seen as integrating the temporal evolution of speech
into the conventional MWF.

V. FACTORIZATION OF MKF AND ALTERNATIVE

IMPLEMENTATION

In this section, we present a theoretical analysis of the MKF.
We deduce that if we use the phase of the MVDR output to ap-
proximate the clean phase, the MKF, which is optimally derived
under the MMSE criterion, can be theoretically expressed as a
MVDR-MDKF. The MVDR-MDKF is a concatenation of an
MVDR beamformer and a single-channel MDKF. It has been
shown that the MVDR beamformer is the sufficient statistic
of the clean signal using the multichannel observations [60],
therefore, the MVDR beamformer is chosen to produce the in-
put signal for MDKF post-filtering. Based on the analysis, an
alternative implementation of the MKF is proposed.

A. MVDR-MDKF

In this subsection, we derive the output of the MVDR-MDKF.
1) MVDR Beamforming: Given the RTF, d, and the noise

covariance matrix, Rvv (n), the MVDR beamformer is designed
as [61]:

hmvdr(n) =
R−1

vv (n)d
dH R−1

vv (n)d
. (29)

Given the multichannel noisy signal y(n), according to the
signal model (2), the MVDR output Z1(n) is obtained as

Z1(n) = hH
mvdr(n)y(n)

= hH
mvdr(n)x(n) + hH

mvdr(n)v(n)

=
dH R−1

vv (n)
dH R−1

vv (n)d
dX1(n) + Vo(n)

= X1(n) + Vo(n), (30)

where Vo(n) = hH
mvdr(n)v(n) is the residual noise at the

MVDR output.
2) Single-channel MDKF Post-Filtering: In the post-

filtering step, the single-channel MDKF is applied to the MVDR
output Z1(n). According to [31], for Z1(n), the state-space
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model of the single-channel MDKF is written as

|x1(n)| = B|x1(n − 1)| + uW (n) (31)

|Z1(n)| = uT |x1(n)| + |Vo(n)|, (32)

and the state vector can be estimated iteratively by

Rηη (n|n − 1) = BRηη (n − 1|n − 1)BH + δ2
W uuT (33)

â1(n|n − 1) = Bâ1(n − 1|n − 1) (34)

K(n) = Rηη (n|n − 1)u

× [δ2
Vo

+ uT Rηη (n|n − 1)u]−1 (35)

Rηη (n|n) = [I − K(n)uT ]Rηη (n|n − 1) (36)

â1(n|n) = â1(n|n − 1) + K(n)[|Z1(n)|
− uT â1(n|n − 1)]. (37)

The clean signal estimate of the first channel X̂1(n) is ob-
tained by inserting the phase of Z1(n) into uT â1(n|n). The
phase of Z1(n) is equal to the phase of the MWF output Z1(n)
in (10), since the MWF is implemented as a MVDR and a
single-channel Wiener post-filter. Therefore,

X̂1(n) = Φ̂1,1(n)uT â1(n|n)

= uT Φ̂(n)â1(n|n), (38)

where Φ̂1,1(n) is the upper left element of Φ̂(n).

B. Factorization of MKF Gain

According to the definition of Q in (7), we can simplify
QRee(n|n − 1)QH as

QRee(n|n − 1)QH = duT Ree(n|n − 1)udH

= δ2
e (n|n − 1)ddH , (39)

where

δ2
e (n|n − 1) = uT Ree(n|n − 1)u (40)

is a scalar representing the first element of Ree(n|n − 1).
By applying the Sherman-Morrison-Woodbury formula [62]

(F−1 + Fu−1FH )−1 = F − AF(u + FH AF)−1FH F, (41)

and letting A = R−1
vv (n), F = δe(n|n − 1)d, u = 1, the MKF

gain in (18) can be factorized as

G(n) = Ree(n|n − 1)QH ×
[
R−1

vv (n)

− δ2
e (n|n − 1)R−1

vv (n)ddH R−1
vv (n)

1 + δ2
e (n|n − 1)dH R−1

vv (n)d

]

= Ree(n|n − 1)QH R−1
vv (n)

[
1 − δ2

e (n|n − 1)dH R−1
vv (n)d

1 + δ2
e (n|n − 1)dH R−1

vv (n)d

]

=
Ree(n|n − 1)udH R−1

vv (n)
1 + δ2

e (n|n − 1)dH R−1
vv (n)d

=
Ree(n|n − 1)u

[dH R−1
vv (n)d]−1 + δ2

e (n|n − 1)

× dH R−1
vv (n)

dH R−1
vv (n)d

. (42)

Because Vo(n) = hH
mvdr(n)v(n), we have

δ2
Vo

= hH
mvdr(n)Rvv (n)hmvdr(n)

=
dH R−1

vv (n)d
[dH R−1

vv (n)d]2

= [dH R−1
vv (n)d]−1 . (43)

According to (29) and (43), the MKF gain in (42) is further
simplified as

G(n) = Ree(n|n − 1)u[δ2
Vo

+ δ2
e (n|n − 1)]−1hH

mvdr(n).
(44)

Substituting the δ2
e (n|n − 1) in (40) into (44),

G(n) = Ree(n|n −1)u[δ2
Vo

+ uT Ree(n|n −1)u]−1hH
mvdr(n)

= K̃(n)hH
mvdr(n), (45)

where

K̃(n) = Ree(n|n − 1)u[δ2
Vo

+ uT Ree(n|n − 1)u]−1 . (46)

In (45), the MKF gain is factorized into a MVDR beamformer
and a new STFT-domain gain K̃(n). We can notice that the
formulation of K̃(n) is similar to the single-channel MDKF
gain K(n) in (35). However, it is defined based on Ree(n|n −
1), which is the covariance matrix of the STFT-domain LP
estimation error, while K(n) is defined based on Rηη (n|n − 1),
which is the covariance matrix of the modulation-domain LP
estimation error.

C. Comparison between MKF and MVDR-MDKF

In this subsection, based on the factorization of the MKF
gain, we analyse the relationship between MKF and the MVDR-
MDKF.

First we compare the LP stage in the MKF and in the MVDR-
MDKF. In the modulation domain, it can be seen from (8) and
(34) that, the LP estimation, which is based on the dynamic
model of clean speech and the KF state of the previous frame,
is the same in the MKF and in the MVDR-MDKF.

However, for the MKF, the modulation-domain LP estimation
is transferred into the STFT domain in (9) before incorporat-
ing the multichannel noisy observations in the updating step.
In contrast, in the MVDR-MDKF, the modulation-domain LP
estimate is directly used in (37) to update the state vector, and
the STFT-domain estimate is finally obtained by inserting the
phase of MVDR output to the updated state vector as in (38).
Therefore, it is useful to analyse the relationship between the
two ways of updating the state vector.

First consider the state vector updating of MKF in (12).
From (45), since hH

mvdr(n)d = 1, which is the constraint of
the MVDR beamformer optimization problem [7], (12) can be
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expressed as

x̂1(n|n) = x̂1(n|n − 1) + G(n)[y(n) − Qx̂1(n|n − 1)]

= x̂1(n|n − 1) + K̃(n)[Z1(n) − uT x̂1(n|n − 1)].
(47)

It can be seen that (47) is similar to the single-channel MDKF
counterpart (37), but is formulated in the STFT domain. Since
x̂1(n|n − 1) has the same phase as the MVDR output Z1(n) as
is shown in (9), we have

x̂1(n|n) = Φ̂(n)â1(n|n − 1) + K̃(n)Φ̂1,1(n)[|Z1(n)|
− uT â1(n|n − 1)]. (48)

Now we calculate the K̃(n)Φ̂1,1(n) in (48). From (46), since
Φ̂(n)Φ̂H (n) = I, it can be deduced that

K̃(n)Φ̂1,1(n)

= Ree(n|n − 1)uΦ̂1,1(n) × [δ2
Vo

+ uT Ree(n|n − 1)u]−1

= Φ̂(n)Φ̂H (n)Ree(n|n − 1)Φ̂(n)u

× [δ2
Vo

+ uT Ree(n|n − 1)u]−1 . (49)

To further simplify (49), here we use the phase of the
MVDR output to approximate the clean phase, and rewrite K̃(n)
Φ̂1,1(n) according to (26),

K̃(n)Φ̂1,1(n)

= Φ̂(n)Rηη (n|n − 1)u[δ2
Vo

+ uT Ree(n|n − 1)u]−1 . (50)

It can be verified that uT Ree(n|n − 1)u = uT Rηη (n|n − 1)u,
then we can finally simplify K̃(n)Φ̂1,1(n) as

K̃(n)Φ̂1,1(n)

= Φ̂(n)Rηη (n|n − 1)u[δ2
Vo

+ uT Rηη (n|n − 1)u]−1

= Φ̂(n)K(n). (51)

Substituting (51) into (48), we have

x̂1(n|n) = Φ̂(n){â1(n|n − 1) + K(n)[|Z1(n)|
− uT â1(n|n − 1)]}. (52)

Comparing between (52) and (37), it is evident that, by using
the method in Section IV-C to estimate the Ree(n|n − 1), the
state update in (12) can be seen as first updating the state vector
in the modulation domain using (37), and then inserting the
phase of MVDR output Φ̂(n) into the updated state vector.

After updating the state vector, now we compare the updating
of covariance matrices of the estimation error in both frame-
works. Before updating the state vector, it can be viewed that
the updating in (21) and (33) are the same. After obtaining
the new state vector, because G(n)Q = K̃(n)hH

mvdr(n)duT =
K̃(n)uT , according to (51), the updating of Rηη (n|n) in (26)

is reformulated as

Rηη (n|n) = Φ̂H (n)Ree(n|n)Φ̂(n)

= Φ̂H (n)[I − K̃(n)uT ]Ree(n|n − 1)Φ̂(n)

= Φ̂H (n)[I − K̃(n)uT ]Φ̂(n)Rηη (n|n − 1)

= [I − K(n)uT ]Rηη (n|n − 1), (53)

which is equivalent to the updating in (36).
In the following, we discuss the optimality of MKF and

MVDR-MDKF.
For further discussion, here we first distinguish between two

versions of MKF in Section IV: a) the optimal MKF with the
MKF gain as in (18); b) the practical MKF whose Ree(n|n − 1)
is estimated using the method in Section IV-C. As the optimal
MKF is derived under the MMSE criterion using the STFT-
domain error signal e(n|n), theoretically, it always provides
both correct amplitude and phase estimates. However, since
Ree(n|n − 1) is unknown in practice, the MKF is implemented
based on the proposed Ree(n|n − 1) estimation method in
Section IV-C. We notice that the Ree(n|n − 1) estimation uses
the phase of the MVDR output to approximate the clean phase,
therefore, if the approximation is not accurate in practice, the
practical MKF will not yield STFT-domain optimal estimation
of the clean speech. We note that if better Ree(n|n − 1) estima-
tion method exists, with the formulations of optimal MKF, the
STFT-domain clean speech can be more accurately estimated.

On the other hand, by using the phase of the MVDR output to
approximate the clean phase, the relationships in (22) and (26)
can be derived. In Section IV-C and this section, the relationships
in (22) and (26) are used both for Ree(n|n − 1) estimation,
and for the derivations from (50) to (53). As a result, we can
conclude that, as long as the practical MKF and MVDR-MDKF
adopt the same state transition matrix B, and the noise variance
used in MDKF is calculated by (43), the practical MKF and
MVDR-MDKF will always yield the same results.

From the above analysis, we can further infer that, if the
clean phase of speech cannot be accurately approximated by the
phase of the MVDR output, both the practical MKF and MVDR-
MDKF are unable to give the STFT-domain optimal estimation
of the clean signal. However, by factorizing the practical MKF
into MVDR-MDKF in (52), we have decoupled the amplitude
estimation and phase estimation of the clean signal. If the phase
of the MVDR output is correct, both algorithms will yield the
same and optimal estimation. It can be seen from Section V-A
that the amplitude estimation of MVDR-MDKF does not rely on
the phase information. Thus we can deduce that, even when the
phase of the MVDR output fails to accurately approximate the
clean phase, the estimated amplitude of MVDR-MDKF remains
unchanged, therefore, the MVDR-MDKF and practical MKF,
always provide optimal amplitude estimations, in the multichan-
nel case under the MMSE criterion.

D. Using MVDR-MDKF as an Alternative Implementation of
MKF

Based on the above analysis, it is natural to propose the
MVDR-MDKF as an alternative implementation of the MKF.
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TABLE II
NORMALIZED EXECUTION TIME OF DIFFERENT ALGORITHMS

Compared with the MKF in Section IV, the main advantage of
this alternative implementation lies in the computational effi-
ciency. Although the MKF and MVDR-MDKF adopt the same
strategy in the modulation LP, for the MKF, the modulation-
domain LP estimate is further converted into the STFT domain
using (9). To compute the optimal MKF gain, (17) involves mul-
tiplications between the M × P matrix Q and Ree(n|n − 1),
and the matrix inversion. In contrast, since u is a vector, comput-
ing the MDKF gain from (35) mainly involves extracting one
column of Rηη (n|n − 1) and the division by a scalar. More-
over, both Rηη (n) and Ree(n) need to be updated in the MKF,
while MVDR-MDKF only updates Rηη (n) in the modulation
domain.

To evaluate the computational complexity of different algo-
rithms, we run each algorithm for 50 trials, and the average
execution time of each algorithm is shown in Table II. The ex-
ecution time is normalized with respect to that of the MVDR.
The computational time for noise covariance matrix estimation
is not counted. Since the MKF and MVDR-MDKF additionally
uses MWF to obtain the pre-processed signal for LP analy-
sis, the computational complexity of MKF and MVDR-MDKF
is higher than MWF as well as MVDR. However, compared
with MKF, the computational complexity of MVDR-MDKF is
largely reduced.

Although the idea of concatenating the MVDR with the
single-channel MDKF seems simple, based on the analysis
and discussions in Section V-C, we show the MVDR-MDKF is
equivalent to the MKF in Section IV, which reveals the neces-
sity of the concatenation, and its optimality in the multichannel
MMSE sense. On the other hand, the advantage of MKF over
MWF is more intuitively shown as the MWF can be factor-
ized as MVDR and single-channel Wiener filter [13], and it has
been demonstrated that the single-channel MDKF can generally
perform better than single-channel Wiener filter.

VI. EXPERIMENTS

To evaluate the performances of different speech enhance-
ment algorithms, in this section we conduct experiments using
an HRIR hearing aid (HA) database [48] measured in real re-
verberant environments.

A. Experimental Setup

We utilize the eight-channel HRIR database from [48] to gen-
erate multichannel signals at a sampling frequency of 8 kHz.
The eight channels include one in-ear channel and three behind-
the-ear (BTE) channels for each ear. Real RIRs and noises are
recorded in different types of environment including a cafeteria,
office and courtyard. We will mainly test the cafeteria environ-
ment which is reverberant and typically more noisy than the
office and courtyard environments, although comparison results

TABLE III
AZIMUTHS OF DIFFERENT SOURCE POSITIONS

for different environments will also be presented. In all exper-
iments, spatially white Gaussian noise is not further added to
account for the sensor noise, since the effect of sensor noise is
already included in the measured RIRs and ambient noises.

A 10 s speech source signal is generated by concatenating
randomly selected sentences from the IEEE sentences database
[63], and this is then convolved with measured RIRs to gen-
erate the clean reverberant speech signals in multiple micro-
phones. Algorithms are tested both with and without an inter-
fering source, and details of noise signals and sound source
locations will be described in each experiment. Table III sum-
marizes the source position azimuths that are considered in the
experiments, where 0◦ is straight in front of the listener and 90◦

is to their left.
We test four algorithms which include the proposed MKF

in Section IV and its efficient implementation MVDR-MDKF
in Section V-A, as well as the MVDR and MWF. As has been
discussed in the introduction, the MWF can be implemented by
either only relying the noise covariance matrix as in [21], or as a
concatenation of MVDR and single-channel Wiener post-filter
based on the knowledge of RTF as in [55]. Since the proposed
methods and MVDR exploit the RTF, for fair comparison, the
post-filtering structure of the MWF is adopted. For all algo-
rithms, the STFT window is 16 ms with 4 ms frame hop. The
RTF vector is computed using 16 ms truncated RIRs, and the
first channel is taken as the reference. We estimate the multi-
channel noise covariance matrix using the method in [56]. In
the MKF and MVDR-MDKF, we set the LPC order P = 2
and, to estimate the LP coefficients ap,k and the excitation vari-
ance W (n) in (4), the modulation frame duration is 32 ms with
16 ms frame hop. Therefore, eight STFT frames are included in
one modulation frame to perform LP analysis, and the LP coeffi-
cients are updated only every four STFT frames. The parameters
of the pre-processing MWF used in MKF and MVDR-MDKF
are the same as those of the baseline MWF.

B. Performance Measure

Three metrics are used to evaluate the speech enhancement
performance, which include the short-time objective intelligibil-
ity (STOI) [64], perceptual evaluation of speech quality (PESQ)
[65], and frequency-weighted segmental signal-to-noise ratio
(FwSegSNR) [66]. For each metric, both the raw value of the
reference noisy signal (“[·]raw ”) and the improvement (“Δ[·]”)
in the output signal are computed. The first two seconds of the
signals are excluded from the evaluation to allow for the conver-
gence of noise estimation algorithms. The metrics of the noisy
input and the enhanced signal are averaged over ten trials with
different randomly chosen speech signals.

For each set of experiments, a t-test is also performed to
determine whether the proposed MKF and MVDR-MDKF are
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TABLE IV
THE TABLE GIVES P VALUES FOR PAIRED T-TESTS COMPARING THE PERFORMANCE OF THE PROPOSED MKF ALGORITHMS WITH THE

MVDR AND MWF ALGORITHMS

Comparisons that are Significant at the 2.5% Individual Level (with 5% overall level and Bonferroni correction) are Shown in Bold.

significantly different from the baseline methods. As has been
discussed in Section V-C and will be shown later in the ex-
periments, the MKF and MVDR-MDKF always yield identical
results, therefore for each baseline algorithm, only one t-test
result is presented. The overall significance level is set to be
5% in all tests. As two hypotheses are tested, Bonferroni cor-
rection is used, which lead to a 2.5% individual significance
level. To facilitate the discussion in the following subsections,
we summarize in advance the results in Table IV.

C. Experimental Results Without Interfering-Sources

In this subsection, we test the scenario with a single target
speaker and no interfering sources. The experiments are con-
ducted in a cafeteria environment in which the speaker is seated
at 0◦ azimuth in front of the listener (position A in Fig. 5 of
[67]), and the speaker and listener are seated at a rectangle table
placed near one corner of the room. Diffuse ambient noise and
babble noise is added to the clean signal, which were recorded
during the off-peak and peak times, respectively.

1) Effect of SNR: We first study algorithm performance as
a function of SNR. Since the SNR varies across channels, we
determine the scaling factor of the additive noise using the first
channel as reference, and the first channel is chosen arbitrar-
ily as the left BTE front microphone. The multichannel back-
ground noise is then scaled and added to the clean reverberant
speech signal. The tested SNRs range from −5 dB to 15 dB in
5 dB increments, and six channels, which exclude the two in-ear
channels, are used in the experiments.

The comparison results are shown in Fig. 2, in which the
columns are for ambient and babble noise respectively and the
rows show different metrics. On each graph, the dashed line
plots the raw metric value for the noisy reference channel using
the right-side axis while the bars show deviations from these
values using the left-side axis. Firstly, it can be seen that the
MKF and its efficient implementation MVDR-MDKF always
yield identical results, which is consistent with the theoreti-
cal analysis in Section V-C. The Table IV gives P values for
paired t-tests comparing the performance of the proposed MKF
algorithms with the MVDR and MWF algorithms. Compar-
isons that are significant at the 5% level are shown in bold.
Fig. 2(a)(b) show that all the algorithms yield very similar STOI

Fig. 2. The comparison results in different SNRs without interfering source
in the cafeteria environment. Six channels are used. The performance improve-
ments (“Δ[·]”) and the raw values (“[·]raw ”) of the reference noisy signal are
shown using bars and dashed lines, respectively.

performance although the MKF algorithms are slightly worse
at low SNRs. From Table IV, this difference is significant (at
the 5% level) for babble noise but not for ambient noise. The
STOI measure estimates the intelligibility from the modula-
tion features of speech, so it might be expected that the MKF
would perform well using this measure. A possible reason for
the meagre STOI improvement is that the frame lengths used
for computing STOI and MKF are different. Whereas the frame
length for computing STOI is 384 ms [64], the LP modelling in
our MKF has a support of only 32 ms.

In contrast, Table IV and Fig. 2(c) to (e) show that, the
proposed methods yield significantly greater improvements in
PESQ and FwSegSNR than the MVDR and MWF algorithms.
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TABLE V
INFORMAL WEBMUSHRA TEST RESULTS

Fig. 3. Clean, noisy and enhanced spectrograms of different algorithms in the
0 dB babble noise.

On average, compared with MVDR and MWF respectively, the
improvements of the proposed methods in the ambient noises
are 0.2 and 0.17 higher in PESQ, and are 2.8 and 0.7 dB higher
in FwSegSNR. For the babble noise cases, these values become
0.1, 0.06, 2.1 and 0.4, respectively.

It can be seen that the improvements in babble noise noise
(right column of Fig. 2) are smaller for the ambient noise (right
column). A possible reason for this is that estimating the less
stationary babble noise is more difficult. In addition, generally
the improvements of different metrics decrease when the SNR
increases. This is because in such conditions the difference be-
tween the clean and noisy speech becomes smaller, so that there
is less potential for improvement.

Informal subjective listening test for the scenarios considered
in this subsection is also conducted using the webMUSHRA
test [68]. The 12 listeners were asked to rate the overall quality
of different enhanced signals, the reference signal as well as
the noisy signal. Eight cases are tested, which include one male
or one female speaker, the ambient noise or babble noise, and
the −5 dB or 5 dB SNR, respectively. The results are shown in
Table V and also demonstrate the effectiveness of the proposed
MKF and MVDR-MDKF.

Fig. 3 shows an example of the clean, noisy and enhanced
spectrograms of different algorithms in the babble noise at 0 dB
SNR. It can be seen that, the MWF yields less noisy output than
the MVDR and, by exploiting the temporal evaluation of the
speech signal, the residual noise is further reduced by MKF and
MVDR-MDKF.

2) Effect of Number of Microphones: In this set of experi-
ments, we fix the SNR of the reference microphone to be 5 dB,
and use between two and eight microphones for speech en-
hancement. According to [48], the eight channels in the HRIR

Fig. 4. The comparison results using different number of microphones without
interfering source in the cafeteria environment. The SNR is fixed to 5 dB.
The performance improvements (“Δ[·]”) and the raw values (“[·]raw ”) of the
reference noisy signal are shown using bars and dashed lines, respectively.

database include the three pairs of BTE microphones which
are located in the front, middle and back of the ears ears re-
spectively, and one pair of in-ear microphones. We increase the
number of microphones by first only using the BTE front mi-
crophone pair, and then successively including the BTE middle,
back and in-ear microphone pairs.

The results are given in Fig. 4. When using only two micro-
phones, it can be observed that the proposed methods cannot
achieve better performances than MWF. Since the MKF-based
methods rely on the information of dynamic model, which is es-
timated using the MWF output, if only two microphones are
used, the noise residual in the MWF output makes the es-
timated dynamic model inaccurate, and further degrades the
performances of the MKF-based methods. When using four
microphones, the performance of all methods increases signifi-
cantly, however, with diminishing improvements towards 8 mi-
crophones. Similarly to the previous subsection, it is shown that
the proposed methods yield the largest improvements in PESQ
and FwSegSNR, and have comparable STOI improvements with
conventional methods when at least four microphones are used.

D. Experimental Results With Interfering-Sources

In practical scenarios, directional interference sources may
exist in addition to diffuse environmental noise. To test the
performance under interfering source conditions, first we con-
sider the cafeteria environment but with an additional interfering
source. The influence of signal-to-interference ratio (SIR) and
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Fig. 5. The comparison results in different SIRs with interfering source present
in the cafeteria environment. 10 dB SNR babble noise is present in all cases. Six
channels are used. The performance improvements (“Δ[·]”) and the raw values
(“[·]raw ”) of the reference noisy signal are shown using bars and dashed lines,
respectively.

the interfering source position on the performance of different
algorithms is evaluated. Second, we conduct experiments in dif-
ferent environment types (cafeteria, office and courtyard), and
present the average performance of the different methods.

1) Effect of SIR: In this set of experiments, the target speaker
is located at 90◦ azimuth and a one single interfering source is
always located to the left of the listener (position C in Fig. 5 of
[67]) emitting directional speech shaped noise (SSN) or white
Gaussian noise (WGN). The SIR changes from −5 dB to 15 dB
in 5 dB increments, and is evaluated using the left BTE front
microphone as reference. To simulate a more realistic environ-
ment, 10 dB SNR environmental babble noise is additionally
added to the noisy and reverberant speech. Again, six channels
which exclude the two in-ear channels are used.

The performance is shown in Fig. 5, in which the columns
correspond to an interfering noise source that is SSN or WGN
respectively. When SIR ≤0 dB, while achieving similar im-
provements to conventional methods in STOI, from Fig. 5(c) to
(e), the proposed methods can obtain at least 1 unit improve-
ment in PESQ and 10 dB improvement in FwSegSNR, which
are the highest among all methods. When SIR > 0 dB, the im-
provements of all algorithms tend to be lower, nevertheless, the
proposed methods always attain the best performances in Δ
PESQ and Δ FwSegSNR.

It can be also noticed that, for PESQ, in both SSN and WGN
cases, the performance differences between the proposed meth-
ods and MWF are close to the PESQ differences of the reference

Fig. 6. The comparison results for different interfering source positions in the
cafeteria environment. The SIR is 5 dB, and 10 dB SNR babble noise is present
in all cases. Six channels are used. The performance improvements (“Δ[·]”) and
the raw values (“[·]raw ”) of the reference noisy signal are shown using bars and
dashed lines, respectively.

noisy signal when increasing the SIR by 5 dB, indicating that
the proposed methods have a gain of approximate 5 dB over
MWF in PESQ.

The methods generally achieve larger improvements for
WGN than for SSN, because SSN has spectral properties more
similar to those of the target speech.

2) Effect of Interfering Source Position: We further investi-
gate the influence of the interfering source position on speech en-
hancement performance. In the cafeteria environment, with the
target speaker seated in front of the listener at position 1_A, we
test four interfering source positions which include the 1_{B to
E}, corresponding to the azimuths from 27◦, 90◦, −90◦, −140◦,
respectively (Table III). We consider the cases for which the in-
terfering signal is the SSN or WGN. In all cases the SIR is fixed
at 5 dB and 10 dB SNR environmental babble noise is always
present. We use six channels excluding the two in-ear channels
as the inputs to the algorithms.

In Fig. 6 we summarize the results for different interfering
source positions. Again, it can be seen that, for different inter-
fering source positions, the MKF and MVDR-MDKF always
have larger improvements in PESQ and FwSegSNR. For STOI,
according to Table IV, the proposed methods generally perform
slightly better than MVDR in SSN, and slightly worse than
MWF in WGN.

In general, for both SSN and WGN interference, the algo-
rithms perform worse when the interfering source is located
at 1_D (−90◦) and 1_E (−140◦) than at 1_B (27◦) and 1_C
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Fig. 7. The comparison results for environment types. The SIR is 5 dB, six
channels are used. Caf, Off_I, Off_II and Ctyd stand for cafeteria, office_I,
office_II and courtyard. The performance improvements (“Δ[·]”) and the raw
values (“[·]raw ”) of the reference noisy signal are shown using bars and dashed
lines, respectively.

(90◦). From Section VI-D 1), the SIR is evaluated by taking
the left BTE front microphone as reference, and the position
1_D (−90◦) and 1_E (−140◦) are located at the right of the lis-
tener. Due to the shadowing effect of the head, for a certain SIR
at the left-side reference microphone, the noise level at right-
side microphones is higher when the interfering source is on
the right than that when the interfering source is on the left. As
a consequence, the performance of different algorithms tends
to degrade when the interfering source is at 1_D (−90◦) and
1_E (−140◦).

3) Effect of Environment Type: Finally, we examine the be-
haviour of speech enhancement algorithms in different envi-
ronment types. Four environment types including the cafeteria,
office I, office II and courtyard are tested. For each environment
type, we randomly choose two different RIRs to represent the
responses from the target source and interfering source respec-
tively, and the two RIRs correspond to the same head orientation
of the listener. We fix the SIR to 5 dB while no ambient environ-
mental noise is added, since the environmental noise changes
over environment types. Again, SSN and WGN interference
types are tested. We used 50 random combinations of the source
and interference positions, and present the average of the met-
rics of different combinations to obtain the final evaluation of
the environment type.

In Fig. 7(a)(b) and Table IV, for different environment types,
again, there are no significant differences between the algo-
rithms in terms of STOI performance. In Fig. 7(c)(d), the

proposed methods outperform the MVDR and MWF in Δ
PESQ, and the improvements are larger when the interfering
source is WGN. For the FwSegSNR, it can be seen that the pro-
posed methods perform best in cafeteria and office conditions,
and have similar performances to MWF in courtyard condi-
tions. In addition, it is shown that all the methods achieve the
largest improvements in the courtyard conditions, and the least
improvements in the office conditions.

VII. CONCLUSION

A modulation-domain MKF is proposed in this paper for mul-
tichannel speech enhancement. The key feature of the MKF is
that it exploits spatial information as well as the temporal in-
formation simultaneously to estimate the clean speech signal.
To use the spatial and temporal information jointly, the MKF
performs LP in the modulation domain and incorporates the
spatial information in the STFT domain. An optimal MKF gain
is derived to adaptively combine the LP estimation and obser-
vation. We show that the MKF is equivalent to the MWF when
the LP estimate is not used. We further show that the MKF
can be factorized as a MVDR followed by a MDKF post-filter,
thus an alternative implementation of the MKF, MVDR-MDKF,
is proposed. The experiments show that the MKF and the al-
ternative implementation MVDR-MDKF always give the same
results and outperform conventional MVDR and MWF in vari-
ous noisy and reverberant conditions.
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[55] A. Kuklasiński, S. Doclo, S. H. Jensen, and J. Jensen, “Maximum likeli-
hood PSD estimation for speech enhancement in reverberation and noise,”
IEEE/ACM Trans. Audio, Speech, Lang. Process., vol. 24, no. 9, pp. 1595–
1608, Sep. 2016.

[56] M. Souden, J. Chen, J. Benesty, and S. Affes, “An integrated solution for
online multichannel noise tracking and reduction,” IEEE Trans. Audio,
Speech, Lang. Process., vol. 19, no. 7, pp. 2159–2169, Sep. 2011.

[57] R. Hendriks and T. Gerkmann, “Noise correlation matrix estimation for
multi-microphone speech enhancement,” IEEE Trans. Audio, Speech,
Lang. Process., vol. 20, no. 1, pp. 223–233, Jan. 2012.

[58] M. Taseska and E. A. P. Habets, “MMSE-based blind source extraction
in diffuse noise fields using a complex coherence-based a priori SAP
estimator,” in Proc. Int. Workshop Acoust. Signal Enhancement, Sep. 2012,
pp. 1–4.

[59] M. Brookes, “Differentials of trace,” Imperial College London, Web-
site, 1998–2017. [Online]. Available: http://www.ee.imperial.ac.uk/hp/
staff/dmb/matrix/calculus.html#deriv_tr ace

[60] R. Balan and J. Rosca, “Microphone array speech enhancement by
Bayesian estimation of spectral amplitude and phase,” in Proc. Sensor
Array Multichannel Signal Process. Workshop, Aug. 2002, pp. 209–213.



XUE et al.: MODULATION-DOMAIN MKF FOR SPEECH ENHANCEMENT 1847

[61] J. Capon, “High resolution frequency-wavenumber spectrum analysis,”
Proc. IEEE, vol. 57, no. 8, pp. 1408–1418, Aug. 1969.

[62] M. Brookes, “Inversion identities,” Imperial College London, Website,
1998–2017. [Online]. Available: http://www.ee.imperial.ac.uk/hp/staff/
dmb/matrix/identity.html#InvLemma

[63] E. H. Rothauser et al., “IEEE recommended practice for speech quality
measurements,” IEEE Trans. Audio Electroacoust., vol. AU-17, no. 3,
pp. 225–246, Sep. 1969.

[64] C. H. Taal, R. C. Hendriks, R. Heusdens, and J. Jensen, “An algorithm for
intelligibility prediction of time-frequency weighted noisy speech,” IEEE
Trans. Audio, Speech, Lang. Process., vol. 19, no. 7, pp. 2125–2136,
Sep. 2011.

[65] Perceptual evaluation of speech quality (PESQ), an objective method
for end-to-end speech quality assessment of narrowband telephone net-
works and speech codecs, International Telecommunications Union (ITU-
T) Recommendation, Geneva, Switzerland, P.862, Feb. 2001.

[66] Y. Hu and P. C. Loizou, “Evaluation of objective quality measures for
speech enhancement,” IEEE Trans. Audio, Speech, Lang. Process., vol. 16,
no. 1, pp. 229–238, Jan. 2008.
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