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Dual-Channel Target Speaker Extraction Based on
Conditional Variational Autoencoder and
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Abstract—Target speaker extraction (TSE) has become an at-
tractive research topic in recent years. However, TSE under the
underdetermined conditions is still a challenge. In this paper, we
deal with a dual-channel TSE problem under underdetermined
conditions. Geometric source separation (GSS) is used to be a
solution to the TSE problem, but the performance of conventional
GSS methods is limited under underdetermined conditions because
of the lack of a powerful source model. We propose a dual-channel
TSE method with the combined capabilities of target selection
based on geometric constraints, more powerful source modeling,
and nonlinear postprocessing. A geometric constraint (GC) on the
target direction of arrival (DOA) is applied to select the target,
and two conditional variational autoencoders (CVAEs) are used to
model a single speaker’s speech and interference mixture speech.
For postprocessing, an ideal ratio time–frequency (T–F) mask es-
timated from the separated interference mixture speech is used to
extract the target speaker’s speech. Moreover, to overcome the im-
pact of DOA estimation errors, we improve the objective function so
that the target DOA information can be modified. The experimental
results demonstrate that the proposed method achieves 6.24 dB and
8.37 dB improvements compared with the baseline method in terms
of signal-to-distortion ratio (SDR) and source-to-interference ratio
(SIR), respectively, under medium reverberation for 470 ms. Fur-
thermore, through the analysis of experimental results, we found
that the improvement method is robust against DOA estimation
errors.

Index Terms—Multichannel source separation, target speaker
extraction, multichannel variational autoencoder (MVAE).

I. INTRODUCTION

THE human brain has a remarkable capacity to selectively
direct auditory attention to a specific sound amidst various

interferences. This is known as selective auditory attention.
However, machines have yet to achieve the same target speaker
selection capability as humans [1], [2], [3]. Many efforts have
been spent on its engineering solution, which yields the re-
search on target speaker extraction (TSE). TSE has become an
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important research topic in the field of signal processing and
has many practical applications such as speech enhancement,
speech recognition, and hearing aids [4].

One of the important techniques related to TSE is blind
source separation (BSS) [5], [6], [7], [8], [9], [10]. BSS aims
to recover all signals from a mixed signal. Over the past few
decades, various BSS methods have been proposed. As the first
class of BSS methods, independent component analysis (ICA),
which is based on the linear mixing and demixing processing
and the independence of the assumed source model of a single
source [11], has been well studied in the fields of statistics and
information theory. The frequency domain (FD) ICA (FD-ICA)
has the advantage of faster convergence than time domain de-
convolution [12], [13], [14], [15]. However, it suffers from a
permutation issue, which refers to the inconsistency of output
channels among frequency bins. Independent vector analysis
(IVA) is a multivariate extension of ICA. It tackles the convolut-
edly mixed BSS problem in a way that the permutation problem
is avoided by employing a multivariate source prior to short-time
Fourier transform (STFT) components [16], [17].

In realistic implementations, recovering all mixed sources is
often unnecessary, as only one or a few specific sources are
needed. Conventional BSS methods face challenges in selec-
tively extracting specific sound sources, whereas TSE is tailored
to output a single source. Several efforts have been dedicated
to TSE. Early works such as those in [18] and [19] present
target-dependent TSE methods, which are capable of extract-
ing speech from a specific speaker but lacking generalizability
to other speakers. To achieve speaker-adaptive methods, prior
knowledge or auxiliary information is required to specify the tar-
get. Recently extracting speaker information from audio samples
has proven to be an effective approach. Some frequency-domain
methods like SpeakerBeam [20] and VoiceFilter [21] have been
proposed to isolate the target speaker from a mixture using
the target speaker information extracted from an adaptation
utterance or a reference signal. Some time-domain methods such
as SpEx+ [22] have also attracted attention by adapting speaker
encoder. In addition, the visual feature is another feature widely
applied in many frameworks. Some visual-based methods have
been proposed to leverage visual cues from the target speaker,
such as lip movements [23], [24], [25], [26] or cropped facial
frames [27], [28].

Another effective approach is using spatial properties of sound
sources. There are several frameworks have been studied for
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decades. Traditionally, the spatial filter is achieved by a beam-
former that aims at suppressing signal components from other
than the target direction. With the development of deep neural
networks (DNN), some research has shown that the DNN-based
nonlinear spatial filter outperform traditional beamformers plus
postfiltering schemes [29]. Recently, some studies on neural
beamformer has achieved remarkable results, demonstrating the
effectiveness of DNN on traditional beamformer methods [30].

On the other hand, some studies have also shown the po-
tential of combining spatial information with traditional BSS
frameworks. Geometric source separation (GSS) [31], [32], [33],
[34], [35] has been proposed by adding spatial information into
the BSS framework. For example, in geometrically constrained
independent vector analysis (GCIVA), a linear geometric con-
straint (GC) based on the direction of arrival (DOA) of the
target is introduced into an IVA framework [36]. GCIVA utilizes
a generalized sidelobe canceller (GSC) [37], [38] structure to
generate a fixed beamformer that enhances the target signal
and a null beamformer [39] for estimating interferences by
suppressing the target, where the number of beams generated
is limited by the available number of microphones. Compared
to the non-linear spatial filter and neural beamformer, the GSS
method based on the BSS framework uses signal independence
as the basis for separating different sound sources, which re-
lies less on prior spatial knowledge. Most GSS methods do
not require a large amount of training data, and prior spatial
information or environmental information is not needed in the
training. It only requires target spatial information to generate
geometric constraints to achieve target person selection in the
inference stage.

Most GSS and localized TSE methods, including GCIVA,
are designed for determined cases, where the number of mi-
crophones M is equal to the number of sources N . However,
in realistic applications, hardware limitations often lead to
underdetermined conditions, posing challenges for traditional
GSS methods. A major challenge to applying GSS under un-
derdetermined conditions is the limitation of a source model.
In cases under underdetermined conditions, a more powerful
source model is required because the source model needs to
deal not only with the target speech but also with the mixture
of interference speakers. Many efforts have been made in de-
veloping the source model of a speech signal. In independent
low-rank matrix analysis (ILRMA), a flexible source model
of nonnegative matrix factorization (NMF) decomposition was
applied in the IVA framework, which yielded a higher modeling
power of complex spectral structures than the former IVA with
a Laplace distribution-based source model [40]. Recently, a
Bayesian framework-based method has been proposed to intro-
duce a background source (BG) model derived by independent
vector extraction (IVE) [41] that allows for underdetermined
cases to extract the source of interest (SOI) [42]. However,
these methods rely on fixed statistical models and have limited
flexibility when dealing with different numbers of speakers.
Most recently, a deep neural network (DNN) has been used
to model source spectral characteristics owing to its power-
ful modeling capability [43], [44]. The multichannel varia-
tional autoencoder (MVAE) method [45] utilizes the conditional

variational autoencoder (CVAE) [46] as the generative source
model in an IVA framework in determined conditions and has
attracted attention. An MVAE trains a CVAE using power spec-
trograms of clean speech samples and the corresponding speaker
index (ID) as an auxiliary label input so that the trained decoder
output distribution can be used as a universal generative model
of source signals, which has shown an impressive performance
under determined conditions owing to its representation power.

To solve the underdetermined problem, we previously pro-
posed an innovative and robust dual-channel TSE method un-
der underdetermined conditions, which combines GC-based on
prior spatial information, the CVAE-based source model, and
time–frequency (T–F) mask-based postprocessing [47]. On the
basis of an MVAE, we innovatively modeled the target and
interference mixture separately using two types of CVAE to
better handle underdetermined cases. In our method, we focused
on the BSS framework and designed an iterative TSE algorithm
on the basis of the GSC structure with linear GCs and the
target and interference mixture source modeling with CVAEs.
In the implementation of the proposed method, two CVAEs
were trained by single speech and multi-speaker mixed speech,
excluding any prior spatial information. The DOA of the target
is assumed to be a piece of known prior information, which will
be manually provided or estimated in the test stage.

However, there are some remaining issues in our previous
proposed method. Due to GSS being an algorithm based on sig-
nal statistical independence in the BSS framework, the method
of selecting target speakers is based on GCs, which require the
target DOA to be known. Therefore the inaccuracy of spatial
information, such as errors caused by DOA estimation, often
leads to the severe degradation of GSS [48], [49]. This problem
also exists in our previous proposed method. In addition, under
underdetermined conditions, the impact of this error will be
more pronounced because of the influence of the number of
microphones on the generated beams in GSS. In addition, the
impact of the angle between sources and the distance between
sources and microphones is still unclear.

In this paper, to overcome the negative impact of DOA estima-
tion errors, we propose a robust TSE algorithm against DOA es-
timation errors based on the former framework. We improve the
original objective function by adding a new variable as the target
DOA and an L2-NORM regularize so that DOA information
can be modified during the process of estimating the demixing
matrix. Note that this paper is an extended full-paper version of
our conference paper [47]. The additional contributions of this
paper are as follows.

1) In order to further evaluate the performance of the previ-
ously proposed method under different sound field envi-
ronments, we conducted a series of extended experiments
to explore the impact of angles between different speakers
and the distance between speakers and microphones.

2) We introduced an L2-norm constraint based on the given
DOA into the demixing matrix estimation’s objective
function, leading to an enhanced algorithm. Different from
directly using the target DOA in [30] and [36], this im-
provement allows for DOA modification, thereby reducing
the adverse effects of DOA estimation errors.
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The remainder of the paper is structured as follows. Problem
formulation is presented in Section II. In Section III, we review
the related works of MVAEs and CVAEs. Subsequently, we
describe completely and in detail the proposed framework in
Section IV of our work in [47]. After that, we propose our new
method to address the problem of DOA errors in Section V.
Experimental results are presented in Section VI. Finally, we
make a conclusion in Section VII.

II. PROBLEM FORMULATION

Consider a TSE problem under the underdetermined condition
where a dual-channel microphone array is used. Let s(f, n) and
x(f, n) be the STFT coefficients of the source signals and a set
of microphone signals, where f and n are the frequency and
time indices, respectively. We express them as

s(f, n) = [s1(f, n), s2(f, n)]
T , (1)

x(f, n) = [x1(f, n), x2(f, n)]
T , (2)

where s1(f, n) is the target with a known DOA and s2(f, n)
is the interference mixture excluding the target. x1(f, n) and
x2(f, n) are the observed signals of two input microphones. We
use a separation system as

s(f, n) = WH(f)x(f, n), (3)

W(f) = [w1(f),w2(f)], (4)

where W(f) is the demixing matrix and s(f, n) is an estimate
of the target and interference mixture. w1(f) is used to enhance
the target, whereas w2(f) is used to estimate the interference
by suppressing the target. Due to the challenge of suppressing
interference mixtures with a linear filter in underdetermined
conditions, estimating the target accurately in such scenarios is
difficult [50]. On the other hand, it is still possible to suppress the
target using the linear filter to estimate the interference mixture.

Let us assume that source signals follow the local Gaussian
model (LGM), i.e., sj(f, n) independently follows a zero-mean
complex Gaussian distribution with the variance vj(f, n) =
E[|sj(f, n)|2]. We further assume that s1(f, n) and s2(f, n) are
independent of each other. s(f, n) then follows

s(f, n) ∼ NC(s(f, n)|0,V(f, n)), (5)

where V(f, n) = diag[v1(f, n), v2(f, n)]. From (3) and (5), we
can show that x(f, n) follows

x(f, n) ∼ NC(x(f, n)|0, (WH(f))−1V(f, n)W(f)−1). (6)

The log-likelihood ofW = {W(f)}f is given by

log p(X|W,V) c
= 2N

∑
f

log|detW(f)|

−
∑
f,n,j

(
log vj(f, n) +

|wH
j (f)x(f, n)|2
vj(f, n)

)
, (7)

where
c
= denotes equality up to constant terms and source model

parameters are presented as V = {vj(f, n)}j,f,n.
Now, let us consider that GCs [31] restrict the far-field re-

sponse of the jth demixing filter in the target DOA α, which is

described as

Jgc(W) =
∑
j

λj

∑
f

|wH
j (f)d(f, α)− bj |2, (8)

d(f, α) = exp[−j(p/c)fcos(α)], (9)

where d(f, α) is the steering vector toward α, p = [p1, p2] are
the positions of two microphones, and c is the wave propagation
speed. λj is a weighting parameter and bj ≥ 0 is the parameter
for controlling the beam pattern. This concept has been used
in the linearly constrained minimum variance (LCMV) beam-
former [51]. If bj = 1, the corresponding wj(f) is estimated
to form a delay-and-sum (DS) beamformer [52] toward α to
preserve the target. On the other hand, a small bj value can gen-
erate a null beamformer to suppress the target, which produces a
good estimate of the interference mixture. The overall objective
function is

J(W,V) = − log p(X|W,V) + Jgc(W). (10)

III. RELATED WORKS

A. Geometric Constraint-Based IVA

In the traditional source separation method, the demixing
matrix-based source separation processing aims to just separate
the observed mixture signals into the individual source signals.
However, real-world applications often require additional in-
formation to select target speech post-separation, addressing
output-channel permutation issues. As we mentioned in the in-
troduction section, there are three main frameworks for utilizing
spatial information to implement TSE, in which BSS has shown
its own merit in incorporating signal independence and spatial
information. In our paper, we focus on the BSS framework-based
method.

Incorporating spatial information into BSS demixing filters
has been approached in two main ways. One involves using
spatial data as prior knowledge to optimize the demixing matrix,
such as the Bayesian framework-based IVA method utilizing a
spatially informed prior [42], which extends the original algo-
rithm of IVA to the maximum a posteriori (MAP) method. The
other is GSS which integrates GCs into traditional BSS methods.
A notable example is GSS like GCIVA, which merges a linear
GC with the IVA framework. The upcoming section will delve
into the specifics of the GCIVA algorithm.

The fundamental framework in GCIVA is IVA, which assumes
that sources follow a multivariate super Gaussian distribution;
thus, dependences over frequency bins can be utilized to avoid
the inner permutation. The objective function for estimating the
demixing matrixW in IVA is given by

JIVA(W) =
∑
f,n

E[G(sj(f, n))]− 2
∑
f

log|detW(f)|. (11)

Here, E[·] denotes the expectation operator and G(sj(f, n)) =
− log p(sj(f, n)) is the contrast function, where p(sj(f, n))
represents a multivariate probability density function of the jth
source. The objective function of the GCIVA method is

JGCIVA(W) = JIVA(W) + Jgc(W), (12)
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Fig. 1. Framework of the proposed method.

where the GC is given by (8) to restrict the far-field response of
the jth estimated demixing filter by using the target DOA.

B. VAE-Based Methods

Methods like IVA, GCIVA, and IVE, despite integrating spa-
tial information, face limitations under underdetermined con-
ditions since traditional source models such as the Laplacian
distribution in GCIVA and the SOI and BG models in IVE
are not powerful enough in modeling complex spectrogram
structures, such as a mixture of multi speakers. To overcome
these limitations, deep generative models such as VAEs and
GANs, as highlighted in recent studies [53], [54], [55], offer
advanced solutions. These models excel in learning complex
data distributions, which traditional source models struggle to
represent. Innovations in this area, as demonstrated by Bando
et al. [56] and others [57], [58], [59], include the application
of VAEs for enhanced noise modeling and speech separation,
merging them with techniques like NMF and class supervision
to boost performance.

The use of conditional VAEs, where the decoder network is
conditioned on additional information, has also been explored
and shown to improve separation performance in certain scenar-
ios. The research on MVAE first introduced the CVAE model in
multi channel speech separation. An MVAE trains a conditional
VAE (CVAE) [46] using power spectrograms of clean speech
samples and the corresponding speaker ID as auxiliary label
inputs so that the trained decoder output distribution can be used
as a universal generative model of source signals. Although an
MVAE showed impressive performance in determined cases, it
is still limited in underdetermined cases.

IV. DIRECTION-AWARE TSE METHOD UNDER

UNDERDETERMINED CONDITIONS

A. Overview

In this section, we detail our proposed direction-aware TSE
approach for underdetermined conditions, addressing two main
challenges. Firstly, we incorporate linear GCs based on the
target’s DOA to select the target in the underdetermined TSE
problem. Secondly, to handle both target speech and interference
in complex scenarios, we introduce a novel CVAE, named Inter-
ference CVAE (IntCVAE). IntCVAE is designed to effectively
model mixed speech signals, particularly in situations involving
varying numbers of speakers.

Fig. 1 shows the framework. The DOA of the target is used to
design Jgc(W) on two channels. On channel 1, also called the
target channel, the parameter b1 in the GC given by (8) is set to
1 to create a delay-and-sum (DAS) beamformer, which yields
a spatial beamformer towards the direction of the target. So the
GC on the target channel is shown as

Jone
gc (W) = λ1

∑
f

|wH
1 (f)d(f, α)− 1|2. (13)

A preliminary estimation of the target can be obtained by calcu-
lating

s1(f, n) = wH
1 (f)x(f, n). (14)

On channel 2 on the other hand, also called the interference
channel, b2 = 0 is set in (8) to generate a null beamformer,
which serves as a blocking matrix (BM) to suppress the target
source and preserves all the other interferences. The GC on the
interference channel is given as

Jnull
gc (W) = λ2

∑
f

|wH
2 (f)d(f, α)|2. (15)

We can obtain the interference mixture from the output of the
interference channel as

s2(f, n) = wH
2 (f)x(f, n). (16)

Two CVAEs are used to model sources. The set of demixing
matrices W can be updated on the basis of the updated V .
Subsequently, an ideal ratio T–F mask is calculated using the
extracted interference mixture and the observed mixture. Finally,
the target signal can be extracted by calculating the product of
the T–F mask and target channel output.

B. CVAE-Based Target and Interference Models

To extract the target speaker in the underdetermined case of
multiple interfering speakers, it is desired to accurately model
the single target speaker’s speech and interference mixture
speech. We use two CVAEs to model these two parts, which
are called target CVAE (TarCVAE) and IntCVAE.

Figs. 2 and 3 show illustrations of TarCVAE and IntCVAE.
TarCVAE has been applied in MVAE [45]. LetS = {s(f, n)}f,n
be the complex spectrogram of an input sound source andc be the
conditional variable of that source. In TarCVAE, S represents
the clean speech of one single speaker, and c represents this
speaker’s identity. In IntCVAE on the other hand, the input S
is a mixture of different speakers, and c represents the number
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Fig. 2. Illustration of TarCVAE.

Fig. 3. Illustration of IntCVAE.

of speakers in this mixture. The encoder network generates a
set of parameters for the conditional distribution qφ(z|S, c) of
a latent space variable z given the input data S, whereas the
decoder network generates a set of parameters for the conditional
distribution pθ(S|z, c). The network parameters φ and θ are
trained jointly using labeled samples {Sm, cm}Mm=1, where cm
is a one-hot vector that denotes the corresponding class label
indicating to which class the spectrogram Sm belongs.

In the separation, only the decoder is used to model the source
spectrogram by estimating the latent space variable z and the
conditional variable c as the source model parameters. The
decoder can output the variance matrix of sources, which can
be used in the estimation of the demixing matrix.

The following objective function is used to train the encoder
and decoder networks:

J (φ, θ) = E(S,c)∼pD(S,c)[Ez∼qφ(z|S,c)[log pθ(S|z, c)]
−KL[qφ(z|S, c)||p(z)]], (17)

where E(S,c)∼pD(S,c)[·] represents the sample mean over the
labeled data set and KL[·||·] is the Kullback–Leibler divergence.
The output distribution of the encoder qφ(z|S, c) and the prior
distribution of z are given by Gaussian distributions:

qφ(z|S, c) =
∏
k

N (z(k)|μφ(k;S, c), σ
2
φ(k;S, c)), (18)

p(z) = N (z|0, I), (19)

wherez(k),μφ(k;S, c), andσ2
φ(k;S, c) denote the kth element

ofz, the mean vectorμθ(S, c), and the variance vectorσ2
θ(S, c),

respectively. The decoder’s output distribution pθ(S|z, c, g) is
designed to be a complex Gaussian distribution:

pθ(S|z, c, g) =
∏
f,n

NC(s(f, n)|0, v(f, n)), (20)

v(f, n) = g · σ2
θ(f, n; z, c), (21)

where σ2
θ(f, n; z, c) represents the (f, n)th element of the de-

coder output σ2
θ(z, c) and g is a global-scale parameter of the

generated spectrogram.

C. Demixing Matrix Estimation With Target DOA

In the iteratively demixing matrix estimation, the source
model v(f, n) of a single target speaker’s speech and interfer-
ence mixture’s speech obtained by CVAE is used in the first term
of the objective function, which is given by (7).

The update rule forW(f) is derived based on the idea adopted
in vectorwise coordinate descent (VCD), which is noteworthy
for its fast convergence, low computational cost, and nonrequire-
ment of the step-size parameter. We omit the derivation (see [60]
for details) here owing to space limitations. The derived update
rules are summarized as

uj = D−1j W(f)−1ej , (22)

ûj = λjbjD
−1
j dj , (23)

hj = uH
j Djuj , (24)

ĥj = uH
j Djûj , (25)
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Algorithm 1: CVAE-Based TSE.
Require: Network parameters θ and φ of two CVAEs
trained using (17), observed mixture signal x(f, n),
iteration number L

1: randomly initializeW and Ψ = {z, c}
2: initialization: updateW using a BSS method such as

ILRMA
3: for l = 1 to L do
4: for j = 1 to 2 do
5: sj(f, n) = wH

j (f)x(f, n)
6: (updating parameters of source model)
7: initialize gj using (27)
8: for k = 1 to 100 do
9: update Ψ using BP with log pθ(S|z, c)

while keeping θ fixed
10: end for
11: compute v(f, n) using (21)
12: (updating demixing matrices)
13: update wj(f) using (22) to (26)
14: end for
15: end for

wj(f) =

⎧⎨
⎩

1√
hj

u+ûj (if ĥj = 0),

ĥj

2hj

[
−1 +

√
1 +

4hj

|ĥj |2
]
uj + ûj (o.w.),

(26)

where Dj = E[x(f, n)xH(f, n)/vj(f, n)] + λjdjd
H
j and ej is

the jth column of the identity matrix. TarCVAE and IntCVAE
are used to output the variances vj(f, n), whereas their source
model parameters are updated by backpropagation (BP). The
global-scale parameter G = {gj}j is updated as

gj ← 1

FN

∑
f,n

|wH
j (f)x(f, n)|2
σ2
θ(f, n; z, c)

. (27)

The proposed algorithm is thus summarized as follows.

D. Postprocessing Based on T–f Mask

By applying a null constraint toward the target direction,
we can extract the non-target interference with high quality.
However, the residual signal obtained after subtracting this
interference isn’t an effective extraction of the target speech. To
improve this, we’ve developed a postprocessing technique using
a T-F mask, which calculates the ratio between the spectrogram
energies of the interference and the observed mixtures, thereby
enhancing the extraction of the target signal. The extracted target
ŝ1(f, n) is

ŝ1(f, n) = s1(f, n)

(
1− |s2(f, n)|

2

|x(f, n)|2
)
. (28)

V. IMPROVED TSE METHOD AGAINST DOA ERRORS

A. Impact of DOA Errors

In an acoustic environment, whether for GSS or other TSE
methods based on spatial information, the DOA is one of the
most prevalent and critical information in calculating geometric

constraints or generating beamformers. Accurate DOA informa-
tion is required for such systems. However, estimating the DOA
of the speaker is not simple. Researchers found that in many
practical applications, the error of DOA information will bring
significant errors to the steering vector, which is the main reason
for the degradation of the performance in many systems [48],
[49]. Especially under underdetermined conditions, where the
number of generated beams in GSS is limited by the number of
microphones, errors of the given DOA will lead to the wrong
steering vector. In the field of robust adaptive beamformer,
the challenge of inaccurate DOA information is commonly
addressed as a DOA mismatch issue.

Over the years, several attempts have been made to address
this issue. Some significant research has been made in de-
veloping robust adaptive beamformer methods, particularly in
enhancing their resilience to steering vector inaccuracies [61].
Among them, the imposition of multiple linear constraints along
with minimum variance beamformer has been considered a
useful method [62], [63], [64], [65]. These methods are designed
to widen the main beam in the beampattern, compensating for
uncertainties in the DOA information. However, adding these
extra constraints reduces the beamformer’s degrees of freedom,
limiting its capability to suppress unwanted signal components.
The error in DOA remains in the calculation of the steer vector.
As long as there is a fixed error in the DOA that is given to the
system and it cannot be modified in the process of estimating
the beam, such DOA mismatch will inevitably bring errors to
the calculation of the steel vector.

Therefore, to address this problem, in this section, we propose
a robust TSE algorithm against DOA estimation errors based on
the former framework. We improved our objective function of
the estimation of the demixing matrix to enable the given DOA
can be updated in this processing.

B. Improved Method With DOA Modification

In estimating the demixing matrix, the objective function is
shown by (10). In the second part of this equation, which is
the linear GC, the DOA α is fixed. In this case, if the given
α is different from the true direction of the target, the steering
vector d(f, α) is forced toward the wrong location instead of
the desired target in the direction α. This mismatch will cause
the extracted source in this direction to contain residues of other
audio sources. To solve this problem, we improve the original
proposed objective function by adding the L2-NORM of the
target DOA as the regularizer. The term of the L2-NORM of the
target DOA α is calculated as

Jc(α|α0) = λα||α− α0||22. (29)

In this regularizer,α0 is the estimated result of the target DOA,
which is known in advance as prior information in our system,
whereas α is the DOA target used to calculate the geometric
constraint Jgc(W, α), which is set as a variable and can be
updated in the process of estimating the demixing matrix. The
improved objective function is shown as

L(W,V, α)
= − log p(X|W,V) + Jgc(W, α) + Jc(α|α0). (30)
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Algorithm 2: CVAE-Based TSE With DOA Modification.
Require: Network parameters θ and φ of two CVAEs
trained using (17), observed mixture signal x(f, n),
iteration number L, estimated DOA α̂ is given.

1: randomly initializeW and Ψ = {z, c}
2: initialization: updateW using a BSS method such as

ILRMA
3: for l = 1 to L do
4: for j = 1 to 2 do
5: sj(f, n) = wH

j (f)x(f, n)
6: (updating parameters of source model)
7: initialize gj using (27)
8: for k = 1 to 100 do
9: update Ψ using BP with log pθ(S|z, c)

while keeping θ fixed
10: end for
11: compute v(f, n) using (21)
12: (updating demixing matrices)
13: update wj(f) using (22) to (26)
14: (updating DOA)
15: for h = 1 to 100 do
16: update DOA α using GD with (30), (8),

and (9)
17: end for
18: end for

To obtain the optimal DOA, we adopt a GD (gradient descent)-
based algorithm to update α. In this algorithm, the DOA after
each iteration will be used to correct the geometric constraints
in the next iteration. Based on the updating rule of the demixing
matrix in (26), the improved algorithms with variable DOAs are
summarized as follows,

VI. EXPERIMENTAL EVALUATION

A. Dataset for Training

The training data was from the Wall Street Journal (WSJ0)
corpus [66]. We used the WSJ0 folder si_tr_s (around 25 h) to
train TarCVAE, which contains 101 speakers with 141 sentences
per speaker. Speaker identities were considered as label c, which
was presented by a 101-dimensional one-hot vector. Whereas
for the training of IntCVAE, the training data was generated by
linearly mixing clean speeches without additional background
noise. We used nine groups of a mixture of speeches of 2 to
10 speakers with 200 utterances per group (around 9 h). The
label was presented by a nine-dimensional one-hot vector to
indicate the number of speakers of the mixture. In these mixtures,
each source’s energy was kept equal, ensuring a linear and
uniform mixing of the speech signals. This method maintains
consistent energy levels across all sources, resulting in an evenly
balanced audio mix where no single speaker’s voice dominates
the composite signal.

B. Evaluation of the Reconstruction Power of Trained CVAEs

To evaluate the reconstruction ability of our trained CVAEs
on single speech and mixed speech signals, we took the clean

Fig. 4. Configuration of evaluation, where � and × denote the target and
interferences, respectively, and α is the DOA of the target.

Fig. 5. Configurations of the test space.

signals of one speaker and the mixed signals of two speakers as
the inputs of TarCVAE and IntCVAE and calculated the source-
to-distortions ratio (SDR) of the output reconstructed signal to
the original signal. The higher the SDR is, the more similar the
CVAE output signal is to the original signal. In the evaluation
of the reconstruction capability of a single speech, we randomly
selected 50 utterances as test signals from the WSJ0 folders
si_dt_05 and si_et_05 where the number of speakers was 18. In
the evaluation of the mixed-speech reconstruction capability, 50
test signals mixed from two different randomly selected speakers
were generated.

Table II shows the average SDRs of signals reconstructed
by different CVAEs for the input clean and mixed signals. The
results show that TarCVAE has a better reconstruction capability
for single speech signals than IntCVAE, whereas IntCVAE sur-
passes TarCVAE in the reconstruction for mixed speech signals.
Fig. 6 shows examples of the CVAE source model fitted to
the spectrogram of the original clean and mixed speech. As
shown by Fig. 6(a)–(c), we can see that spectral structures of the
single speech especially in the low-frequency range are more
precisely reconstructed by TarCVAE than those by IntCVAE.
As for Fig. 6(c), (d), and (e), we can see that IntCVAE can
reconstruct the spectral structures of the mixed speech more pre-
cisely than TarCVAE. In contrast to the MVAE method, which
solely employs TarCVAE, our approach’s inclusion of IntCVAE
is particularly beneficial for effectively handling mixed speech
under underdetermined conditions.

C. Evaluation of TSE in Underdetermined Cases

In the evaluation, test mixture signals were generated by
simulating two-channel recordings of three sources where room
impulse responses (RIRs) were synthesized by the image source
method (ISM) [67]. Fig. 4 shows an example of the relative
position of three sources and two microphones. The interval of
microphones was set at 5 cm. The evaluation was conducted
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TABLE I
COMPARISON BETWEEN BASELINE METHODS AND PROPOSED METHODS

Fig. 6. Magnitude spectrograms of reference sources and sources reconstructed by CVAEs.

TABLE II
AVERAGE SDRS [DB] OF CLEAN SIGNAL AND MIXED SIGNAL OUTPUTS

OBTAINED BY DIFFERENT CVAES

under three different reverberant conditions with reverbera-
tion times (RT60) of 28 ms (anechoic), 200 ms, and 470 ms.
Three speakers were randomly selected from the WSJ0 folders
si_dt_05 and si_et_05. Three speakers were randomly located at
angles from 0◦ to 180◦, in different directions, with the minimum
angle between speakers set to 10 degrees. We mixed the images
of three speakers using SIR uniformly. We conducted 60 tests
under each reverberation condition. The average length of the
test utterance was 10 seconds.

We selected GCIVA and MVAE as the baseline methods,
and to conduct an ablation study on different components of
our proposed methods, we incorporated our designed T–F mask
into GCIVA and MVAE for nonlinear postprocessing, resulting
in two additional baselines, namely, nonlinear GCIVA (NL-
GCIVA) and nonlinear MVAE (NL-MVAE). These nonlinear
variant methods can be utilized in underdetermined cases owing

to the designed T–F mask. Table I presents a comparison between
the baseline and proposed methods.

We computed the SDR, SIR, and source-to-artifact ratio
(SAR) of the extracted target to the reference signal to evaluate
the extraction performance. The alignment of the extracted target
and the reference signal is important in the evaluation. Since the
DOA of the desired speaker α was known, we set the signal in
the direction α as the ground truth. For our method and other
GC-based baselines, the output at the corresponding channel
was used as the extracted target. For baselines without GC-based
target selection, we evaluated all separated signals and selected
the one with the best evaluation result as the extracted target.

Table III shows the evaluation results of the extraction perfor-
mance. Our proposed method outperforms all baseline methods,
particularly in terms of SDR and SIR. By comparing GCIVA
with NL-GCIVA and MVAE with NL-MVAE, we can clearly
see that the T–F mask’s improvement effect on performance is
limited without enhancing the source model. By comparing NL-
MVAE with NL-GCIVA and the proposed method, we find that
a more powerful source model significantly improves the extrac-
tion performance. The proposed method, combining directional
information and the CVAE source model, successfully enhances
the extraction performance, as observed in its comparison with
all baseline methods. Furthermore, when considering a medium
reverberation time of RT60 = 470 ms, the proposed method
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TABLE III
AVERAGE SDR, SIR, AND SAR [DB] OF THREE-SPEAKER CASE

maintains its high SDR and SIR, demonstrating its robustness
against reverberations.

D. Evaluation of the Impact of the Angle Between Sources and
Distance Between Sources and Microphones on the
Performance of the Proposed Method

In Section VI-C, we confirmed the effectiveness of the pro-
posed method under the underdetermined conditions. Con-
sidering that the selection of targets depends on the spatial
information, the observed spatial properties of audio signals
always depend on the spatial distribution of a sound source,
the sound scene acoustics, and the distance between the source
and the microphones. In particular, one potential problem of
the proposed method is its limited discriminative capability
when any of the interference speakers shares a close position
with the target speaker in space, even if they are far apart,
referred to as the spatial overlap issue [68], [69]. Moreover, the
distance between the source and microphones may have played
some role in directional TSE. The farther the sources are from
the microphones, the lower the sound pressure level will be,
which may lead to a challenging situation. In this evaluation, we
evaluated the impact of the angle between the desired target and
the nearest interference, which can be considered as the spatial
resolution of the GC-based TSE method.

1) Evaluation Condition: For evaluation, we simulated RIRs
by ISM for the same room shown in Fig. 4 with a reverberation
time of RT60 = 150 ms. Three speakers were randomly located
in the range of 0◦−180◦. The test dataset was the same as those
in Section VI-C. In the test space, all speakers were randomly
located in different positions with the angle between the target
and the nearest interference speaker of four ranges:5◦−15◦,15◦−
30◦, 30◦−50◦, 50◦−70◦, and 70◦−90◦. All sources kept the same

distance to the center point of the dual-microphone array of 0.5−
4.0 m with a resolution of 0.5 m. The test space in the simulated
room is shown in Fig. 5.

2) Evaluation Results: Fig. 8 shows a summary of the evalu-
ation results of the performance of the proposed method at differ-
ent interval angles between the target and the nearest interference
and different distances between the source and the center of the
microphone array. To analyze the impact of these two variables,
the average performance over all angle ranges at each distance
and the average performance at all distances in different angle
ranges are summarized in Fig. 7(a), (b), and (c). As expected, the
proposed method showed reduced performance when the source
directions were closer. Particularly when there is interference
within 30 degrees around the target, the performance will decline
significantly. We also notice that when the angle is less than 15
degrees, such a decline trend becomes more significant.

As in the analysis of the interval angle, the average perfor-
mance over all angle ranges at different distances is summarized
in Fig. 7(d), (e) and (f). The result shows that the performance is
stable even with increasing distance in the simulated room. This
supports the benefit of the robustness of the proposed method in
near and far fields.

E. Evaluation of DOA Modification

In this section, we evaluated the impact of DOA errors on our
proposed method and the robustness of the proposed method
against DOA errors. Note that the impact of DOA errors is
closely related to the angle between sources. For example, when
the interval angle between the target speaker and the nearest
interference source is large, even if the estimated DOA has some
errors, the impact on the result is relatively limited. Particularly
when the error is within 0.5 times the interval angle, that is,
the estimated target DOA was biased to the target side in the
space between the target speaker and the interference source,
the spatial filter calculated by geometric constraints will tend to
extract the target signal from the mixed signal. Therefore, instead
of using the absolute error for evaluation, we used the relative
DOA error and compared it with the interval angle. For example,
if the angle between the target and the interference is 60◦ and
the estimated target DOA error is 12◦, then the relative DOA
error is considered 0.2. The test range in this evaluation was set
from 0.1 to 1.0 relative DOA errors. All sources were randomly
located at angles from 0 to 180 degrees in the simulated room
shown in Fig. 4. The distance from all sources to the center of
the dual-microphone array was 1 m. To prevent the impact of
multiple interference sources, the relative DOA error in each
experiment was biased towards the interference source nearest
to the target. The evaluation was carried out in the simulated
room shown in Fig. 5 with RT60 = 150 ms. Three sources were
located randomly with an interval angle between the target and
the nearest interference of 30◦−90◦, and the distance of each
source from the center of the microphone array was 1 m.

Fig. 9 shows the SIR and SDR results with different relative
DOA errors of the proposed method and the proposed method
with DOA modification. The orange and blue lines represent the
average performance of the two methods in different relative
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Fig. 7. Average performance of the proposed method with different interval angles and distances between sources and center of the microphone array.

Fig. 8. Average SDR, SIR, and SAR of proposed method in 3-speaker case.

Fig. 9. Average SIR and SDR with different relative DOA errors of two proposed methods.

DOA error ranges. For example, a point with a horizontal axis
of 0.3 represents the average result of DOA estimation error
within 0.2–0.3. With increasing relative DOA error, the two
proposed methods show different degrees of extraction perfor-
mance. Unlike the proposed method, the proposed method with

DOA modification is more stable as error increases and has
a smaller performance reduction, which means that it is more
robust to DOA errors than method 1. Additionally, we observe
from Fig. 9 that the SIR and SDR of these two methods become
negative when the relative error exceeds 0.5 times the interval
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angle. Since the DOA given to the system is skewed to the nearest
interference side, the extracted signal changes from the target
speaker to the nearest interference speaker.

VII. CONCLUSION

In this paper, we presented a dual-channel geometrically con-
strained TSE method for underdetermined conditions based on
the CVAE source model. Our dual-channel algorithm designed
based on the GSC structure can effectively utilize the spatial
information of the target speaker. As the main novelty of this
research, we first utilize CVAE to model the mixed speech signal,
which overcomes the limitations of the source model in the
traditional BSS algorithm under underdetermined conditions.
As another contribution, we newly proposed the TSE algorithm
with DOA modification to overcome the negative impact of DOA
estimation errors.

Our experimental results demonstrated the following. (1) The
proposed IntCVAE source models effectively represent mixed
speech under the underdetermined conditions. (2) Compared
with baselines, our proposed TSE method achieved significant
improvement under the underdetermined conditions, even in the
presence of strong reverberation. (3) Owing to our algorithm’s
dependence on spatial information, the performance is affected
by the interval angle of sources. However, it is less affected by
the distance between the source and the microphone array, and
(4) the proposed method with DOA modification significantly
reduced the negative impact of DOA estimation errors. It is worth
noting that this paper only focuses on the processing of speech
signals. Whether this method has generalization for non-speech
signals such as background noise is an interesting research
direction, and we will further investigate it in our future work.
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