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Binaural Sound Source Distance Estimation and
Localization for a Moving Listener

Daniel Aleksander Krause , Guillermo García-Barrios , Archontis Politis ,
and Annamaria Mesaros , Senior Member, IEEE

Abstract—In this paper, we investigate the tasks of binaural
source distance estimation (SDE) and direction-of-arrival estima-
tion (DOAE) using motion-based cues in a scenario with a walking
listener. On top of performing both tasks as separate problems,
we study two methods of solving the joint task of simultaneous
source distance estimation and localization (SDEL), with a single
model. Experiments are conducted for three different scenarios: a
static receiver; a static receiver with a rotating head; and a freely
moving listener inside a room. The study proposes rotation and
translation features to include information about the receiver’s
motion during model training and studies the effects of these on
the final performance. The work includes extended simulation of
three datasets containing numerous testing scenarios for sound
sources, covering a wide range of DOAs and a source-to-receiver
distance up to 15 m. Results are further analyzed with respect to
room reverberation, walking speed, as well as source-to-receiver
distance. The presented outcomes show large improvements in both
DOA and distance estimation for a model that uses motion-based
cues as compared with a static scenario. These include a decrease
of 9.50◦ in DOA and 1.56 m in distance errors for a joint model,
followed by 16.17◦ and 0.17 m for separate models.

Index Terms—Sound source localization, sound distance
estimation, binaural audio.

I. INTRODUCTION

SOURCE Distance Estimation (SDE) and Direction of Ar-
rival Estimation (DOAE) constitute an important part of the

Computational Acoustic Scene Analysis (CASA) research field
and have numerous practical applications: autonomous robots
can benefit from information about the location of surrounding
objects while moving in space [1], [2], [3]; knowledge on
Direction of Arrival (DOA) and distance can help enhance the
robustness of speech recognition and separation systems [4],
[5]; surveillance systems in public spaces and smart homes
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utilize this information for detailed descriptions of dangerous
events [6], [7]; teleconferencing systems can use such informa-
tion to beamform and enhance speech [8], [9].

Recent research on CASA shows interest in merged tasks
utilizing spatial recordings, such as sound event localization and
detection (SELD) [10] or sound event detection and acoustic
scene classification [11]. Although DOA and source distance
are both estimated from multi-microphone recordings, the latter
has been investigated to a much lesser extent [12], for two
reasons: successful DOAE offers enough information for many
downstream spatial filtering tasks, and it is an easier task than
SDE; cues that contribute to SDE vanish or become ambiguous
very quickly as the distance from the array grows. The shared
information between DOA and distance make a joint approach
worth investigating, to obtain estimation of the full position of
an object. This can be done in a single task approach, where
the position is explicitly estimated, or as a multi-task, where
the DOA and the distance are separately estimated. We refer
to the joint task as Source Distance Estimation and Localization
(SDEL).

Most methods for DOA and distance estimation rely on micro-
phone arrays with more than two microphones [13]. However,
two-channel binaural recordings are an important format for
acoustic scene analysis, being based on the same spatial cues as
the human auditory system, therefore matching the perspective
of a human or human-like recorder such as anthropomorphic
robots [14]. In particular, in recent years, there has been a notable
increase in the use of microphones in wearable on-head devices,
which opens a whole new space for innovations [15].

Existing research on SDEL, SDE, or DOAE from binaural sig-
nals including a dynamic receiver is fairly limited. Most studies
focus solely on DOAE and are mostly limited to a certain range of
both azimuth and elevation angles, or just the azimuth [16], [17].
On the other hand, binaural source distance estimation based on
deep neural networks (DNNs) is a highly under-researched task,
with only a few studies investigating it for a limited set of static
distances in a near range up to 5 m [18], [19]. The existing
literature offers no insight if binaural SDE is possible at further
distances in realistic scenarios. Research on joint SDE & DOAE
using binaural audio is even more limited, with only one study
investigating joint modeling via a DNN architecture just for a
few positions in the close frontal plane [20]. Finally, the effect of
motion-based cues has been investigated only for DOAE systems
in a limited testing scenario of azimuth localization in the range
of ±90◦ [21]. Therefore, there is no research studying binaural
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DOAE and SDE as a joint task for a more realistic scenario,
including tests on a full sphere of DOAs, a wider range of
distances, and a moving listener.

This study investigates the scenario of a moving listener for
the tasks of DOAE and SDE, performed both separately and
jointly. Based on the shortcomings of the current literature, we
aim at answering the following research questions: (1) Does the
movement of the listener, be it its position or head orientation,
improve the performance of SDE and DOAE systems? (2) Are
translation and rotation features an efficient way of expressing
the listener’s motion? (3) Does a joint SDEL system perform
comparably or even better than separate SDE and DOAE mod-
els?; and finally (4) Does a joint task achieve better performance
as single or multi-task trained systems?

Answering the above questions, the contributions of this study
are as follows:
� An investigation of two methods of performing binaural

SDEL using a single task and a multi-task approach.
� Exhaustive testing scenarios including the use of 2500

simulated rooms and a continuous natural distribution of
source DOAs in both azimuth and elevation for a wide
range of distances up to 15 m.

� Performance comparison of a joint SDEL task with sepa-
rate DOAE and SDE systems for multiple scenarios.

� Exhaustive experiments investigating the influence of
motion-based cues on the performance of both tasks, in-
cluding a rotating head and a moving listener.

� In addition, we provide a study on the DOA and distance
error dependence on reverberation, source-to-receiver dis-
tance, as well as walking speed.

� Moreover, in order to allow for research reproducibility,
three datasets containing all testing scenarios1 and a code
repository including the training framework2 have been
made publicly available.

The rest of the paper is organized as follows. Section II
presents an overview of the existing literature regarding binaural
DOAE and SDE. In Section III, we describe the proposed
SDEL method, including the utilized DNN architectures, feature
extraction and training procedures. Section IV explains the
method evaluation procedure, including a detailed description
of the datasets and evaluation metrics used. In Section V, the
experimental scenarios are explained and the results of all the
experiments are presented along with a detailed analysis of
their content. Finally, Section VI summarizes all the conclusions
emerging from this study.

II. RELATED WORK

A. Sound Source Localization

Sound source localization (SSL) is the task of determining
the location of a sound source with respect to the receiver.
The task can be defined as estimating a certain position of the
source or its direction of arrival. In this paper, we focus on
DOA estimation, since the remaining information is handled

1DOI: 10.5281/zenodo.7689063
2[Online]. Available: https://github.com/danielkrause/Moving-Binaural-

SDEL

by the source distance estimation task. Studies on DOAE vary
greatly in the utilized array geometry and spatial audio format,
with popular choices being distributed microphones [22], [23],
tetrahedral arrays [24], [25], Ambisonics [26], [27], and binaural
recordings [16], [17]. Classical DOA techniques include para-
metric methods such as the generalized cross-correlation with
phase transform (GCC-PHAT) [28], Steered Response Power
(SRP) [29], and subspace-based approaches such as MUltiple
SIgnal Classification (MUSIC) [30] and Estimation of Signal
Parameters via Rational Invariance Techniques (ESPRIT) [31].
These methods perform efficiently in certain scenarios, but are
limited by various constraints on the acoustic array geometry
and the assumptions of the model. Common problems include
the knowledge about the number of estimated sound sources or
low robustness against reverberation and difficult noise condi-
tions [32]. Regarding binaural localization, joint evaluation of
interaural time differences (ITDs) and interaural level differ-
ences (ILDs) was used to estimate the azimuth angle in [33].
Zannini et al. improved this method by probing the adverse
effect of reverberation [34], while Wan et al. incorporated head-
related transfer functions (HRTFs) for improving the precision
of azimuth angle estimation [35]. Subsequent studies exploited
the frequency-domain diversity of HRTFs for multi-source sce-
narios, extending the estimation to both, azimuth and elevation
planes [36].

The recent methods based on machine learning (ML) over-
come many limitations of the classical model-based solutions.
ML models trained via supervised learning adapt to different
acoustic conditions when provided with sufficient amount of
training data. While early solutions used simple models such as
Gaussian Mixture Models [37], Support Vector Machines [38]
or kernel estimators [39], state-of-the-art solutions use deep
learning techniques [27], [40], [41]. Deep Neural Networks
provide a higher model complexity, which enables modeling
more compound phenomena by utilizing large amounts of data.
A systematic review of deep learning for DOAE is available
in [42].

Regarding binaural approaches, Youseff et al. [16] estimated
azimuth and elevation angles using video pixel coordinates
and binaural cues as the input of a deep model. In [17] the
authors used affinity propagation clustering for evaluating the
mismatched HRTF condition to improve SSL. More recently,
Liu et al. introduced a complex time-frequency mask for ex-
tracting robust binaural cues by preserving the direct path of the
HRTF [43]. To the authors’ best knowledge, no study has been
done on regression-based binaural DOA estimation that would
be tested for a large number of rooms and a full range of azimuth
angles. We investigated binaural localization in a scenario with
a rotating head, showing that head rotation information signif-
icantly improves the estimation precision [44]. This work is a
direct continuation of that study.

B. Source Distance Estimation

Source Distance Estimation (SDE) is the task of estimating the
line-of-sight distance of a sound source from the receiver. Com-
pared with DOA estimation, SDE is a very under-researched
topic, and widely considered a more difficult task. The main
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reason is that the estimation accuracy degrades rapidly for
small-sized arrays typically found in practice (e.g., from a few
centimeters to a few tens of centimeters) for even fairly small
distances from the array center (e.g., a few meters). Reasons
for that can include: a) diminishing inter-channel level differ-
ences and constant inter-channel time-differences as the source
transitions from a spherical wave to a plane wave captured
by the array, b) a dropping signal-to-noise ratio (SNR) and
a dropping direct-to-reverberant ratio (DRR) with increasing
source distance.

Most work in SDE is based on parametric methods and hand-
crafted features, for example using information about the direct-
to-reverberant ratio [45], the room impulse response (RIR) [46]
or mean of the signal and binaural cues such as the interaural
intensity difference (IID) [47]. Georganti et al. proposed binaural
signal magnitude difference standard deviation (BSMD-STD)
to train Gaussian Mixture Models (GMMs) and Support Vector
Machines (SVMs) [48]; Vesa used GMMs trained with magni-
tude squared coherence (MSC) features to include information
about the correlation between channels [49]; while Brendel
et al. estimated the coherent-to-diffuse power ratio to find the
source-microphone distance via GMMs [12]. Most of the afore-
mentioned methods rely on tunable complex algorithms, which
tend to lack robustness against differing acoustic conditions.

Research on SDE using DNNs has been very limited so far.
Yiwere et al. took an image classification approach based on
convolutional recurrent neural networks (CRNNs) trained with
log-mel spectrograms to classify between three different dis-
tances across three rooms [18]. The models showed good results
on data from the same room, but performed significantly worse
for recordings coming from a different environment. Sobghdel
et al. proposed relation networks to tackle this problem using
few-shot learning, showing improvements over traditional con-
volutional neural networks (CNNs) [19]. Both studies provided
tests for a limited set of finite distances in a close area up to 3–4
meters. This research is the first to present results for a wider
range of distances up to 14 meters and tested for more than 5
rooms.

C. Binaural Source Distance and DOA Estimation

Joint SDE and DOAE or SDEL is usually defined as position
estimation, referring to either a continuous position coordinate
in 2D/3D space (e.g., expressed in Cartesian x, y, z coordinates)
or to pre-defined position classes corresponding to a spatial
“binning” of the region of interest. This topic has been widely
researched for multiple types of acoustic systems employing
typically distributed microphone arrays, including spherical
microphones [50], triangular [51], smart loudspeakers [52] or
acoustic sensor arrays [53]. However, only a few studies aimed
at position estimation from binaural recordings.

In [47], a binaural distance estimation system was proposed
with localization-dependent correction improving the overall
distance error. Although the study provided directional azimuth
information as explicitly given values, without joint modeling,
it showed a strong interdependence between distance and local-
ization cues. Ghamdan et al. [54] used GMMs to classify the

sound source position defined as azimuth and distance, from
a finite set of classes. The study was limited to [−90◦, 90◦]
degrees in the azimuth plane and a set of three distances in the
close area up to 2 meters. The method showed good performance
when tested in the training room, but significantly worse under
unknown conditions. Finally, Yiwere et al. [20] proposed a
generic DNN model to perform joint SDEL using ILD and
cross-correlation features. The proposed method performed well
under both training and testing conditions; however, experiments
were limited to a set of three azimuth angles in the frontal plane
and four distance positions up to 3 meters. In [55] we studied
joint binaural localization and distance estimation, with both
tasks defined as coarse classification tasks, showing they can
be solved efficiently by a merged model. Here, we extend some
ideas from the previous study, presenting the first approach to full
regression-based joint binaural source localization and distance
estimation.

D. Binaural DOAE With Head Rotation or a Moving Listener

The most prominent source localization cues of the human
auditory system are: the interaural level difference, the interau-
ral time difference, and monaural spectral cues mainly due to
direction-dependent filtering effects of the pinna [36], [56]. ITD
and ILD cues can be ambiguous for source directions across con-
ical regions around the interaural axis, known as cones of confu-
sion, and result in inaccurate elevation estimation and front-back
confusions. The auditory system takes advantage of spectral
cues to solve these ambiguities, but in adverse conditions (i.e.,
long reverberation times or presence of noise), the information
obtained from these three cues is not enough to achieve optimal
localization accuracy. To solve this problem, humans rotate their
head or move around the space [57], resolving ambiguities by
modulating dynamically the localization cues.

A small number of research works focused on head rotation to
improve binaural DOAE. Ma et al. proposed a method that con-
siders maximum three simultaneous speakers in two different
reverberant rooms, and three azimuth head rotation strategies
limited to the ±90◦ range [58]. A similar approach studied the
same head rotation interval with sound sources placed at 3 m
from the receiver and five possible azimuth angles [59]. Another
study increased the number of rooms to 4, but reduced the
rotation interval to ±60◦ for training and ±30◦ for testing [60].
An extension of this was made in [61] and [62], facing the local-
ization problem as a 72-azimuth angle classification problem,
where the authors considered multiple sound sources in the full
360◦ azimuth range, but limiting the rotation of the head to±30◦.
Finally, in [63], a minimum mean square error-based localization
method was proposed using a Behind-The-Ear (BTE) system.
Although they evaluated four head rotation speeds (7.5 deg/s,
15 deg/s, 30 deg/s, and 45 deg/s), the source-to-receiver distance
was fixed and only one room was studied.

Only a few studies exist that take advantage of a moving
receiver to improve the binaural DOAE results. In this case, all
research works also benefit from the rotation of the head. Portello
et al. presented a particle filtering method for active speaker
localization using two microphones mounted on a spherical
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Fig. 1. Architecture of the deep model. The dotted line denotes the optional
branch to process motion-based features.

head [64], [65]. Both studies were limited to the azimuth plane,
and there is a lack of information about the moving receiver.
Also, the recordings consisted of two microphones spaced at a
certain distance, which are not truly binaural signals. The same
problem was found in [66], [67].

To our knowledge, the only relevant research work that studied
how to benefit from the rotation and motion of the head of the
listener was proposed in [21]. The authors evaluated 8 different
motion strategies in anechoic and reverberant rooms using a
particle-filter framework to estimate the azimuth incidence angle
and the distance. In more detail, they considered a static receiver
with and without head rotation, a moving receiver modeled by
a random walk, and different combinations of those. Although
they demonstrated the benefit of using motion-based cues in bin-
aural DOAE systems, the investigation was limited to azimuth
rotation angles comprised in the range of ±90◦. In [44], we first
proposed a DNN system that takes advantage of head movement
information and explicitly estimates the DOA for an unlimited
range of azimuth and elevation angles. In this study, we extend
this approach to scenarios with a moving listener.

III. METHOD

In our experiments, we use a general model architecture
scheme, which is depicted in Fig. 1. The proposed block diagram
allows for describing models performing DOAE and SDE as
separate tasks, as well as in a joint manner. The models take
a sequence of spectral features as an input, which is further
processed to calculate the desired output. For models utilizing
motion-based cues, there is an additional input branch marked
with a dotted line, which is responsible for processing the
features related to the rotating head and the listener’s movement.

Depending on which of the tasks the model is supposed to
perform, the number of output branches and their respective
output layers will vary - separate models performing either SDE
or DOAE will have a single output branch, whereas a multi-task
joint model will contain two branches. A detailed description of
the feature extraction process and the proposed DNN methods
is explained in the following sections.

A. Input Feature Extraction

The utilized features may be divided into two main groups:
spectral and motion-based. Spectral features are time-frequency
representations obtained from the complex spectrogram of the
signals, whereas motion-based features directly describe the
movement of the listener.

Models take a spectral feature matrix of shape CH × T ×K
as input, whereCH is the number of spectral feature channels,T
is the length of the temporal sequence and K is the total number
of frequency bins.T is set to 250 frames, which represents a 2.5 s
slice of the signal. To obtain the spectral features, the complex
spectrogram is calculated using a Short-Time Fourier Transform
(STFT) with a Hamming window of 20 ms length and 50%
overlap between frames. The size of the FFT was 512 samples
resulting in K = 256 frequency bins up to Nyquist frequency
and excluding the DC bin. Then, the mean magnitude spec-
trogram is calculated from both binaural channels to include
energy-related information about the signal:

|X|mean[n, k] =
|Xl[n, k]|+ |Xr[n, k]|

2
, (1)

where X[n, k] denotes the complex spectrogram value for the
n-th frame and k-th frequency bin, whilst l and r stand for the
left and right channels, respectively.

Next, we utilize two binaural cues to provide spatial infor-
mation about the sound sources. Firstly, we extract Interchannel
Phase Differences (IPDs) defined as:

IPD[n, k] = arg(Xl[n, k])− arg(Xr[n, k]). (2)

The IPDs are further processed by taking the sines and cosines
(sin&cos) of the phase values.

SI[n, k] = sin (IPD[n, k]), (3)

CI[n, k] = cos (IPD[n, k]). (4)

Utilizing the sine and cosine values of phase differences pro-
duces a smoother representation compared with raw values
and avoids phase wrapping. These features have been firstly
proposed for multichannel DNN-based speech separation [68]
and further investigated for localization in [44], [69]. On top of
that, we utilize the ILDs, which constitute another major binaural
cue that becomes important above 1.5 kHz due to the diminishing
effect of IPDs related with the physical distance between the
ears [70]. The ILDs are defined as follows:

ILD[n, k] =
|Xl[n, k]|
|Xr[n, k]| . (5)

The mean magnitude spectrogram, sines and cosines of IPDs,
and ILDs sum up to a total ofCH = 4 spectral feature channels.
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TABLE I
INPUT PARAMETERS FOR THE MODELS

For scenarios including movements of the listener, we propose
two novel feature types describing the motion: the rotation of
the head with respect to the initial head orientation (hereafter
referred as rotation features), and the Cartesian position of
the listener with respect to their initial position (referred to
as translation features). The motion-based cues are passed
to a separate input DNN branch as a single-channel matrix
of shape 1× T ×MF , where MF denotes the total number
of features. The rotation features are expressed by means of
the four quaternion values (a, b, c, d ∈ R), where a quaternion
is a hypercomplex number defined as q = a+ bi+ cj+ dk
modeling rotational states or changes. Compared to simpler
representations, such as Euler angles, quaternions avoid phase
wrapping and rotational ambiguities [71]. Head rotations are
relative to an unrotated head leveled on the horizontal plane and
with look direction towards the positive x-axis.

Translation features are defined as the difference between the
initial and current position of the listener:

Ptranslation[n] = Px,y,z[n]− Px,y,z[0], (6)

where Px,y,z[n] denotes the position of the listener in the n-th
frame, expressed in the Cartesian x, y, z coordinates. In total,
the number of motion-based features equals to MF = 4 for ro-
tation features and MF = 7 when using rotation and translation
features jointly. All the model input parameters are summarized
in Table I.

B. Model Architecture

The basic DNN architecture, depicted in Fig. 1, is based on
a model from our previous study [44], which was proven to
perform efficiently for an DOAE system utilizing information
about head rotation. Here, we introduce a few changes to tackle
the new problems under investigation.

The spectral features are initially processed by three convo-
lutional blocks. Each block consists of a 2D convolutional layer
containing 128 3 × 3 filters, followed by batch normalization
(BN) and a 1 × 4 max-pooling operation across the frequency
dimension. The time-frequency filters obtain local frequency
dependencies, while also exploiting frame-to-frame changes in
the time dimension, allowing for representing changes due to
head orientation and listener position. The max-pooling oper-
ation is used to compress frequency-specific information and
reduce the dimension size for further processing in the following
layers. For scenarios with a rotating head and a moving listener,
we introduce a special second branch to process motion-based
features. The branch consists of two convolutional layers, each
consisting of 128 3 × 3 filters and BN. The output of the second
branch is then concatenated with the output of the first one along
the last dimension.

Next, the processed feature maps are passed to a single bi-
directional Gated Recurrent Unit (GRU) layer, consisting of 128
layers and tanh activations. The use of a recurrent layer allows
for stronger temporal modeling of the signal, which again allows
for exploiting important inter-frame information, emphasizing
the extracted motion-based cues. Finally, the unit outputs are
further passed to Q parallel output blocks, each consisting of
three fully-connected (FC) layers. In each of the output blocks,
the first two layers contain G = 128 neurons and a a rectified
linear unit (ReLU) activation function. The final layer outputs
Cq values for each frame in the sequence, resulting in a T × Cq

output matrix. The values of MF , Q and Cq, q = 1, .., Q, are
dependent on the performed task and the investigated scenario.
MF stands for the total number of utilized motion-based cues,Q
is the number of individual performed tasks andCq describes the
number of outputs values in each q-th output branch. The details
about these parameters are further explained in Section III-C.

In most scenarios, we treat both DOAE and SDE as regression
tasks, in which the corresponding outputs are trained using the
Mean Squared Error (MSE) loss. In some cases, we reduce
distance estimation to a binary classification task (see Section II-
I-C), for which the binary cross-entropy (BCE) loss is utilized.
All models are trained for a maximum of 200 epochs using Adam
optimizer and early stopping after 30 epochs of no improvement
in training. The networks are implemented using the PyTorch
library [72].

C. Model Outputs

In this study, we investigate three different tasks - separate
SDE and DOAE, as well as joint SDEL. In general, we treat all
tasks as regression problems, where both the direction of arrival
and the distance can be mutually defined by the explicit position
of the sound source with respect to the receiver. In this chapter,
we describe the definitions of the model outputs to tackle the
problems under investigation.

When the receiver is moving, the origin is moving along with
it. Given the position defined as a vector in Cartesian coordi-
nates Px,y,z , the source-to-receiver distance can be obtained by
calculating the norm of the vector:

d =
√

P 2
x + P 2

y + P 2
z , (7)

whereas the DOA is defined as the normalized position vector:

DOAx,y,z =
Px,y,z√

P 2
x + P 2

y + P 2
z

. (8)

In some cases, we provide additional experiments with a sim-
plified version of source distance estimation, compressing the
task to a coarse classification problem, where each sound source
is classified as “near” (up to 5 m) or “far” (above 5 m). They
serve as additional comparison points to the regression-based
SDE, since a coarse classification approach has been proven
to be very effective in one of our previous studies [55], whilst
accurate distance estimation from binaural recordings is a more
challenging task.
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TABLE II
OUTPUT PARAMETERS FOR DIFFERENT MODELS

Depending on the performed task and utilized method, the
model outputs have varying parameters Q and Cq as shown in
Fig. 1. Below, we describe the problem definition for each of
the investigated tasks and the details about the model outputs,
which are also summarized in Table II.

1) Separate DOAE & SDE Models: To benchmark the per-
formance of DNNs performing the joint task of SDEL, experi-
ments for separate SDE and DOAE models are provided. These
include:
� SDE: to perform distance estimation alone, we utilize a

single output branch (Q = 1) with a ReLU output (for the
regression approach) or a sigmoid output (for the binary
classification approach). The model outputs a single dis-
tance value, hence Cq = 1.

� DOAE: separate DOA estimation is obtained by utilizing
a single output branch (Q = 1) with Cq = 3 output neu-
rons, followed by a tanh activation function to obtain the
normalized DOAx,y,z vector.

2) Joint SDEL Models: Estimation of the sound source dis-
tance and direction, is studied in a single task and a multi task
setting, following these two representations:
� Single task: In this method a single output branch (Q = 1)

attempts to model directly the exact position of the sound
source Px,y,z . The model output contains Cq = 3 linear
neurons, altogether resembling the x, y, z coordinates of
the source.

� Multi task: This approach attempts to model both SDE and
DOAE tasks by a single DNN with two separate output
branches (Q = 2), one for each task. Here, the DOA output
models the normalized vector DOAx,y,z via a tanh activa-
tion function, whereas the SDE branch explicitly outputs
the source-to-receiver distance d using a ReLU activation.
Moreover, for additional comparison, we investigate an
alternative model with a binary output for SDE, classi-
fying each sound source as “near” or “far” as described
earlier. In this case, the sigmoid activation function is used.
In both cases we obtain three DOA values and a single
distance value from separate output branches, resulting in
Cq = [3, 1]. We calculate the final training loss as a linear
combination of both output losses with weights offsetting
the uneven initial loss values for both tasks. When training a
model with regression SDE, we apply an DOAE/SDE ratio
of 3:1, whereas for binary SDE the ratio is 1:11, intended
to provide a similar training loss for both tasks during the
starting epochs.

IV. EXPERIMENTAL SETUP

A. Experimental Scenarios

To investigate the joint performance of DOAE and SDE and
the effect of motion cues on the performance of both tasks,
we split our experiments into two stages. Firstly, we perform
experiments with separate models for each task. Next, we inves-
tigate both methods of performing the joint SDEL task and study
their performance as compared to the separate models. For both
stages, the models are trained and tested for three basic scenarios
allowing to investigate the effect of motion-based cues:
� Static: Both the source and the receiver are static, hence the

models are trained with spectral features only (MF = 0).
� Rotation: here, we consider a static receiver with a rotat-

ing head, defined by a full azimuth-range rotation range.
Rotation features are used to exploit the rotation informa-
tion explicitly (MF = 4). The rotation scenario without
motion-based cues has been investigated in our previous
study [44] and the use of features has been proven to be
more effective.

� Walking: Finally, we investigate a scenario in which the
listener is moving freely inside the room, hence the dis-
tance and DOA are dynamically changing from frame to
frame. To investigate the extent to which motion-based
cues are affecting the model’s performance, we perform
experiments without additional features (MF = 0), with
rotation features (MF = 4), and using a joint set of rotation
and translation features (MF = 7).

B. Dataset

The dataset used to evaluate the models comprises three
different scenarios: a static receiver (later denoted as “Static”),
a static receiver with a rotating head (referred as “Rotation”)
and a receiver moving in space (“Walking”). For all of them,
a single speech sound source is considered. All audio files
contain speech signals only, without silence between speakers,
to avoid the necessity for an additional detection system. As the
source signal, male and female anechoic speech audios of 10 s
length from the TIMIT dataset [73] were reverberated in each
simulation.

Since the SDEL models in this study are trained and evaluated
solely through simulations, the simulations need to be both fast,
generating a large number of diverse reverberant scenarios, and
accurate, delivering the appropriate spatial and motion features
in the simulated audio. More specifically, we target the following
simulation requirements: a) realistic acoustic conditions with
frequency-dependent absorption, shown to improve generaliza-
tion to real test conditions [74], b) directional receivers with
measured directional responses, such as Head Related Transfer
Functions (HRTFs) for binaural simulations, c) moving receivers
at various speeds, d) rotating directional receivers at various
speeds, and f) the ability to generate thousands of such scenarios
with signal output of several seconds in reasonable time. The
last requirement is met currently only by simulators using the
image-source method (ISM) for shoebox geometries. Due to the
lack of publicly available shoebox ISM simulators (e.g. [75],
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TABLE III
PARAMETER VALUES FOR DATA GENERATION

Fig. 2. Distribution of the reverberation time in simulations. The number of
rooms with a RT comprised between 5 s and 8 s is 56.

[76]) that fulfilled these requirements, we repurposed a custom
one developed earlier by the authors for spatial audio coding
studies [77], extended to handle dynamic binaural rendering
scenarios.

1) Room and Reverberation Parameters: Room dimensions,
source, and receiver positions were randomized in each simu-
lated scenario according to the ranges and constraints shown in
Table III. Since the same randomization procedure was used in
the earlier rotation-only study of [44], the same 2500 random
room configurations generated in that study were re-used here for
an equitable comparison with those previous results. Regarding
acoustic conditions, instead of targeting a uniform distribution of
reverberation times and estimating absorption coefficient values
in order to achieve those, as is commonly done, we opted for
a more realistic simulation setting. Absorption profiles from
tables of typical acoustic materials [78] for wall, ceiling, and
floor surfaces were randomly assigned to individual surfaces for
each simulation scenario. In this manner we get a more realistic
distribution of reverberation times, shown in Fig. 2, and we avoid
unnatural cases, e.g., very long reverberation times in very small
rooms.

2) Random Head Rotation and Random Walk Simulation:
The random receiver positions indicated the listener position
for static and rotation-only scenarios, or the initial position for
walking scenarios. The sources were static across all three sce-
narios. Regarding the rotation-only scenario, 5 angular speeds
of yaw rotation were simulated as shown in Table III, uniformly
distributed across the 2500 simulated rooms (500 per rotation

Fig. 3. Distribution of the source-to-receiver distances for all the positions of
the simulated trajectories.

Fig. 4. Distribution of the source-to-receiver average distances for all the
positions of the simulated trajectories and the source-to-receiver distances of
the static scenario.

speed). Regarding the walking scenario, a random walk trajec-
tory composed from line segments was drawn in each simulated
room. A random horizontal walking direction was computed to
form the first walking segment; a new line segment at a new ran-
dom direction was added every time the trajectory encountered a
wall.3 The orientation of the head corresponded to the direction
of the walker. In addition, the head orientation was smoothly
rotated each time the walking direction changed. Based on
studies on average walking speeds [79], 5 different velocities
were generated: 0.8, 1.0, 1.2, 1.4, 1.6 m/s, uniformly distributed
across rooms (500 per walking speed). Finally, the distribution
of the source-to-receiver distances for all the trajectory points
(100 positions) is shown in Fig. 3, and their average distance
per trajectory is presented jointly with the source-to-receiver
distance of the static scenario in Fig. 4.

C. Evaluation Metrics

The investigated models are evaluated using separate metrics
for SDE and DOA estimation. For DOA estimation, we use the
standard DOA error, which is defined as follows:

EDOA =
1

N

N−1∑
n=0

σ(xR[n],xE [n]), (9)

3The complete details of the listener motion simulation are available in the
provided supplementary material which presents the entire dataset simulation.
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TABLE IV
RESULTS OBTAINED FOR SEPARATE MODELS FOR VARIOUS SCENARIOS

where n denotes the frame index over which the DOAs are
estimated by the model. The error is averaged over allN frames,
since in our experiments the sources are active throughout the
whole file.σ stands for the angular distance between two vectors:

σ = arccos

(
xT
ExR

||xE || · ||xR||
)

(10)

where xE and xR stand for the estimated and reference DOAs.
For source distance estimation, we use two metrics to ana-

lyze the model’s performance. Firstly, we compute the absolute
distance error:

EDist =
1

N

N−1∑
n=0

|dR[n]− dE [n]|, (11)

Here, dR and dE denote the reference and estimated distance,
respectively. As an additional measure, we calculate the relative
accuracy of the model. The relative accuracy measures the
number of frames in which the estimated distance falls in an
accepted threshold area, deviating from the target distance. This
measure might be more appropriate for practical applications,
where the performance is expected to be more accurate for closer
distances than for further ones. Here, we use a threshold of 10%
with respect to the reference distance:

RelAcc =
100%

N

N−1∑
n=0

1(|dR[n]− dE [n]| < 0.1dR[n]). (12)

In some scenarios, we reduce the SDE problem to a binary
classification problem, in which sources appearing closer than
5 m are considered “near” (positive one), whilst sources further
than 5 m are considered “far” (negative zero). In these cases, we
use the standard accuracy measure:

Acc =
100%

N

N−1∑
n=0

1(dbin,R[n] == dbin,E [n]), (13)

where dbin,R and dbin,E stand for the reference and estimated
binary distance labels.

V. RESULTS AND DISCUSSION

A. Results for Separate Models

Results for all evaluated scenarios performed by separate
DOAE and SDE models are presented in Table IV. The presented
numbers are average and standard deviation values, calculated

over a 5-fold cross-validation split. Generally, similar differ-
ences between scenarios can be seen for both tasks, with a few
notable exceptions. As a reference, we use two models from the
literature, one for each task. As explained in Section II, no study
has been found that would investigate a regression-based model
for data with a moving receiver and a wide range of azimuth and
elevation angles. Therefore, we selected two studies that were as
close to this one as possible, whilst accepting major differences.
For DOA estimation, we use the classification-based method
presented in [20] with two important changes: a) we change
the last layer of the model to a framewise output to allow for
evaluating the moving scenario; b) the output layer is adjusted
to the full range of azimuth angles [0◦, 360◦] in the utilized data,
resulting in 12 possible classes spaced every 30◦. For SDE, we
utilize the model proposed in [18]. Again, we adjust the DNN
to a framewise output and a wider range of distances. Here, the
final set consists of 6 classes, corresponding to the following
ranges of distances: [1, 2), [2, 3), [3, 4), [4, 5), [5, 7) and [7,14].

For DOA estimation, the highest error of 17.83◦ is observed
for the static scenario. For the dataset including head rotation,
the error drops by over 4◦ to a level of 13.14◦. Both results are
in line with our previous study [44], which showed significant
improvements from using rotation features. The positive effect
of motion-based cues in this case comes from the fact that, by
utilizing information about rotation, the model is able to use a
wider range of azimuth angles to avoid the cone-of-confusion
effect. Still, much larger improvements can be seen for a scenario
with a walking listener. Even for training without the use of
motion-based cues, the DOA error decreases to a value of 2.06◦,
which is an over 8-fold improvement over the static scenario.
The use of rotation features lowers the error further to 1.67◦,
whereas the addition of translation features does not seem to
significantly change the results.

The far-reaching improvements from the walking scenario
alone might be simultaneously linked to two different fac-
tors. On the one hand, the walking listener might cause im-
proved performance by entering an area from which local-
ization becomes easier, which in result can lead to a correct
DOA estimation. On the other hand, by exploiting a dynamic
receiver trajectory, the model receives information about the
sound source from a varying range of angles and distances.
This information might be beneficial at the temporal model-
ing stage in the recurrent layers, where the inter-frame con-
text might improve the results for less advantageous receiver
positions.
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Analogously to the localization task, the worst performance
for sound distance estimation is observed for the static scenario,
with a distance error of 1.51 m and relative accuracy of 16.93%.
This is a considerably high error, showing that achieving good
source distance estimation performance for a wide range of
distances and angles is a highly challenging task for binaural
recordings. As expected, using motion-based features for a
rotating head improves the error significantly by 0.17 m and
1.84 p.p. Similarly to DOAE, rotating the head benefits distance
estimation by yielding more angles from the receiver, hence pro-
viding better distance dependent features such as echo patterns or
direct-to-reverberant ratio cues. Contrary to source localization
though, the walking scenario does not appear to decrease the
error when compared with the rotation scenario. For a model
without the use of motion-based cues, the distance error goes
back up to 1.50 m. Rotation and translation features reduce this
value to 1.46 m, which however is still a higher number than
for the rotating head case. The noticeable difference might be
caused by the fact that for the walking scenario the models are
supposed to estimate dynamically changing distances, which
is a harder task compared with a static distance throughout
the whole clip. In this case, the motion-based cues partially
offset the difficulty by providing explicit information about the
movement. However, a static receiver with a changing angle
seems to perform better, since a constant distance can be more
easily exploited by covering a wide azimuth range.

In the following column, we present the additional model
which performs SDE in a binary classification manner. Here, we
observe that despite the high distance error for regression-based
estimation, satisfactory results can be achieved for a simplified,
coarse classification task. For a static receiver, we obtain an
accuracy of 74.38% and 75.38% for a scenario with and without
a rotating head, respectively. Interestingly, results for a walking
scenario, whilst still good, are noticeably worse than for a
static receiver, showing an accuracy of around 71%, with an
additional increase to over 73% when using translation features.
The observed drop in performance might be caused by the nature
of coarse classification, in which the label of each sound source
does not change throughout the clip as long as the source does
not cross the border of 5 m, causing a possible mismatch with
the tracking of the dynamic listener’s position.

The last two columns present results obtained for the reference
models. The DOA model achieves an accuracy of 24.38% for
the static scenario, which compared with the accuracy of over
99% [20] reported in the original study shows the the model
does not generalize well for a large numbers of rooms and a
wider set of azimuth angles. For a moving scenario the accuracy
drops to 8.80%, further indicating the method’s low robustness
to dynamically changing conditions. The SDE model shows
an accuracy of 22.91%, which similarly to the DOA model
is a significantly lower score compared with the original pa-
per [18], in which the method achieved results between 44.82%
and 98.47% depending on the testing conditions. Interestingly,
distance estimation improves slightly for the moving scenario,
increasing the performance to 27.73%. That might be due to
the use of temporal information via RNNs, which analogously
to our proposed method, takes advantage of the inter-frame

dependencies to model the receiver’s movement. While the
reference results do not compare with the proposed method
because of largely different approaches and evaluation methods,
the reported scores show that binaural source localization and
distance estimation for a wide range of angles and distances is
a challenging task that needs further investigation.

B. Results for Joint Models

Next, we perform the same experiments with the joint SDEL
task models, with the final results presented in Table V. Most
noticeably, the performance of both tasks seems to decline
in most cases when compared with the separate models, an
expected effect resulting from modeling two tasks with a single
DNN of a similar complexity. This might be partially offset by
further fine-tuning of the model parameters, which is out of the
scope of this study.

For all joint model types, the differences between the inves-
tigated scenarios are generally similar to the observations made
in the previous stage of the study - a static scenario shows worst
performance, with a notable boost when using a rotating head
and an even higher improvement when switching to a walking
listener. Most importantly, while translation features seem to
have a negligible effect on the general performance of separate
DOAE and SDE models, they appear to have a higher influence
on the SDEL task. For both the single task and the multi task
approach, adding rotation and translation features increases the
DOA error when compared with rotation features alone - from
6.91◦ to 8.83◦ for the single task method, and from 6.48◦ to
10.05◦ for the multi task model.

On the contrary, translation features seem to improve the
distance error for both cases - from 1.90 m to 1.79 m for the
first model, and from 1.52 m to 1.45 m for the second. In
both cases, the total distance error improves over the model
utilizing a rotating head, which is another distinction from
the experiments performed with separate models. The positive
impact of translation features is further demonstrated for the
multi-task model with binary SDE, where the accuracy improves
by 6.13 p.p. over the rotation features alone. On top of that,
the distance estimation performance for the multi-task approach
with regression-based SDE is on par with the separate SDE
model evaluated for the same scenario (1.45 m vs. 1.46 m). These
results show that when opting for joint SDEL DNN training,
both motion-based features provide valuable information about
the receiver’s position, allowing especially for a more accurate
prediction of the source-to-receiver distance. However, it is not
clear why translation features might in some cases affect the
DOAE performance in a negative way.

Comparing the three proposed methods for performing joint
SDEL, the multi-task approach with binary SDE seems to be
the worst performing one for all scenarios. While in most cases
the observed accuracy is comparable with the separate model
(with only the walking listener with and without rotation features
having considerably lower performance), the DOA error remains
the highest for all performed experiments. The low performance
of the SSL part might be again caused by the different nature of
coarse classification, in which binary SDE labels do not relate
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TABLE V
RESULTS OBTAINED FOR JOINT SDEL MODELS - USING A SINGLE TASK APPROACH AND A MULTI-TASK APPROACH IN TWO VERSIONS - WITH A

REGRESSION-BASED SDE BRANCH (REGRESSION SDE) AND A BINARY SDE CLASSIFIER (BINARY SDE)

to direction-of-arrival vectors as directly as explicit distance
values. We also note, that in this case both tasks are trained
with different loss types, which might increase the inter-task
mismatch even further.

Amongst the fully regression-based models, the multi-task
approach seems to outperform the single task method in most
cases. While the single task model achieves a lower DOA error
of 8.83◦ for a walking listener with a full set of motion-based
cues, the multi-task shows better DOAE performance in all
other scenarios. Most notably, for the “Walking” case with
rotation features, the model achieves a DOA error of 6.48◦,
the lowest value amongst all SDEL models, and a very good
general performance on the overall joint task. Analogously for
the SDE part, the single task approach achieves a slightly lower
distance error for a static scenario and a walking scenario without
additional features. However, in both these cases the general
error is very high, almost double the value of other models. In
all remaining cases, the multi-task approach significantly outper-
forms the single task method, particularly for the combination
of rotation and translation features. In this case, the multi-task
model achieves distance error lower by 0.34 m, which is the
best outcome amongst all SDEL experiments. These results
suggest that the multi-task approach is generally more efficient
at tackling the tasks of DOAE and SDE jointly, which is also
in line with the conclusions from our previous study on joint
proximity and direction classification [55]. While the single task
method offers a physically intuitive definition of the problem,
where the direction-of-arrival and distance are combined into
a single x, y, z position, the multi-task model allows for sep-
arate optimization of two distinct output branches, whilst still
exploiting shared inter-task information in the first layers of the
DNN.

In Fig. 5 we show two examples of differences between
ground truth values and model predictions in a moving scenario.
The results are shown for calculated azimuth and distance out-
puts. As can be seen in Fig. 5(a), the azimuth predictions more
or less follow the ground truth values. Most notable differences
are shown from the 570th frame onwards, where the slope for
model predictions is much steeper than for ground truth values.
Larger differences can be seen for distance outputs, as in Fig.
5(b). Even though the model predictions seem to follow a similar
pattern of increasing and decreasing values, the shape of the
slopes are largely different from the reference curve. The most
striking difference is a sudden jump of 2 m in the distance
value, located around the 310th frame. These jumps in values

are related to transitions between separate sequences modeled
by the DNN. The model analyses each sequence separately,
without temporal knowledge about the neighbouring time spans,
potentially leading to inconsistent predictions between different
sequences. This effect can be sometimes seen also for azimuth
values, as presented in 5(c). Even though the predictions follow
the ground truth values, two abrupt value changes can be seen
around the 250th and 500th frame. In both cases the jumps
create a larger deviation from the reference curve, since frames
following the first value in a sequence are biased by the former.
The outcome of this error is even more visible in Fig. 5(d), in
which we observe large jumps in distance values of over 1 m for
the same frames. This problem might be generally mitigated
by modeling longer time sequences inside the DNN model,
as well as by the utilization of smoothing techniques in the
post-processing phase. A technique allowing for transferring
temporal information between sequences might help to solve
this issue in a more generalized way.

C. Effects of Acoustic Conditions

Fig. 6 depicts the DOA and distance errors with respect to
walking speed (for the “Walking” scenario), source-to-receiver
distance, direct-to-reverberant ratio and room reverberation
time. The presented results are calculated for models performing
SDE and SDEL separately and for the following scenarios:
static, head rotation, and walking listener with rotation features
and with a full set of motion-based cues.

The relation between the distance error and walking speed for
a moving receiver is displayed in Fig. 6(a). The error decreases
for the speed of 1 m/s as compared with 0.8 m/s by 0.04 m for
both analyzed models, however for higher speeds the perfor-
mance seems to steadily deteriorate. One exception occurs for
the highest speed of 1.6 m/s when utilizing all motion-based
cues, which in contrast to other cases, seem to outperform the
use of rotation features alone. As for DOA estimation (Fig. 6(b)),
the relation seems to be less obvious. For a model trained with
rotation features only, the error stays at the same level of 2◦ for all
walking speeds, with an exceptional drop to 1◦ for 1 m/s. When
using both rotation and translation features, the performance
generally increases from 3◦ for 0.8 m/s to 4◦ for 1.6 m/s. On the
whole, the walking speed of 1 m/s shows best results for most
investigated cases.

Subfigures 6(c) and 6(d) show the distance and DOA errors
depending on the source-to-receiver distance in the file. As
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Fig. 5. Plots depicting exemplary differences between ground truth values and model predictions for a joint multi-task SDEL model in a moving scenario.
Comparisons are shown for azimuth angles and distances.

for distance estimation, we observe a very similar pattern for
the static and head rotation scenario, in which the error starts
at around 1.4 m for the near range of 1-2 m and then drops
to a level of around 1 m for 2-5 m. For a source-to-receiver
distance above 5 m, a steep increase can be observed, with the
error going up to 2.73 m and 3.29 m for the rotation and static
scenario, respectively. This drastic drop of performance can be
explained by a much lower direct-to-reverberant ratio for longer
distances, which can significantly hinder distance estimation,
which hugely relies on energy-based cues. In contrast to both
static scenarios, the walking scenario presents an almost straight
line at around 1.5 m for the whole distance range. This shows
that by utilizing a dynamic receiver, the model is able to average
the information from different positions, effectively flattening
its dependence on the source-to-receiver distance. As for the
DOAE model, an analogous pattern for both static scenarios can
be again observed, with a consequent drop of DOA error for
distances in the range of 2-5 m and a slight increase above 5 m.
Similarly to SDE, for the walking receiver we observe a fairly
straight line, with an exception of a minor drop of error above
2 m, which further proves the aforementioned conclusions. We
also note that for all distance ranges the DOA error stays below
5◦, which is generally a very good outcome.

In subfigures 6(e) and 6(f) the errors’ dependence on the
direct-to-reverberant ratio is shown. As for SDE, there is a
consequent decline of distance error with the increase of DRR
from −20 dB up to 5 dB for the “Static” and “Rot” scenarios.
The steady improvement of the models’ performance is linked

with the source energy being more pronounced in the signal,
making distance estimation less demanding. Interestingly, for
both scenarios we observe a slight increase of distance error
for the range of [5, 10] dB. This effect might occur due to the
loss of some reverberant information, which might be helpful in
certain cases. Contrary to that, both models trained for a scenario
with a walking listener show a nearly flat characteristic, which
is beneficial when dealing with low values of DRR. However, in
the range of [−5, 5] dB the static models achieve better results.
DOAE performance is following an analogous pattern for static
scenarios, where the DOA error is consistently dropping, whilst
the DRR is increasing. Worth noting is the difference of 25.30◦

between the “Static” and “Rot” scenarios in the range of [−20,
−15] dB, showing that especially for low DRRs the effects of
a rotating head help to capture more information from different
angles, significantly improving the estimation performance. Yet
again, models trained for the “Walking” scenario present mostly
equal performance across all DRR ranges, largely outperfoming
their static counterparts in all cases.

Finally, the effect of room reverberation is shown in subfigures
6(g) and 6(h). For both static scenarios and SDE, the curves
depict a relatively flat characteristic for the range up to 3 s with
a notable increase of distance error in the range between 3 s and
9 s, in which the reverb might have a higher impact on the results
by lowering the DRR. Results for the walking scenario seem to
follow a more complicated pattern - for a model utilizing only
rotation features, the highest distance error of 1.59 m is observed
for the range of 1-2 s, whereas the best performance is shown
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Fig. 6. Plots analysing the DOA and distance errors with respect to source-to-receiver distance, reverberation time, direct-to-reverberant ratio and walking speed.
The presented results are shown for tasks performed by separate models.

for RTs between 2 s and 3 s, with an error of 1.33 m. Although,
similarly to the static cases, the performance decreases again
for higher RT values, the performance seems to be still better
than for the middle range of 1-2 s. The model trained with
all motion-based features follows an identical pattern, with a

slightly higher distance error for most cases. The curves show
a particularly different dependence for the DOA error, which
reaches the highest values for low RT values in the range 0-1 s
when analyzed in a static scenario. For a model trained with
rotation features (which analogously to other cases, performs
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overly better than a completely static model), the error drops
by a large number of 15.16◦ when moving to the 1-2 s range,
achieving the lowest error of 1.81◦ for RT between 2 and 3
seconds. Such a massive difference shows the importance of
reverberant information for correct binaural source localization,
in which low RT disables the use of wall, floor and ceiling
reflections to improve DOA estimation precision. However, we
note a decrease of performance for the range of 3-9 s, in which
the amount of reverberant might dominate the direct sound
to a higher extent. The decrease is less severe for the model
utilizing rotation features, showing that a rotating head might
partially offset this issue. Interestingly, for both models that
utilize a walking listener, no significant differences in DOAE
performance can be observed. Similarly to the previous plots,
regardless of the set of features utilized, the DOA error seems
to stay at a relatively stable level of 1-3◦ for all RT values. It is
worth noting that similar values are obtained for a static scenario
in the RT range of 1 s to 3 s. However, for other reverberation
time values we observe much higher DOA errors due to a lack
of reverberation information or a very low DRR. The use of a
moving receiver effectively counters this problem by showing
equally good performance for all RT values.

D. Effects of Background Noise

The present work focuses on studying motion-related effects
on reverberant source localization with simulations in order
to assess their importance independently from other factors
encountered in real life scenarios, such as background ambient
noise, or errors and biases in the provided listener rotation or
translation information. However, to give a basic perspective
on more realistic conditions, we present some results including
different levels of background noise. To test the models in noisy
conditions, we utilize real ambient noise recordings from the
TAU-SRIR DB database.4 The recordings are converted from
their original first-order Ambisonic format to binaural using the
magnitude-least squares decoding method [80]. Four cases are
tested based on the SNR between the simulated binaural speech
signals and the ambient noise level, with target SNRs of 5, 10,
15 or 20 dB. The noise signals are selected randomly for each
simulation scenario of binaural speech signals for the moving
listener according to each specific SNR scenario.

Table VI presents the results for the joint multi-task regression
model. As can be seen in the first column, both DOA and distance
errors increase significantly after the addition of background
noise to the testing set only. Minor differences between SNR
ranging from 10 dB to 20 dB can be observed, with the DOA
and distance errors increasing by at least 9.26◦ and 0.33 m
respectively. An even more significant drop in performance is
seen for an SNR equal to 5 dB: the DOA error increases to
23.06◦, whereas the distance error achieves the highest value of
1.89 m. These results can be explained by the total exclusion of
background noise from the training process and lack of training
techniques targeted to generalize the models to noise. However,
as shown in the second column, the performance of the model
increases significantly when noise is also present in the training
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TABLE VI
RESULTS FOR A JOINT MULTI-TASK MODEL AS TESTED ON DATA WITH ADDED

BACKGROUND NOISE

set. For the DOA estimation part, the error drops to the range
between 12.55◦ and 14.32◦, which is closer to the original results
without noise. Improvements for distance estimation appear to
be smaller, with an error ranging from 1.65 m for 20 dB to
1.71 m for 5 dB. The reason for the poorer performance of
the SDE branch might be related to noise affecting important
distance cues such as the DRR, since the binaural ambience has
mostly diffuse properties not unlike the late reverberant speech.
Further work is required to assess which are the most important
features being affected by background noise the most. These
results might be further improved by utilizing specific techniques
to increase robustness to noise in the data such as dropout or prior
denoising.

VI. CONCLUSION

In this paper, we propose a method for improving binaural
sound distance estimation and sound source localization by
utilizing a scenario with a walking listener. Our method is tested
for a large dataset of realistic scenarios, including 2500 differ-
ent rooms and a wide continuous range of source-to-receiver
distances and directions-of-arrival of sound sources. On top of
traditional spectral features, we propose two motion-based cues,
namely rotation and translation features, which are proven in our
experiments to have a significant impact on the performance of
both tasks. Especially for the DOAE task, the inclusion of these
cues decreased the error to 1.66◦ as compared with 17.83◦ for
a standard static scenario. In addition to improving the general
scores, a more detailed analysis shows that a walking listener al-
lows for flattening the error’s dependence on source-to-receiver
distance and room reverberation time, making both tasks more
robust to most acoustic condition changes.

On top of investigating SDE and DOAE separately, we
propose two methods of performing them by a joint model.
Comparing a single-task and multi-task approach, we show that
the latter method outperforms the state-of-the-art technique of
position estimation in most testing scenarios. The joint modeling
of two tasks leads to an expected decrease of performance on
both sides, which might be offset by parameter fine-tuning and
different architectural choices. Moreover, we note that despite of
notable improvements for distance estimation, it is nevertheless
challenging to obtain satisfying results due to the constraints of
binaural audio. Finally, the described results should be further
proven by experiments performed on real-life data, which is
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difficult to obtain for a large variety of testing scenarios. Hence,
these problems shall be explored in our future works.
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