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Analysis and Design of Head-Tracked Compensation
for Bilateral Ambisonics

Or Berebi ¥, Zamir Ben-Hur

Abstract—Virtual and augmented reality technologies demand
high-quality spatial sound recording and playback through head-
phones. However, achieving high-quality binaural reproduction
requires a complex recording system and a large number of mi-
crophones. To address this issue, a recent study proposed Bilat-
eral Ambisonics, which involves capturing the sound-field using
two low-order microphone arrays located ear-distance apart. We
present an analytical analysis of the limitation of a previously
suggested head-tracking compensation solution to Bilateral Am-
bisonics. An alternative approach is proposed to overcome these
limits in which the translation operation is band-limited. A subjec-
tive evaluation and a listening test are provided and complement
the findings of the analytical analysis. Results indicate that in a
static scenario, compensating for small lateral head-rotations up
to £30° with good accuracy is possible for microphone arrays of
spherical harmonics (SH) order of 1 and for medium rotations
of up to +60° with SH order of 2. When a dynamic scenario
is considered, Bilateral Ambisonics of order 2 were comparable
to High-order Ambisonics, and Bilateral Ambisonics of order 1
provided performance comparable to third order Ambisonics with
MaglLS.

Index Terms—Spatial sound, head-tracking.

I. INTRODUCTION

INAURAL reproduction, which involves the computation
B of headphone signals, is employed in spatial audio process-
ing applications, including virtual and augmented reality [1],
music playback, room auralization, and more [2], [3]. A com-
mon format for presenting the spatial audio signals in these
applications is Ambisonics [4], which is typically derived from
recordings with spherical microphone arrays [5]. In the process
of binaural reproduction, Ambisonics signals are combined with
a Head-Related Transfer Function (HRTF) [6] to compute the
sound pressure at the listener’s ears.
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Although widely used, a significant limitation of the Am-
bisonics format arises from the fact that it may not lead to high-
quality binaural signals when the number of microphones in the
array is small, which is typically the case with commercially
available spherical microphone arrays [7]. The limited quality,
in the case of spherical harmonics (SH) encoded HRTFs, is
mainly the result of HRTF SH order truncation errors [8], [9].
The latter may not apply to virtual loudspeaker decoding, but
even with this approach low-order Ambisonics may still lead to
limited spatial resolution in the reproduction [10]. One recent
approach to overcome the limitations imposed by low-order Am-
bisonics binaural reproduction for headphones is by capturing
the sound-field with two low-order spherical microphone arrays
in a framework referred to as Bilateral Ambisonics [11], [12],
[13]. This approach is based on the Binaural B-Format [14].
While the Binaural B-Format approach uses st order Am-
bisonics with a minimum-phase approximation of the HRTF,
Bilateral Ambisonics is formulated to an arbitrary SH order and
utilizes the ear-aligned HRTF representation, which has been
demonstrated to reduce the effective SH order of the HRTF,
preserving the HRTF phase information and the ITD [15]. In
Bilateral Ambisonics reproduction, the two microphone arrays
are positioned at the assumed locations of the listener’s ears
as, opposed to Ambisonics, where a single microphone array is
positioned at the assumed listener’s head center-position.

One drawback of Bilateral Ambisonics compared to Am-
bisonics is that compensating for the listener’s head movements
is not as straightforward as in the Ambisonics case [13], [16].
This is vital for compensating for the motion of the listener’s
head, and also in order to exploit dynamic cues, which are
widely known to improve localization quality [17], [18]. Head-
tracked rendering is inherently complicated for Bilateral Am-
bisonics, as the sound-field in Bilateral Ambisonics is defined
around the ears, and rotation of the listener’s head leads to
a discrepancy between the microphone-array positions (which
remain unchanged) and the listener’s ear positions. Therefore,
re-alignment at the locations of the ears and microphone-array
is required to generate the binaural signals.

This paper presents a detailed analysis and design of a adaptive
head-tracked compensation method for binaural reproduction
utilizing Bilateral Ambisonics. The initial design was previously
proposed by the same authors of this work in a conference
paper [19], which included minimal evaluation and suggested
that the proposed method significantly impairs the quality of
binaural signals when low-order Bilateral Ambisonics signals
are used, even with compensation for small head-rotation angles.
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In this work, we enhance the original design by introducing
a band-limited translation operation combined with a broad-
band rotation operation and show how this approach greatly
improves the performance of the previously suggested method.
Additionally, we provide a comprehensive analytical analysis
that sheds light on the limitations of the method. Numerical and
subjective listening tests support the findings of the research.
The key contributions of this work include:

e Theoretical and numerical evaluation of performance for
the approach presented in [19], leading to insight and
formulations for the limits of performance, in particular
the upper frequency for which this presented approach is
expected to work well.

® The proposal and evaluation of an improved method for
head-tracking compensation, that extends the limits of
performance in terms of bandwidth under measures that
are related to perception, i.e. magnitude error.

® Objective evaluation and a listening test evaluating the
quality of the proposed method compared to the previous
method, clearly demonstrating its perceptual benefits.

These contributions address the initial design’s shortcomings
and significantly improve the proposed head-tracking compen-
sation method for binaural reproduction using Bilateral Am-
bisonics.

The paper is organized as follows. Section II reviews the
mathematical formulation for binaural reproduction in the SH
domain with standard Ambisonics and Bilateral Ambisonics,
and includes the mathematical fundamentals of head-tracking
compensation in the context of standard Ambisonics. Section II1
mathematically formulates the recently proposed method for
head-tracking compensation with Bilateral Ambisonics. The
limitations of this method are formulated in Section IV. The
modified method is presented in Section V. Sections VI and
VII present simulation studies evaluating the accuracy of the
proposed method compared both to its original form, and to
high-order Ambisonics reproduction and low-order MagLS Am-
bisonics reproduction [20]. A listening experiment complement-
ing the findings of this research is presented in Section VIIIL.
Section IX provides concluding remarks for the research.

II. MATHEMATICAL BACKGROUND

This section presents the mathematical framework for binau-
ral reproduction using standard Ambisonics and Bilateral Am-
bisonics, along with a discussion on head-tracking compensation
with Ambisonics. It aims to establish the notation and provide
the background equations for non-expert readers.

A. Ambisonics

Binaural signals, which represent the sound pressure observed
at both ears, can be rendered by combining an Ambisonics
signal [10] with a left and right SH domain representation of
the HRTF [21]. This computation can be described as [22]

n

N
PRE(R) =" Jnm (k)] hELE (k) (1)

n=0m=—

where p’/ (k) are the left/right binaural signals with wave-
number £k = Q%f, f is the frequency, and c is the speed of
sound. The Ambisonics signal, @, (k) modified to a,., (k) =
(=1)™[a@n(—m)(k)]*, is obtained from sound pressure measure-
ments using a spherical microphone array or simulations [10].

The left/right HRTF SH coefficients [23], ﬁ,/,lR(k), can be
measured or simulated independently. In practice, both a,,, (k)
and hy,,, (k) are available only up to finite orders, N, and Ny,
respectively. The maximum order N for the summation in (1) is

determined as:
N = min (N,, Nj) (2)

When a.,,, (k) is obtained from a spherical microphone array, N,
is typically smaller than N}, leading to HRTF order truncation
at N,. This truncation affects spatial resolution and frequency
content, impacting spatial sound perception [24].

B. Bilateral Ambisonics

To mitigate the effects of HRTF order truncation mentioned
earlier, the concept of ear-aligned HRTF is introduced [15].
This approach reduces the HRTF’s effective order and better
preserves phase and magnitude information. Bilateral Ambison-
ics combines ear-aligned HRTF with two Ambisonics signals,
one for each ear, resulting in the following binaural signal
equation [11], [12]:

N n
PR =0 N Ak w)] ek R o)
n=0m=-n

Here, Fz%@R(k) represents the left/right ear Bilateral Ambisonics

signals, and hf”Ln/ R(k) are the left/right ear-aligned HRTF SH

coefficients. Note that hn%@/R(k) can be directly computed from
h,Ll/,LR(k) [15], however, dTL”/nR (k) are considered as known (mea-
sured or simulated) and not as estimated from the head-centered

Ambisonics signal @, (k).

C. Head-Tracking Compensation

With Ambisonics Head movement plays a crucial role in lo-
calizing stationary sound sources and creating a convincing bin-
aural experience [17], [18]. Three-degrees-of-freedom (3DoF)
head-tracking compensation involves adjusting the sound-field
orientation to account for the listener’s head movements [16],
typically using sensors in VR headsets. This compensation cor-
rects the difference between head-centered and world-centered
coordinate systems. Ambisonics signals are initially based on
the head’s orientation, and as the listener’s head rotates, sound
sources rotate with it. This is corrected by counter-rotating
the Ambisonics signal to maintain sound source orientation
unaffected by head rotation.

The orientation change due to the head-rotation can be charac-
terized using Euler angles, denoted as ((«v, 3,)) [25]. Here, the
zyz sequence of rotation axes will be used. Ambisonics signals
can be accurately rotated in the SH domain using a weighted sum
of the Ambisonics signal and the Wigner-D function, denoted
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as D%m’(aa ﬂa’}/): [16]9 [26]

a:Lm(k): Z anm'(k)Dfnm/(aaﬁafY) 4

m/'=—n

This compensation technique ensures that the sound sources
remains spatially stationary with head movements.

III. HEAD-TRACKING COMPENSATION

for bilateral Ambisonics Head-tracking compensation in the
context of binaural reproduction with Bilateral Ambisonics is
fundamentally different from head-tracking compensation with
Ambisonics. The difference lies in the fact that the Bilateral Am-
bisonics signals are captured at the ear positions, and therefore
head-rotation changes these ear positions. This section presents
a method for compensating for this change.

A. An Overview of the Head-Tracking Compensation

Process Fig. 1 shows the entire process, from the original
recording to compensation for head-rotation during playback.
In the first stage of this process, as illustrated in Fig. 1(a),
the sound-field is composed of a single source in free field,
captured by two microphone arrays (represented by the mi-
crophone symbols). Then, Fig. 1(b) shows the listener wearing
headphones, with his/her ears located at the position that repre-
sents the microphone array positions in the virtual environment.
The headphones play the binaural signals generated using the
Bilateral Ambisonics process described in Section II-B. The
listener now perceives a virtual source from the direction of
the real source (about 30° to the left), outlined in the figure with
a dotted line.

Fig. 1(c) illustrates what happens next - the listener rotates
his/her head, but the binaural signal remains the same, i.e. there is
no compensation for head-rotation. The virtual source therefore
changes its position instead of remaining stationary. However,
the captured Bilateral Ambisonics signals of Fig. 1(a) can be
manipulated to preserve the virtual source spatial stationarity.
Fig. 1(d) and (e) illustrate this process in two stages. First, as
illustrated in Fig. 1(d), the microphone arrays are translated to
the new ear positions, denoted by the blue microphone symbols.
In the second stage, both virtual microphone arrays are rotated
to align with the new head orientation, as illustrated in Fig. 1(e).
The translated and rotated virtual microphone arrays can now be
used as Bilateral Ambisonics signals to generate new binaural
signals to be played back via headphones, as illustrated in
Fig. 1(f). With this head-tracking compensation applied, the
virtual sound source is perceived to be stationary in space,
despite head-rotation.

B. Translation of a Sound-Field

Having outlined the concept of head-tracking compensation
for Bilateral Ambisonics, this process is now formulated math-
ematically. Note that the mathematical derivation is written
only for the left ear Bilateral Ambisonics signal for notation
simplicity. Sound-field representation as a infinite continuum of
plane-waves is assumed here. The plane-wave amplitude density

=
s
HO

(a) Recording by two microphone (b) Playback of binaural signals
arrays to capture the Bilateral generated using the Bilateral Am-
Ambisonics signals bisonics method

Z

=

=

(c) Playback after head-rotation (d) Translating the virtual micro-
without head-tracking compensa- phone arrays to the new ear posi-
tion. The virtual source follows tions

the head movements

v&

(e) Rotating the virtual micro- (f) Playback after head-rotation
phone arrays with head-tracking compensation.
The source remains stationary

Fig. 1. Head-rotation compensation for Bilateral Ambisonics recording
played-back via headphones.

(PWAD) function a(k, 2) represents the amplitude at the center
of the coordinate system.

The listener head-center is defined at the coordinate system
origin and the left ear position before head-rotation is denoted
by the vector r, (see Fig. 1(a)). The sound pressure at r, can be
computed by integrating over all plane-wave contributions:

p(k,ra) = / a(k, Q)eif‘(ﬂ)'radQ 5)
Qes?

where k(Q) refers to the wave vector at wave-number &, and
direction of arrival 2 [27]. = (0, ¢) € S? denotes the spatial
angle, composed of 6 € [0, 7] (the elevation angle), which is
defined as the angle measured downwards from the Cartesian
z-axis, and ¢ € [(0, 27] (the azimuth angle), which is defined as
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the angle measured counterclockwise from the z- axis in the zy
plane. Additionally, [, ¢.(.)d2 = f Jo ()sin(0)dodg.

In a similar manner, the pressure at the ear position after the
head-rotation ry, as depicted in Fig. 1(d), can be written as

p(k, ) = / a(k, Q)M e d0
Qes?

_ / ok, Q)i K@) ro K@) rat k(@) ra) g0y
Qe8?

_ / la(k, Q)eiﬁ(ﬂ)»ra]eil:(Q)-(rbfra)dQ (©6)
QeS?
From (5) and (6) we can formulate the translation operation as
™" (k, Q) = a” (k, Q)R rore) (7)
and denote the translation function as
EE(k,Q) = k() (rp-ra) (8)

where a”(k, Q) = a(k, Q)e’*(7Ta_ Note that ry, can be cal-
culated from the initial ear position r, and the rotation angles
(«, B,7y) using Euler rotation matrices:

'y = Rz (a)Ry (B)RZ (V)ra (9)

where R, and R, are the 3 x 3 Euler rotation matrices [25].
The head-rotation angles («v, 3, ), are assumed to be available
from a head-tracking device.

C. Rotation of the Translated Sound-Field

Similar to what has been discussed in Section II-C and illus-
trated in Fig. 1(e), the translated Bilateral Ambisonics signal also
experiences a change in orientation. Changing the orientation of

a®7 (k,Q) can be performed in the SH domain, and applied to
ak7 (k), the SH coefficients of al™ (k, Q):

n

&nm(k) - Z nm/(k)D:an (a7B7’Y)

I—

(10)

m=—-"n

Equation (10) results in @, (k), which represents the head-
rotation-compensated Bilateral Ambisonics signals.

IV. LIMITS OF PERFORMANCE

This section presents the inherent limitations of the head-
tracking compensation method derived in Section III. To com-
pensate for head movements, a(k, 2) undergoes translation with
(7) and rotation with (10). The rotation operation on the Bilateral
Ambisonics signals is accurate and does not introduce any
error [26]. However, the translation operation does introduce
error, which limits the accuracy of the proposed method. This
error is formulated and analyzed next. Note that in the derivation
that follows, the superscript “/ denoting the left/right ear is
removed for brevity.

Let aoo(k, ) denote the full-order plane-wave amplitude
density function. a.(k,{2) can be written as a superposition
of an order N plane-wave amplitude density function, a(k, ),
and a residual, a.(k, ), representing orders N + 1 and above:

oo (K, Q) = a(k, Q) + ac(k, Q)

Y Y A (R)Y(9Q)

n=N+1m=-n
(11)

N n
=>"> " am(b)Y,

n=0m=-n

with ¥, () denoting the SH functions [28].

Translating the full-order plane-wave amplitude density func-
tion a (k, 1) has been shown to be exact [27], [29]. Therefore,
translating a.,(k, 2) with (7) should lead to an accurate rep-
resentation of the sound-field at the new position. Substituting
(11) into (7) and (8) leads to

al (k, Q) =a(k, Q) E(k,Q) + ac(k, Q) E(k, )

a’ (k, Q) + a7 (k, Q) (12)

with a” (k, Q) and a7 (k, Q) denoting the translated plane-wave
amplitude density functions. In the practical case, only a” (k, Q2)
is available, and so a (k, 2) can be considered to be the trans-
lation error of a7 (k, 2) with respect to a’_(k, Q).

An analysis of the highest and lowest SH orders of a? (k, 2)
determines the range of orders which contain translation error.
These extreme orders can be computed from the highest and
lowest SH orders of a.(k, ) and E(k, (), as a (k, Q) is the
product of these two functions [30]. Following (11),

N, =N+1
No. = o (13)

are the low and high SH orders of a(k, (), respectively, and
following (7) and (8),
Ng=0
Ng(k) = klry, — ra (14)

are expressions for the low SH order and high effective SH order
of E(k,). Ng(k) is referred to as an effective SH order due
to the fact that F(k, Q) of (8) can be written as a summation of
SH and spherical Bessel functions j,,(-) [31]:

'L (rp—ra)

E(k, Q)=

=30 3 dmin(blen —ra (000 Y, (©)

~ Z Z 471" i (k|ry — ral )Y, (Q0)]

n=0 m=-n

Y (Q)
5)

with € denoting the direction of arrival of the plane-wave vector
k. The approximation in (15) can be relatively accurate if N (k)
satisfies (14), because j, (k|ry, — ra|) decays as a function of n
forn > k|rp, — ral [27].

Now, the highest effective SH order of al(k,€2) can be
calculated as the addition of the maximum orders of its two

factors [30]:
Naz = Wae +Ng =00 (16)

and the lowest order can be computed as the smallest difference
in the orders of the two functions [30]. When Ng(k) > N,
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this difference becomes zero because [V, 0 = N + 1. However,
when Nz (k) < N, the difference is higher, leading to
N,. (k)= {(J)\H 1—klrp —ra| , ifNp(k) <N

-
—Lal

, otherwise an
Therefore, orders lower then V.- (k) can be considered accu-
rate, since for these orders a? (k, §2) has negligible magnitude,
and so

a”(k,Q) ~ a" (k,Q) (18)

The analysis presented above leads to several important obser-
vations.

e The accuracy of a” (k, (2) decreases as k increases. This is
because IV, (k) decreases as a function of k, leading to a
higher translation error at the high frequencies.

e The accuracy of a” (k, 2) decreases as translation distance
increases, due to the increase in |rp, — r,|. This means that
compensation for larger head-rotation is prone to higher
error.

e a7 (k,Q) can be considered as exact, i.e. (18) is only
satisfied when N, (k) > N. Denote by f; the frequency
at which this condmon is satisfied. fi can be calculated
by substituting (13) and (14) into (17) using the relation
f =% for Ng(k) = 0.5:

C
 4r|rp — ra) (19)
with ¢ denoting the speed of sound.
¢ Another useful parameter that can be deduced from (17) is
the frequency f, above which all orders can be considered
to be as inaccurate. fy can be calculated by substituting

(13), (14) into (17) for the equality Ng(k) = N + 1:
c(N+1
fa= (7) (20)
27|ryp — ra

V. HEAD-TRACKING COMPENSATION

With band-limited translation The inherent limitations of
the proposed head-tracking compensation method have been
presented in Section IV. According to (20) and (19), the trans-
lation can be considered exact for f < fi, partially accurate for
f1 < f < fs, and inaccurate for f > f5. Inaccurate translation
may impair the externalization and localization of the perceived
binaural sound [32].

In this section a perceptually motivated approach is proposed
to mitigate this problem. Previous research has provided evi-
dence indicating that phase information may play a relatively
less significant role in terms of spatial sound perception at high
frequencies [20]. Since the translation of the Ambisonics signals
involves phase manipulation, it may be perceptually beneficial to
refrain altogether from altering the phase of the Ambisonics sig-
nals at frequencies for which translation is inaccurate and phase
is less important for perception. This means compensating only
via the rotation operation of (10). This approach is formulated
next.

In Section I11, the translation in (7) was applied for all values of
f.Itis now suggested to limit the bandwidth of (7) to frequencies

lower then f.. The bandwidth-limited translation is denoted as

aEW(kaQLfC) = a(k7Q)EBW(kvga fC) (21)
where
Egw(k, €, fc)
QﬂfL 1
E(k,Q), k< 7
= CB,0)(1 - o) +a, ZhL k<A
1, k> 2ley/2
(22)

and E(k, Q) is taken from (7). To avoid audible artifacts due to a
sharp transition at f, (22) includes a smooth transition interval
of 1 octave at f., where « is the smoothing wight defined as

log f/f.

a=0.5+ Jog 2

(23)

Note that (21) can directly replace (7), while the rest of the
method remains the same. Additionally, f. is considered to be a
parameter and its value can be chosen depending on NV and the
head-rotation angle. For instance, f. could be set to fs, since for
f > fo the translation is known to be inaccurate.

VI. MEASURES FOR OBJECTIVE EVALUATION

This section presents objective performance measures for
the evaluation of the suggested head-tracking compensation
method, i.e. Normalized Mean Square Error (NMSE), Normal-
ized Magnitude Error, ITD, ILD, and SH Power Spectrum Error.
Note that the measurements in this section are presented as a
function of f instead of k. This change is made since the results
presented in the following figures are plotted as a function of
frequency.

A. NMSE

The NMSE between a reference binaural signal and an eval-
uated binaural signal is defined as

[Pret(f) — p(f)I
|pref(f) ‘2

The NMSE is sensitive to both magnitude and phase errors; thus,
it is considered to be a good measure of the physical accuracy
of the binaural signals.

enmse(f) = 10logy (24)

B. Normalized Magnitude Error
The Normalized Magnitude Error is defined as

[1Prer ()] = (I

‘pref(f) |2

where pre(f) and p(f) are the same as in (24). At high frequen-
cies, accuracy in magnitude may be more important perceptually
than accuracy in phase [33], which motivates the definition of
this measure.

6mag(f) = 10log;g

(25)
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C. ITD

The ITD is an important spatial cue for sound localiza-
tion [34]. In this work, the ITD as a function of direction has
been computed by cross-correlating a 1.5 kHz low-pass-filtered
version of the left and right binaural signals, and then computing
the delay that corresponds to the strongest correlation [35]. The
ITD is computed for the same signals as in (24). The ITD error
averaged over all incident angles is defined as

1 q
e (y) = ;Z ITDyer(€) — ITD(, )| (26)
i=1

with ITD,e¢(€2;) denoting the ITD of the reference binaural

signals, prLe{ R( 1), at incident angle €;, the ITD of the eval-
uated signals after compensation with angle ~ is denoted by

ITD(Q, 7).

D. ILD

Another important spatial cue is the ILD [34]. In this case,
the ILD is calculated across 23 auditory filter bands as [21]

[ Cf, fo)lp™(f)[2df
T C(f, fo)lpR(f)2df

where pL(f), pf(f) refers to the left and right ear binaural
signal and C'(f, fo) is a Gammatone filter with center frequency
fo, as implemented in the Auditory Toolbox. The integrals are
evaluated from 1.5kHz to 20kHz and fy values are restricted
accordingly. ILD( fo, 2) are averaged across the auditory filter
bands to compute the ILD measure:

ILD( fo,2) = 10log

27)

1
ILD(©) = > ILD(fo,) (28)
fo

The ILD error averaged over all incident angles can then be
defined by

q

1
ewp(y) = gz [ILDyer(£2;) — ILD(£2;,7)|

i=1

(29)

with ILD,¢(£2;) denoting the ILD of the reference binaural sig-

nals, prLef/ (f), atincident angle €, the ILD of the evaluated sig-
nals after compensation with angle ~ is denoted by ILD(2;, ).
It is important to note that discrepancies or inaccuracies in the
ILD and ITD of binaural signals have the potential to cause
localization shifts, as the human auditory system relies on these
cues, in combination with other factors, to determine the position
of sound sources. The presence of conflicting cues may lead to
ambiguity and confusion in the localization process, ultimately

resulting in localization errors [36].

E. SH Power Spectrum Error

The SH Power Spectrum Error can be used to evaluate the
accuracy of the Ambisonics signals for each order individually,
enabling evaluation of the claims of Section 1V, i.e. that the
compensated Bilateral Ambisonics signals are expected to be
accurate up to N, of (17). The SH Power Spectrum Error is

defined as
D ome—n i (f) = anm (f)?
es(f,n) = S et ()2 (30)
where a'*f (f) is the reference Ambisonics signal and @y, (f)

is the evaluated signal.

The SH Power Spectrum Error, eg(f,n), is used to numer-
ically evaluate up to which order a,,,(f) can be considered
accurate. Here, 99% similarity is used. This means that the
accumulated error over the orders up to the evaluated upper
order should be lower than 1%. The parameter N ( f) describes
the highest accurate order and is defined as

N
Ny(f) = argmj\i,n : Z;)es(f,n) < 0.01 31

VII. SIMULATION STUDY

In this section, the performance of the proposed head-tracking
compensation approach for Bilateral Ambisonics is compared
to head-tracked compensated Ambisonics, using the measures
presented in Section VI.

A. Setup

The signals in this section are generated using a computer
simulation. In the simulation, the Ambisonics and Bilateral
Ambisonics signals describe sound-fields composed of a single
plane-wave in free field with unit amplitude. All of the binaural
signals are rendered using the measured HRTF from the Cologne
HRTF database for the Neumann KU100 dummy head [37].

B. Methodology

The following section provides the reader with a detailed
description of the various binaural signals generated for the
simulation study.

1) prwf(f) - High-Order Ambisonics: Consider a single
plane-wave of unit amplitude in free-field arriving from direction
Q. The Ambisonics signal depicting this sound-field is [27]

Anm = [Ynm(QO)}* (32)

Denote a,,,, as the reference Ambisonics signal without head-
rotation, calculated up to N =41.N ext, head-rotation described
by Euler angles as in (4) is assumed. The head-tracked compen-
sated reference Ambisonics signal is then calculated using (4).
Finally, the left ear reference binaural signal, denoted by pre(f),
is rendered using (1) and the left HRTF SH coefficients hZ, (f).
This binaural signal will serve as a reference for comparison with
other binaural signals.

2) Pioa(f) - Low-Order Ambisonics: This signal is generated
identically to the reference, except for a lower reproduction
order, denoted by N = 1 — 4, replacing the high-order N. The
low-order Ambisonics binaural signal is denoted as po, (f). This
signal will be used as a baseline for comparison of performance,
representing an unprocessed low-order binaural signal.

3) pus(f) - Low-Order Ambisonics With MagLS HRTF
Preprocessing: The popular implementation of the Magnitude
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Least Squares (MagL.S) HRTF preprocessing suggested in [20]
is used with an added smooth transition interval, as suggested
in [38]. Additionally, as suggested in [10], a diffused-field
covariance constraint equalization is applied to the HRTF.
The MagLS HRTF SH coefficients are denoted as h™SZ ( f). The
transition interval used for all the MagL.S signals is of 1 octave
centered at f. = 2kHz. Since the MagLS solution uses the
Ambisonics format, its binaural signals are computed similarly
to the binaural signals presented above. The MagLS binaural
signal is denoted by pmis(f). The MagL$ signal will be used
as a benchmark for comparison to the head-tracked Bilateral
signals.

4) pp(f) - Bilateral Ambisonics: The left ear Bilateral Am-
bisonics representation of the single plane-wave sound-field can
be written analytically (see [27]) using (32):

L _ _ik(Qo)
Apm — €

(33)

-r
aanm

where r, refers to the listener’s left ear position vector before
the head-rotation, as seen in Fig. 1(a). In this simulation |r,| =
8.75 cmrepresents the head radius. a,,,, is the Ambisonics signal
from (32), and R(Qo) is the wave vector at wave-number k£ and
direction of arrival €.

ak is calculated up to order N = 1,3, 4, 15, depending on
the experiment. The head-tracked compensated Bilateral Am-
bisonics signals are calculated according to (3), (7), (10) from
Sections II-B and II-C. The resulting binaural signal is denoted
as poi(f). This compensated binaural signal is the suggested
method in Section II-C.

5) pwi-gi( f) - Band-Limited Bilateral Ambisonics: Section V
presents an alternative approach to head-tracking compensation
of the Bilateral Ambisonics signals. Here, this signal is referred
to as band-limited Bilateral Ambisonics. This signal is generated
identically to the Bilateral Ambisonics signal, except for the
translation from (7). Instead, the Bilateral Ambisonics signal
is translated using (21), leading to the band-limited Bilateral
binaural signal pyjpi(f)-

6) Didea(f) - Ideal Bilateral Ambisonics: Section IV showed
that translating finite-order bilateral signals leads to inaccura-
cies. To generate a reference signal that avoids the inaccuracies
introduced by the translation operation, the Bilateral Ambisonics
signals are re-calculated directly at the ear position after the
head-rotation.

L}, — iR(Qo)-I‘b
Apm = € Anm

(34)

where rp, of (9) is the left-ear vector after the head-rotation.
Because the Bilateral Ambisonics signals are computed accu-
rately at the translated ear position due to head-rotation, it is
only necessary to rotate these signals using (10) and render
the binaural signal with (3). The ideal Bilateral Ambisonics
signal, denoted by pigeal (f), is used for comparing head-tracking
compensation performance. The reader can refer to Table I for
a summary of the signals involved in this section.
The objective measures defined in Section VI were calculated
as follows:
e The NMSE, exmse(f), was calculated with (24) for all of
the signals listed in Table I and Section VII-B. The eval-
uated signals were calculated for order N = 4 and three

TABLE I
SIGNALS OF THE SIMULATIVE STUDY

Binaural | Signal name Order Sound-
signal field
Prer(f) Reference N =41 al . (f)
Dloa(f) Low-Order Ambisonics N=1....4 | app(f)
pmls(f) MagLS N=1,...,4 a:rxm(f)
poie(f) Bilateral Ambisonics N=1,...,4 | aku(f)
poroi(f) | Band-Limited  Bilateral | N =1,...,4 | aPLPE(f)
Ambisonics
Pideal (f) | Ideal Bilateral Ambisonics | N =1,...,4 | al%¥(f)

head-rotation angles (o« = 0°, 5 = 0°,y = 15°/45°/90°).
The NMSE was averaged over 434 plane-waves directions
taken form the Lebedev sampling scheme of order 17.

* The Normalized Magnitude Error, ey, ( f), was calculated
with (25) with the same reference and evaluated signals as
in the NMSE, and also averaged identically.

e The average ITD error, erp(7y), was calculated with (26).
ITD,£(£2;) was evaluated using prr(f) left and right ear
binaural signals. ITD(€;, ) was evaluated for pyy(f), and
porbre(f) of order N = 1,2,3, 4and (a = 0°,8=0°,v =
0° — 90°). Here, 2; varies over ¢ = 200 directions, dis-
tributed uniformly on the left horizontal plane of the head
(0; =90°; 0 < ¢; < 180°).

e The average ILD error was calculated with (27). prer(f)
was used to calculate ILD(€2;). The evaluated ILD,
ILD(;,~), was calculated for py(f), and puroi(f) of
order N = 1,2, 3,4 with (a = 0°, 8 = 0°,y = 0° — 90°).
The plane-wave incident angle €); was identical to in the
ITD case.

e The upper accurate order N, ( f), was calculated from (31)
which is based on the SH Power Spectrum Error, es(f,n)
of (30). The reference signal was a™ () = al94!( f) from
(34) and the evaluated signal a,,,,(f) = als (f) was the
Bilateral Ambisonics signal of (33) translated by (7). Both
the reference and the evaluated signals were of order N =
15 and the SH Power Spectrum Error was calculated for
three rotation angles (o« = 0°, 8 = 0°,v = 15°,45°,90°).
In the simulation, es( f, n) was averaged over 434 different
plane-wave directions. Additionally, the theoretical upper
accurate order N a:( f) of (17) was also calculated and
plotted to be compared with the numerical Ny(f).

C. Results

1) Binaural Error Vs. SH: As shown in Section IV, the sug-
gested head-tracking compensation method for Bilateral Am-
bisonics signals introduces error. Fig. 2 illustrates this error, by
comparing the analytical measure N,,-(f) (solid line) to the
numerical measure N;(f) (dotted line), for three head-rotation
values. The results of this simulation support the conclusions of
Section IV. First, the error appears to be frequency dependent;
specifically, it increases as the frequency increases, since more
orders are observed to be inaccurate as the frequency increases.
Second, the error appears to depend on the head-rotation angle,
since the overall error increases as +y increases. Finally, both the
analytical measure NV, (f) and the numerical measure Ny(f)
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Fig. 2. Highest accurate order Ny (f) and the theoretical highest accurate
order ﬂag (f). for three head-rotations: 15°, 45°, and 90°.

seem to concur. These measures could be useful in finding
up to which frequency and order the suggested compensation
method can be considered accurate. For example, in Fig. 2
with v = 45° for f > 14kHz every order in the compensated
signal is inaccurate. Similar behavior was also observed for other
reproduction orders and head-rotation angles.

2) Binaural Error Vs. Frequency: Fig. 3 presents the NMSE
curves of the evaluated left ear compensated binaural signals
for three head-rotation angles. Fig. 3(a) depicts the NMSE of
Dioa(f)y Pois(f), Pidear (f), poi(f). Anerror of less than —10 dB
is achieved for ppy(f) up to about 6.3kHz, 3.7kHz, 2kHz
for v = 15°,45°,90°, respectively. Because the error typically
increases monotonically with frequency, the value of —10dB
was selected as a cut-off point to identify the transition between
frequency regions of low and high error.

Several observations can be make when considering the
NMSE curves in Fig. 3(a). First, the NMSE increases signifi-
cantly for large rotation angles compared to pigear(f). Second,
f21n(20), marked by red squares in Fig. 3(a), was computed to be
7kHz,4.5kHz,2.5kHz forv = 15°,45°,90° and N = 4, which
coincides here with the —5dB to —10dB error values. Note
that as pioa(f), Pmis(f), Pidear(f) are not expected to change as
a function of head-rotation angle, they are presented without
head-rotation. Finally, The LOA and MagLS approaches show
an NMSE error of less than —10dB up to about 2.6 kHz. The
MagLS NMSE is high above the cutoff frequency, as expected,
since it is optimized to lower the magnitude error and ignore the
phase information.

Fig. 3(b) presents the magnitude error of the same signals. An
error of less than —10dB is observed up to 8.2kHz, 4.2 kHz,
2.4kHz for pyy(f) under the three rotations. The magnitude
error increases significantly for large rotation angles, compared
tO Pidear (f), Which presents an error lower than —10 dB for the
entire range. pjo,(f) shows low accuracy with an error of less
than —10 dB only up to 3.1 kHz. The MagLS signal presents the
best accuracy over most of the frequency range.

3) Binaural Error for Band-Limited Bilateral Ambisonics:
Fig. 4 presents the binaural NMSE error 4(a) and binaural

10
oL
_10-
% 220 F
S-30f
\j: ""pmls(f)
-40- ==Dideal (f)

0 —pu(f) v =15°
el —pue(f) v =45"]]
60 poe(f) v =90°] |

10% 10*
Frequency [Hz]
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(b) Normalized magnitude error
Fig. 3. Left ear binaural NMSE (a) and magnitude (b) error from (24) and

(25), computed for N = 4, three head-rotations 15°, 45°, 90° and four meth-
ods: pioa (f)-low-order Ambisonics, pmis(f)-MagLS, pidgeal (f) —Ideal Bilateral
Ambisonics, and py)-Bilateral Ambisonics. The Reference signal is an N = 41
binaural signal, rendered using (1). The red markers in (a) indicate f from (20),
computed to be 7kHz, 4.5kHz, 2.5 kHz for v = 15°,45°, 90°, respectively.

magnitude error 4(b) of pyui(f) for the same three rotation
angles presented above, and for po, (f), pmis([f), and pigea (f) as
inFig. 3. The NMSE of py.p1 (f) increases compared to ppy ( f) in
Fig. 3(a). However it remains lower than —10 dB up to 2 kHz for
all rotation angles. In Fig. 4(b), the pypi(f) error curves merge
with pigeal () above 4.2 kHz, leading to a significant reduction
in magnitude error over this frequency range compared to the
magnitude error of pyy (/) in Fig. 3(b). These results may suggest
perceptual benefits of pyp(f) compared to puy(f). The ITD
and ILD analysis presented next aims to further investigate this
behavior.

4) ILD With Band-Limited Bilateral Ambisonics: Perfor-
mance analysis of pu(f) compared to pyipi(f) in terms of
ILD is presented next. Fig. 5(a) presents the ILD curves of
ore(f)s Poroi(f) of N =4 with v = 0°,90°. Additionally the
ILD of pr¢(f) is also depicted. Fig. 5(a) shows that the ILD
of, puic(f) is degraded for v = 90°, while the ILD of pypi(f)
remains fairly accurate. For example, in Fig. 5(a) pu(f) with
v =90° at incident angle 50° has a ILD of 10dB while the
reference curve has a ILD of 15 dB. This 5 dB discrepancy could
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Fig.4. Leftearbinaural NMSE (a) and magnitude (b) error from (24) and (25),

computed for N = 4, three head-rotations 15°, 45°, 90° and four methods:
Dioa(f)-low-order Ambisonics, pmis (f)-MagLS$, pideal () —Ideal Bilateral Am-
bisonics, and py.pi-Band-Limited Bilateral Ambisonics. The Reference signal
isan N = 41 binaural signal, rendered using (1).

cause a significant localization shift of about +30°[36]. On the
other hand, py.ui(f) only has a 1dB difference, suggesting
that no localization shifts may occur. To further demonstrate
this phenomena, Fig. 5(b) depicts the error, e p () of (29), of
poie(f) and puroi(f) for v € [0,90]° with N = 1,2, 3, 4. Here,
porbie(f) seems unaffected by ~, as opposed to py(f) whose
ILD error depends on the compensation angle. Maintaining the
initial ILD error is especially preferable in the N = 3,4 case
where the average error is close the JND value (1 dB) [39], as
seen Fig. 5(b) and in [12]. This behavior can be explained by the
fact that for frequencies above v/2f. ~ 2.8kHz from (22), for
which ILD is important, pyp1 (/) avoids the inaccurate operation
of translation. This behavior is also supported by Figs. 4(b)
and 3(b). The results in this section demonstrated the advantage
of the band-limited Bilateral Ambisonics method in terms of
ILD preservation.

5) ITD With Band-Limited Bilateral Ambisonics: Fig. 6(a)
presents ITD curves of pypi(f) and pui(f), calculated for
N =2 and v = 0°,90°. The figure clearly shows the degra-
dation in ITD at 90 deg. The ITD of pyoi(f) and pp(f) are
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Fig. 5. (a) ILD curves of prer(f), poic([f), poron(f) calculated by (28) for
N = 4and~y = 0°,90°. (b) Depicts the ILD error of (29), averaged with respect
to the incident angle €2;, calculated for pyi(f), poroi(f) with N =1,2,3,4
and v = 0° — 90°. The dotted black line represents the JND value.

similar because ITD is computed up to 1.5 kHz, while for
[ <% r~1.4kHz, poi(f) and pyroi(f) are identical. Next, the
ITD error is evaluated as a function of the rotation angle ~,
and presented in Fig. 6(b), detailing errp(7y) for py(f) and
porbie(f) and for v € [0,90]° and N =1,2,3,4. The figure
shows that for orders N = 1, 2 the error exhibits a sharp rise at
v = 20°,60°, respectively, which is not apparent for N = 3, 4.
Fig. 6(b) shows that the average ITD error for orders N = 3
and N = 4 remains below the frontal direction JND of 40u sec
for all compensation angles. Notice that the curves represents
the average error and although the average is below the JND,
for some incident angles the error could be above the JND
value. In Fig. 5(b), the average ILD error of pypy(f) for these
orders is also below the JND value, suggesting that perceptual
performance may remain intact even when head rotation angles
are significant. However, it should be noted that for orders N = 1
and N = 2, the average ITD error exceeds the frontal JND
value at v = 30° and v = 70°, respectively [35]. Additionally,
the average ITD error for N = 1 crosses the lateral JND of
1004 sec at v = 55°. These results offer an indication of the
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Fig. 6. (a) ITD curves of prer(f), pou(f), poron(f) for N =2 and v =
0°,90°. (b) Depicts the ITD error of (26) calculated for pyi(f), poi-bic(f) with
N =1,2,3,4 and v = 0° — 90°, averaged with respect to the incident angle.
The dotted two black line represents the value for the lateral and frontal IND.

limited potential range of perceptual accuracy for compensation
at these particular orders. The degradation in ITD for N = 1,2
could be explained by considering (20) for fo = 1.5kHz, leading
to |ry — 74| that is equivalent to v = 29°,61° for N = 1,2,
respectively. As presented in Section IV, the translation at angles
higher than « can be considered highly inaccurate, therefore
negatively affecting the ITD.

In summary, the simulation study presented above showed
how the performance of the head-tracking compensation meth-
ods proposed in Section III is dependent on the head-rotation
angle, reproduction order, and frequency. The performance was
compared to Ambisonics and MagLS reproduction in terms of
NMSE and Normalized Magnitude Error. pypi(f), derived in
Section V, was observed to have a lower Normalized Magnitude
Error at high frequencies compared to py(f), and a similar
error at low frequencies. Additionally, pyipi(f), NMSE and
Normalized Magnitude Error were shown to be non-dependent
on v in the f > v/2f, frequency range. This lead to improved
ILD performance while exhibiting similar ITD performance as

pbh(f)-

VIII. LISTENING TESTS

This section introduces two listening tests designed to sub-
jectively assess the performance of the proposed head-tracking
compensation technique. The first test focuses on evaluating
compensation accuracy for various rotation angles, by isolating
compensation dependency on specific rotation angles in a static
setting. The second test introduces head-tracking capabilities,
and seeks to investigate performance differences between Bi-
lateral and MagLS Ambisonics, across different SH orders in
a dynamic setting. differences between Bilateral and MagLS
Ambisonics.

A. Test I - Static Compensation

1) Experimental Setup: The signals were generated in a sim-
ulated acoustic environment composed of a rectangular room of
dimensions 8 x 6 X 4m. The image method [40] was employed
for the acoustic simulation, and implemented in MATLAB
(2020b). The room had a reverberation time of Ty = 0.51sec
with reflection density of 30000 reflections per second, a critical
distance of r.q = 1.4m, and a maximum reflection order of
44. A single omni-directional point source was positioned at
(z,y,2) = (4.19,1.44, 1.7)m. Two types of audio source stim-
uli where used: English male speaker and castanets. The male
speaker represents typical content for binaural reproduction
applications, while the castanets were chosen due to their high-
frequency content and strong transients. The Ambisonics signals
were calculated using a spherical microphone array with its cen-
ter located at (3.5,3,1.7)m, which is at a distance of 1.7 m from
the source at —66° (azimuth angle) relative to the coordinate
system depicted in Fig. 1(b). The Bilateral Ambisonics signals
were calculated from two spherical microphone arrays located
at (3.5,3.0857,1.7)m, and (3.5,2.9125,1.7)m. These locations
correspond to the left/right ear position of a listener orientated in
the positive x-axis direction with a head radius of » = 8.75cm,
as illustrated in Fig. 1(b). To simulate different listener head
orientations, Bilateral Ambisonics signals were also calculated
from two spherical microphone arrays positioned and oriented
to match four head-rotation angles v = 15°, 30°, 60°, 90°. Mea-
surements of the Neumann KU100 HRTF [37] where used to
render the signals in this section. All signals were convolved
with matching headphone compensation filters, taken from the
Cologne database [37], which were measured on the Neumann
KU100 dummy head, and the loudness of all signals was equal-
ized to the same level.

2) Methodology: The evaluation focused on signals ppj.py -
Bilateral Ambisonics of orders N = 1,2, calculated using (3)
and listed in Table I. Compensation for head rotation followed
the procedure detailed in Section IV, covering rotation angles
v = 15°,30°,60°,90° using (10) and (21), with a cutoff fre-
quency of f. = 2 kHz. The objective was to create signals that
would be perceived by listeners as originating from the initial
source location, as described in Section VIII-A1. The listening
tests followed the MUItiple Stimuli with Hidden Reference
and Anchor (MUSHRA) protocol [41]. Signals were divided
into four MUSHRA screens, each containing all rotation an-
gles v = 0°,15°,30°,60°,90°, for orders N = 1 or N = 2 and
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source signals (speech or castanets). The hidden reference signal
was pprpie With v = 0°, leading to five signals per screen.

The test involved nine male and three female participants
without known hearing impairments, all familiar with spatial
listening tests. Participants conducted the test in a quiet envi-
ronment and were instructed to keep their heads still during
listening due to the absence of head tracking during playback.
A training phase and signal familiarization phase preceded the
actual test. The training phase acquainted participants with the
test equipment and grading scale. In the signal familiarization
phase, participants became accustomed to all test signals. Par-
ticipants were required to rate the relative differences between
reference and test signals on a scale of 0 to 100, where 100
indicates no audible difference from the reference. Lower scores
indicate more significant differences in comparison to the refer-
ence. Participants assessed signals based on overall quality, en-
compassing spatial artifacts, time-varying artifacts, and spectral
artifacts.

3) Results: The scores reported by the participants where
analysed using a Repeated Measures ANalysis of VAriance
(RM-ANOVA) [42]. The within-subject variables were de-
fined as follows: Order (N = 2, N = 1), Angle difference (y =
0°,15°,30°,60°,90°) and stimuli (speaker, castanets). The es-
timated marginal means and 95% confidence interval for the
interactions are presented in Fig. 7. The analysis uncovered sta-
tistically significant main effects for v, F'(4,44) = 137.44,p <
.001,77?, = .93, the stimuli, F'(1,11) = 13.31,p = .004, 775 =
.55, and partially statistically significant main effect for N,

F(1,11) = 4.74,p = .052,72 = .3. Additionally, the interac-
tion of v and N was also statistically significant, F'(4,44) =
10.508,p < .001,7712, = .49.

To further understand the dependence on -, a post-hoc test
with Bonferroni correction was performed. The pairwise com-
parisons between the estimated marginal means of the reference
(v = 0°) and the rest of the angles resulted in a mean difference
of 6.71,5.48,39.25, 76.08 points with p = .38,.07,.001,.001
for v = 15°,30°,60°,90°, respectively. These results seem to
concur with the conclusions of Section VII, suggesting decreas-
ing accuracy with increasing head-rotation angles. However, for
small angles (15°, 30°), the performance drop seems to be less
severe compared to the rest of the angles.

Analyzing the statistically significant interaction of v and NV
could help to identify how N affects the overall quality with
respect to . The pairwise comparisons between N = 1,2 for a
fixed v = 60° revealed a statistically significant mean difference
of 19.41 points with p < 0.001. All other pairs demonstrated
non-statistically significant differences. The N = 2,y = 60°
signal mean was 70.46 and for N =1,y = 60° was 51.04,
which positions the former at “Good” and the latter at “Fair”
in the verbal grade scale attached to the test. This result agrees
with the conclusions outlined in Sections V and VII, specifically
with (20), which can provide an estimation for the accuracy
of the compensation. Plugging the simulation parameters into
(20) resultsin fo = 1247Hzfor N = 1, = 60°, which is lower
than the cutoff frequency, 2 kHz, used in (22), compared to
fo = 1871Hz for N = 2, = 60°, which is closer to the cutoff,
thus leading to better compensation. It may be also important
to note that while the rating is related to overall quality, most
participants informally reported on differences relating to spatial
perception between signals, which does suggest that the differ-
ence shown in the results of the listening test are, to some extent,
due to spatial attributes.

B. Test Il - Dynamic Compensation

1) Experimental Setup: The signals where generated in a
simulated anechoic environment, with a single source posi-
tioned at —30° azimuth and 0° elevation. Binaural signals were
computed and stored for a dense grid of 2702 diverse head
orientations. These signals were played back according to the
head-tracking device to support compensation for head rotation,
enabling 3DoF binaural audio experience. The Meta Quest 2 VR
headset was used to track participants’ head orientations. Finally,
the AKG K702 headphones were utilized for playback, including
headphone compensation filters. The visual VR environment
included the test menus, a chair and a table, and an image of a
loudspeaker located —30° to the listener initial orientation.

2) Methodology: The listening tests involved three binaural
reproduction methods, leading to the following test signals:

® pef-order N = 41 Ambisonics without HRTF preprocess-

ing, calculated using (1), and rotated using (4). This signal
is used as the hidden reference.

® pmis - Ambisonics of orders N = 1,2, 3, calculated using

(1) and rotated using (4). For these signals, a MagLS pre-
processed HRTF was used, with a cutoff frequency, octave
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TABLE II
HEAD MOTION STATISTICS SHOWING MEAN, STANDARD DEVIATION AND FULL
RANGE, AVERAGED ACROSS ALL SUBJECTS, FOR LISTENING TEST II

Orientation ‘ Mean STD Range
Elevation [degrees] 2.3 16.2 95.8
Azimuth [degrees] 6.5 443 215.3
Elevation Angular | 0.0 0.8 18.0
Velocity [degrees/sec]

Azimuth Angular Ve- | 0.0 0.5 10.0
locity [degrees/sec]

smoothing interval and diffuse-field covariance constraint
equalization, as described in Section VII-B.

® pyibi - Bilateral Ambisonics of orders N = 1, 2, calculated
using (3). Compensation for head-rotation was applied as
detailed in Section IV using (10) and (21).

The listening tests followed the MUSHRA protocol with two
screens for speech (three second long sentence) and castanet
signals (seven seconds long), each incorporating all evaluated
methods. Twelve participants from test I also participated in test
II, undergoing training and signal familiarization. During the
test, they rated the overall quality differences between reference
and test signals on a 0-100 scale. In each screen, the chosen signal
was played in a loop, and participants were allowed to listen
to each signal as many times as they wished before assigning
scores. Participants conducted the testin a quiet environment and
were encouraged to move their heads while listening to evaluate
signals across a wide range of orientations. The participants per-
formed the experiment while seated on a swivel chair, providing
easy access to a broad range of azimuth angles. The average time
it took to finish the entire test was 19 minutes.

3) Results: Head motion data gathered during the listening
tests is analyzed in Table II, offering details on participants head
movements. The mean, standard deviation (STD), and range of
motion, for elevation, azimuth, elevation angular velocity, and
azimuth angular velocity readings from the Quest I head tracker
were calculated across subjects to derive the results in Table II.
Notably, mean values for all variables are near zero, aligning
with the expectation of no specific directional bias. Noteworthy
are the relatively high STD values for azimuth and elevation at
44.3 and 16.2 degrees, respectively, accompanied by ranges of
215.3 and 95.8 degrees. Conversely, angular velocities exhibit
low STD values of 0.5 and 0.8. These findings could suggest
that participants engaged in diverse head movements across a
wide range of angles while maintaining stability during most of
the listening test. The high values of the range of the angular
velocities of both elevation and azimuth could indicate that
participants tried to examine fast head movements.

Two within-subject variables where analyzed: (a) the stimuli
(speaker, castanets), and (b) the method (pyef of N = 41, pprpyc of
N =1,2, pmis of N = 1,2, 3). The estimated marginal means
and 95% confidence interval of the results are presented in Fig. 8.
The RM-ANOVA analysis uncovered statistically significant
main effect for the stimuli F'(1,11) =22,p < .00177712) =7,
method F'(5,55) = 105, p < .001,7712, = .9, and the interactions

WP, N =41 [pms, N =3 [Elpms, N =2
-, N =2 IBpu-o, N =1 Epus, N =1

o
S

@®
S

IS
S

Estimated Marginal Means (scores)
n {2
o o

o

Male Speaker

Castanets

Fig. 8. Test Il results: Estimated marginal means and 95% confidence interval
for methods pref, Pmis, Pol-blt including head tracking and two types of stimulus.

F(5,55) = 6,p < .001,77 = .4. A post-hoc test with Bonfer-
roni correction was conducted for pairwise comparisons be-
tween estimated marginal means regarding stimuli and method
variables.

Regarding the stimuli variable, a statistically significant mean
difference of 11 points (p < .001) suggests performance dif-
ferences concerning stimuli, albeit small. Pairwise comparisons
between estimated marginal means of pyer and pppie N = 1, pis
N = 3,2, 1 were statistically significant, with mean differences
of 26,18,44,76 points (p < .001). The points difference be-
tween prer and pyipe N = 2 was not statistically significant, with
a small mean difference of 5 points (p = .21). Comparing ppy.pie
of N = 2to pmys of N = 3,2, 1 yielded statistically significant
points differences of 13,40, 71 (p = .21, p < .001,p < .001) in
favor of pyipix N = 2. Comparatively, pprp of N = 1 against
Pmis of N = 3,2, 1 resulted in points differences of —7,19, 50
(p=.12,p=.07,p < .001).

From this analysis, it can be concluded that binaural signals
reproduced from lower order Bilateral Ambisonics, compen-
sated using the proposed method, exhibited similar performance
to the high-order Ambisonics reference for N = 2, and per-
formance distinguishable from the reference for N = 1. These
findings are in partial agreement with previous research [11],
[12], [43], suggesting that even at N = 1, Bilateral Ambisonics
can be comparable to high-order Ambisonics. The degrada-
tion in Bilateral Ambisonics performance for N = 1 is aligned
with the results of Section VIII-A and the simulative study
in Section VII. Bilateral Ambisonics N = 2 did not display
performance degradation, hinting that in dynamic scenarios, this
order might suffice for reproduction that is indistinguishable
from a high-order reference, however, further investigation is
warranted to confirm this result. Furthermore, Bilateral N = 1,2
outperformed Magl.S N = 1,2 in this scenario, with Bilateral
N = 2 also outperforming MaglL.S N = 3.

It is important to note that the subjective study results pre-
sented should be regarded as preliminary. This is because, given
the comprehensive scope of this work, both Test I and II solicited
overall quality ratings without delving into specific attributes
like coloration, localization, and source stability. We recommend
exploring these specific attributes in future studies to better
understand the perceptual artifacts associated with the proposed
method.



BEREBI et al.: ANALYSIS AND DESIGN OF HEAD-TRACKED COMPENSATION FOR BILATERAL AMBISONICS 971

IX. CONCLUSION

This paper presented a method for the head-tracking com-
pensation of the Bilateral Ambisonics format. The method is
based on rotations in the SH domain and translation in the
space domain of the Bilateral Ambisonics signals. An alterna-
tive frequency-dependent head-tracking compensation method
is also proposed based on a limitation study presented in the
paper. Results of objective and subjective evaluations indicate
that a compensation error is present and depends on the signal
order and compensation angle. An objective limitation analysis
and static listening tests showed that for N = 1, 2, the perceived
error should be low up to +30°, £60° degrees of head-rotation,
respectfully. Notably, when evaluated with active head-tracking,
Bilateral Ambisonics with N = 2 showed good performance
comparable to high-order Ambisonics, and N = 1 performed
better than MagL.S with N = 2. The proposed head-tracking
compensation method could be beneficial in scenarios where
high-quality binaural sound is needed, and two spherical mi-
crophone arrays are available. In particular, results suggest that
the proposed head-tracking compensation approach could be
suited for VR applications where head rotation motion resemble
the one examined in the test, which could be characterized
by large head rotation angles with stationary listening. This
could be applicable in scenarios like VR teleconferencing or
media consumption in VR, where users focus on specific points
of interest without extensive head movements. Furthermore,
Bilateral Ambisonics with N = 2 emerges as a versatile option
for a broader range of VR applications, benefiting from more
relaxed constraints on head rotations with performance in the
objective and listening tests nearly comparable to that of HOA.
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