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Beamforming for Online Target Source Extraction
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Abstract—In this paper, we propose a low-latency beamform-
ing method for target source extraction. Beamforming has been
performed in the time-frequency domain and achieved promising
results in offline applications. Meanwhile, it causes a long algo-
rithmic delay due to the frame analysis. Such a delay is unac-
ceptable in various low-latency real-time applications, including
hearing aids. To reduce this delay, we propose a causal variant of
the minimum power distortionless response (MPDR) beamformer.
The proposed method constraints the non-causal components of
the spatial filter to be zero in the optimization of the MPDR
beamformer. The algorithmic delay is reduced to zero by applying
the causal spatial filter in the time domain. We further propose to
relax the distortionless constraint regarding the gain, which allows
us to improve the extraction performance without a phase delay.
The Douglas—Rachford splitting method and its online extension
are adopted to solve the optimization problems of the proposed
methods. In our experiment, the relaxed method outperformed
various low-latency beamforming methods in terms of extraction
performance.

Index Terms—Low-latency, hearing aids, beamforming, adap-
tive filtering, online optimization.

I. INTRODUCTION

ARGET source extraction is essential to assisting human-
T to-human communication in a noisy environment since
interference signals degrade speech quality and intelligibility.
When multiple microphones are available, beamforming has
been widely used to extract the target signal by leveraging spatial
information. Beamforming enhances a target signal arriving
from a specific direction and suppresses interference signals [1],
[2], [3]. For instance, the multichannel Wiener filter [4] and
the generalized eigenvalue beamformer [5] intensively suppress
noise with a slight distortion of the target signal. To avoid dis-
torting the target signal, distortionless beamformers, including
the minimum power distortionless response (MPDR) and min-
imum variance distortionless response (MVDR) beamformers,
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have been investigated [6], [7]. The distortionless beamformers
have achieved promising results in many applications, including
assistive hearing devices [8], [9], [10], [11], [12].

The convolutive mixing process in the time domain can be
well approximated by the instantaneous mixing process in the
time-frequency (T-F) domain when a window for the short-time
Fourier transform (STFT) is sufficiently long. This significantly
reduces the computational complexity of constructing beam-
formers. A window longer than 100 ms has been widely used to
handle reverberation of a popular length.

Beamforming has been typically performed in the T-F domain
to assume the instantaneous mixing process. One drawback of
beamforming in the T-F domain is its algorithmic delay induced
by STFT and its inverse (iSTFT). For instance, when the window
length is 100 ms, an algorithmic delay of at least 100 ms is
inevitable on the time-domain extracted signal.

In real-time applications including hearing aids [13], [14]
and in-car communication systems [15], [16], [17], we should
reduce a delay of the processed signal. As users of assistive
hearing devices hear both unprocessed and processed signals
simultaneously, a delay of the processed signal deteriorates
the quality of the heard signal. For instance, listeners without
hearing loss can notice a delay of 3 ms and feel uncomfortable
with a delay longer than 10 ms [18]. Although listeners with
hearing loss tend to tolerate a longer delay, a delay longer
than 6 ms is noticeable when they use open-fitting hearing
aids [19]. It is thus important to avoid the long algorithmic
delay caused by STFT and iSTFT with a popular window
length.

To prevent the long algorithmic delay, various beamforming
approaches have been developed. One approach uses asymmet-
ric windows [20], [21]. This approach uses a long window in
STFT and a short window in iSTFT. The long window allows
us to assume the instantaneous mixing process, and the short
window reduces the algorithmic delay. Another approach con-
siders the convolutive mixing process in the T-F domain and uses
short windows in both STFT and iSTFT [16], [17]. Although
various T-F domain approaches have been proposed [16], [17],
[20], [21], [22], they cannot reduce the algorithmic delay to zero
owing to the use of STFT.

A time-domain approach has also been presented [14]. In
detail, a spatial filter constructed in the T-F domain is con-
verted to the time domain. Then, the filter is convolved with
the observed time-domain signal, where we can reduce the
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Fig. 1. Overview of the proposed method. The causal filter is optimized by the

Douglas—Rachford splitting (DRS) method or its adaptive version based on the
STFT of the observed signal (blue block). The target signal is extracted by using
the obtained causal filter in the time domain (purple block), which is performed
per sample of the observed signal.

algorithmic delay by truncating the non-causal components of
the filter. The time-domain approach achieved excellent perfor-
mance with independent vector analysis under non-reverberant
conditions [14]. This approach, however, cannot maintain the
directivity and frequency response of the original filter under
general conditions. Furthermore, in the case of distortionless
beamforming, the truncated filter does not satisfy the distortion-
less constraint.

In this paper, we propose an optimization-based method to
construct a causal MPDR beamformer that simultaneously sat-
isfies both distortionless and causality constraints. The overview
of the proposed method is illustrated in Fig. 1. It consists of
two parts: optimizing the spatial filter in the T-F domain and
convolving the filter with the observed signal in the time domain.
Since the filter is constrained to be causal, the algorithmic delay
for the second part is zero. When an application tolerates a
small number of non-causal components, we can improve the
extraction performance by allowing non-causal components for
the spatial filter. Furthermore, we propose to relax the distor-
tionless constraint and name the beamformer a causal minimum
power relaxed-distortionless response (MPrDR) beamformer.
This relaxation increases the degree of freedom (DoF) of the
spatial filter without any additional delay of the target signal. To
solve the optimization problems, we propose to use the Douglas—
Rachford splitting (DRS) method [23]. As the DRS method
separately handles the distortionless and causality constraints,
we can efficiently update the spatial filter frequency-wise and
microphone-wise. We also present an online extension of the
optimization algorithm that can leverage observed signals given
sequentially.

This paper is an extended version of our conference pa-
per [24], in which an offline optimization algorithm for the causal
MPDR and MPrDR beamformers was presented. The main
contribution of this paper is developing the online optimization
algorithm to adapt the causal MPDR and MPrDR beamformers
to non-stationary environments. We also provide a closed-form
derivation of the causal MPDR beamformer. The effectiveness
of the causality constraint is discussed from the viewpoint of

reducing the mismatch between the linear and circular convo-
lutions. Moreover, by extensive experimental evaluations, we
investigate the relationship between hyperparameters and the
performance of the proposed methods.

II. TARGET SOURCE EXTRACTION BY BEAMFORMING

A. Signal Model

Let the target and interference signals be observed by M mi-
crophones. The mixture observed by the mth microphone is de-
noted as z; ,,, where [ =0,...,L—landm=0,...,M — 1
are the sample and microphone indices, respectively. Let us
denote STFT of z; ,,, as

N-1
~ —27mifn/F
Tt,fom = E Tn+rt,m n€ fn/ 3 (1)

n=0

where i is the imaginary unit, 7 is the window shift, g is the
window of length N, and t=0,...,7—1 and f=0,...,
F' — 1are the time frame and frequency bin indices, respectively.
By using a sufficiently long window, we assume the following
instantaneous mixing process in the T-F domain:

Tif = QpStp+ U g, 2

where s; y € C is the STFT of the target source image at the
reference microphone. The M-channel STFTs of the observed
mixture and the interference signal are respectively given by

T =T f05 T po1] s 3)

= (Ut .0, p0i-1] 4)

where (-)T denotes the transpose. In (2), a; is the relative
transfer function (RTF) [25], [26] of the target signal given by

af:[l,af_rl,...,afyM,l]T, (5)

where we set the Oth microphone to the reference one without
loss of generality. In this paper, we assume that the RTF of the
target signal is known or estimated in advance.

B. MPDR Beamforming in T-F Domain

In the T-F domain, target source extraction by beamforming
is formulated as

g = whe, s, ©6)

where w; € CM is a spatial filter, (-)" denotes the Hermitian
transpose, and y; y € Cis the extracted target source image. The
MPDR beamformer [6] is a popular beamformer that minimizes
the power of the extracted signal under the distortionless con-
straint. The spatial filter is obtained by solving the following
optimization problem:

rzluifn w;'waf (7a)

st whay =1, (7b)
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where Ry € CMxM s the spatial covariance matrix (SCM):

T

end

1
Ry = > gl 8)

t=T}

start

! 4
Here, T}, and T}

nt

4 indicate the duration for computing the

SCM, and 17" = T/ 4y — T4 + 1 In the offline MPDR beam-

forming, the SCM is computed from the entire observation

where T}, and T7 , are 0 and T — 1, respectively. In online

processing, we consider computing the SCM from the mixtures

observed before the target frames, where t = T}, - - - , Tuyg COI-

responds to the previous time frames. Another online extension

is introduced in Section IV-A.

The solution of the optimization problem in (7) can be calcu-

lated in a closed-form:
~1
R f ayf (9)

W= a? R}la f'
The extracted time-domain signal y; is computed by applying
iSTFT to ¥, ¢ in (6). We can obtain the MVDR beamformer [6]
by replacing the SCM of the observed signal Ry in (9) by that
of the interference signal.

MPDR and MVDR beamformers have demonstrated their
effectiveness in offline [27], [28], [29], [30], [31] and frame-
level online [32], [33], [34] settings. One limitation of the T-F
domain beamforming methods is their algorithmic delay. In
detail, the delay usually becomes longer than 100 ms because a
window longer than 100 ms is widely used in STFT to model
reverberation by the instantaneous mixing process in (2). Such
a long delay, however, is not acceptable in various real-time
applications, including hearing aids [18], [19].

C. Low-Latency Spatial Filtering in Time Domain

To avoid the algorithmic delay due to STFT and iSTFT, a
time-domain method has been developed [14]. It comprises
the estimation of the spatial filter in the T-F domain and the
extraction of the target signal in the time domain. In detail, the
estimated spatial filter w is converted to the time domain by
the inverse discrete Fourier transform (iDFT) as follows:

Wy = D woms -+ WE—1.m]™, (10)

where D € CF*F is the DFT matrix. In the time domain, we
assign the indices of the filter as

an

where the number of DFT points F' is assumed to be even.
As illustrated in Fig. 2(a), the positive and negative indices in
(11) correspond to the causal and non-causal components of
the filters, respectively. The target signal is then extracted by
filter-and-sum as follows:

M-1 F/2-1

?Ajl = E § ﬂ){n,m%lfn,m-

m=0n=—F/2

Wy, = [wo,vm e 7wF/2—1,m7w—F/2,m7 cee 7w—1,m]a

12)

In this time-domain implementation, the algorithmic delay is
reduced to F'/2 samples.

(a) Wy,

Non-causal components
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Fig.2. Tllustration of (a) the original filter 'lTJm and (b) the truncated one 'l/.l\)m.
Here, we circularly shift the filters so that the zero index is centered.

To further shorten the algorithmic delay, non-causal compo-

nents of the spatial filter w,, ,, are truncated as:
—~ _ Jwnm (n € Ns)

where 9 is the number of allowable non-causal components
depending on applications, and N5 = [—§, F'/2 — 1]. The trun-
cated filter has only a few non-causal components as depicted in
Fig. 2(b), and we call such a filter a quasi-causal filter. By using
the quasi-causal filter, the algorithmic delay for (12) becomes
only d samples. Although the truncation reduces the algorithmic
delay to arbitrary samples, it does not retain the directivity or
frequency response of the filter optimized in the T-F domain.
When it is applied to the MPDR beamformer, the distortionless
constraint in (7b) is also no longer satisfied.

III. CAUSAL MPDR BEAMFORMER

Our low-latency target source extraction method, named the
causal MPDR beamforming, is explained in Section III-A. Its
optimization problem and closed-form solution are presented
in Sections III-B and III-C, respectively. We further propose to
relax the distortionless constraint and adopt the DRS method to
its optimization in Sections III-D and III-E, respectively. An ad-
vantage of the causality constraint is discussed in Section III-F.

A. Overview of Proposed System

An overview of our low-latency target source extraction
method is illustrated in Fig. 1. It consists of two parts: optimiza-
tion of the spatial filter in the T-F domain and filter-and-sum
in the time domain. In the first part, we construct a quasi-
causal spatial filter that satisfies the distortionless constraint.
The number of non-causal components is adjustable depending
on applications.

In the second part, the target signal is extracted sample-by-
sample with the quasi-causal spatial filter, which is performed
in parallel with the first part. That is, by setting Ty, and 77, 4 in
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(8) to the previous time frames, we can reduce the algorithmic
delay for target source extraction to d samples. The delay can
even be zero samples.

B. Proposed Formulation

We extend the optimization problem in (7) to ensure the
causality of the spatial filter. The proposed method is formulated
as the following constrained optimization problem:

F-1
min Z w'}'waf, (14a)
(wf)f;(l) F=0 ’
s.t. w?a‘f =1V, (14b)

(D wo.my - - Wr—1.m] 0 = 0 Vm,n ¢ N, (l4c)

where the constraint in (14¢) means that the filters have non-
causal components of at most § samples. The proposed formu-
lation aims to find a distortionless quasi-causal spatial filter that
minimizes the cost function in (14a). When § = F'/2, i.e., all
entries are not constrained to be zero, the optimization problem
in (14) coincides with that of the original MPDR beamformer
in (7).

Before solving the optimization problem in (14), we show the
existence of its solution. The cost function in (14a) is strongly
convex by assuming that the SCM Ry is positive-definite at
all frequencies.! In addition, the constraints in (14b)—(14c) are
affine, and there exists a spatial filter that satisfies both con-
straints even when 6 = 0:

(m =0)

1
B = {0 (m#0)°
Hence, the optimization problem in (14) has a solution [23].
Many convex optimization algorithms can globally solve it
regardless of initialization.

15)

C. Closed-Form Solution of Causal MPDR Beamformer

The optimization problem of the causal MPDR beamformer
in (14) is an equality constrained least-squares problem. It can
be solved in a closed-form by considering the Karush—Kuhn—
Tucker (KKT) condition [35]. Let us concatenate the spatial

filters at all frequencies as
w=[w),... wh ] (16)

On the basis of this notation, we reformulate the optimization
problem in (14) as

min w"Rw (17a)
w
s.t. AHw =1, B"w =0, (17b)

where 1 € CF and 0 € CE/2-9M are vectors of ones and
zeros, respectively. Here, R € CFM*FM and A € CFM*F are
respectively given by

R = blkdiag(Ry, ... Rp_1), (18)

The positive-definiteness of the SCM is usually assumed in the MPDR
beamforming to compute the inverse of the SCM in (9).

A = blkdiag(ag,...ap-1), (19)

where blkdiag(-) constructs a block-diagonal matrix by
concatenating inputted matrices diagonally. In (17b), B €
CFM*(F/2=8)M jg a matrix for converting spatial filters to the
time domain and extracting unacceptable non-causal compo-
nents as follows:

B'w=ED 'Pw

= [Ewy,...,Ewy 1], (20
D = blkdiag(D, ..., D) € CFM*xFM (21)
E = blkdiag(E, ..., E) € RF/2-OMxFM = (39)

where P € RFM*FM jg a permutation matrix that changes the
order of w from the frequency-wise one to the microphone-
wise one. Its (f + Fm,m + fM)th entry is one for all f =
0,...,F—1landm =0,..., M — 1, and the other entries are
zero. In (20), E € RF/2-9)xF extracts the non-causal compo-
nents of a filter except for the allowed & samples.”

Let C € CFMx(F+(F/2=0)M) pe the horizontal concatena-
tion of A and B, and v € CF+(F/2-9)M pe the vertical con-
catenation of 1 and 0. By considering the KKT conditions for
the reformulated optimization problem in (17), we can obtain its
solution by solving the following linear system [36]:

(& §)()-()

where w* € CFM s the solution of the optimization problem
in (17), and k* € CF+(F/2-0)M jg the KKT multiplier. In par-
ticular, w* is obtained by

(23)

w* =R 'C[C'R'C] "v. (24)

As the main difference from the original MPDR beamformer in
(9), the causal MPDR beamformer should be jointly optimized
at all frequencies because the relationship between frequencies
affects the causality.

D. Relaxed Distortionless Constraint

The causality constraint in (14c) limits the DoF of a spatial
filter. In particular, when § = 0, the constraint restricts the
FM/2 entries of the spatial filter. To increase the DoF and
improve the extraction performance, we propose the causal
MPrDR beamformer that relaxes the distortionless constraint
regarding the gain of the spatial filter as follows:

F-1
min Z w?waf (25a)
(wfazf)?;(l) F=0
st. wiay =1+ 25 Vf, (25b)

’Different from (14c), the complex conjugation is not applied to the filters
in (20) before the inverse DFT. To constrain the non-causal components of
the complex conjugate of the filters, [wo,m,. .. ,wF_Lm]H, we assign the
indices of the filter as [w0,m, W—1,m, - - - ,ﬁ,p/zm, ﬁp/g,l,m, W ]
to D™ wo m, - - - ,UJF,Lm]T in (20). Then, the multiplication of E extracts
the components whose index n is not in N.
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zZf > 0 Vf,
(Dil[’UJO’m, ..

(25¢)

-7wF—1,m}H)n =0
vm,n ¢ Ng, (25d)

where z ¢ is a frequency-wise gain parameter. Since it is restricted
to be a non-negative value, this relaxation of the distortionless
constraint does not cause a delay in the target signal. The
frequency-wise gain parameter can also be interpreted as an
additional zero-phase filter. In (25), the gain of the spatial filter
for the target direction varies at each frequency. Although the
relaxed distortionless constraint potentially distorts the extracted
signal, the gain parameter might not be extremely large. This is
because zy is optimized to be small to minimize the power of
the extracted signal. In the case of 6 = F'/2, we can omit the
causality constraint in (25d) and solve the optimization problem
in (25) separately for each frequency. When we obtain w s that
minimizes (25a) under the constraint in (25b) with a positive
zy, it is always possible to minimize (25a) by dividing wy by
1 + zy that satisfies (25b) with z; = 0. That is, the optimal gain
parameter 2y becomes zero at all frequencies in the case without
the causality constraint. Then, the solution of (25) coincides with
the original MPDR beamformer.

The relaxed optimization problem is still a convex optimiza-
tion problem because the first constraint in (25b) is still affine,
and the non-negativity constraint in (25¢) is convex. The spatial
filter defined by (15) satisfies all the constraints in (25), and thus
there exists a solution.

E. DRS Method for Proposed Beamforming

The optimization problem of the causal MPrDR beamformer
in (25) is difficult to solve in a closed-form. Hence, we propose to
adopt the DRS method [23] that can handle multiple constraints
and be easily extended to an online setting [37].

To use the DRS method, we first recast the variables and define
two constraint sets. Let us concatenate the spatial filter w; and
the gain parameter z:

Cf: [wf70,...,wf7M_1,zf]T. (26)

We extend the STFT of the observed signal and the RTF of the
target signal as follows:

S xepar-1,0], 27

a1, =17 (28)

The set of spatial filters that satisfy the relaxed distortionless
constraint in (25b) is represented by

Ap ={neC” | pla; =1}.

The set of filters that satisfy the causality constraint in (25d) is
given by

C={£ecC" (D ,...,&r-1]")n = 0 Vn ¢ N5} (30)

On the basis of these notations, the optimization problem in (25)
is reformulated as a minimization of the following sum of two
functions with respect to ¢ ¢ defined in (26):

4G(Coy---Cr-1) +H(Cos---,CF-1),

Xt,f = [xt,f,07 ..

af = [l,aﬁl,..

(29)

€19}

where the cost functions are defined as

F-1
g(COV"'?CF—l) = ng(gf)
f=0

F-1
=D CiT ¢+ 04, (Cp), (32)
f=0
H(Coy---,Cp-1)
F-1 M-1
= Z i, (25) + we([Woms - swr_1.m]"). (33)
f=0 m=0
In (32), I'y is the extended SCM given by
1 Te’nd
Ty= D XurXip (34)
=T
and ¢s(+)is the indicator function with respect to a set S:
O (zed)
LS(x) = {OO ($ ¢ S) . (35)

The function ¢(-) is a sum of frequency-wise functions ¥ ()
and covers the cost function in (25a) and the relaxed distortion-
less constraint in (25b). The other function 7 (-) consists of the
indicator functions related to the constraints in (25¢)—(25d).
The sum of two functions in (31) can be minimized by the
following iterative procedure of the DRS method [23]:

(Coy---rCr1) < prox%/p(d)o,...d)p,l), (36)
pr 20— 5 VY, (37
(Yo, ..., Pr-1) < proxy,,(¥o, ... @r-1), (38)
G dp+r(Yy —Cy) VS, 39

where p € Ry and A € (0,2) are hyperparameters. Here, ¢,
@, and 1 ¢ are auxiliary variables whose sizes are the same as
¢7.In(36) and (38), the functions .7 (-) and ¥ (-) are separately
handled via the proximity operators [38]:

proxey,(g) = argmin (4(6) + plly —gl3), (40

ProX s ,(8) = argmin (J#(h) + pll — gll3), @
where g € CF(M+1) g the concatenation of the inputs of each
function,  is a dummy variable whose size is the same as g, and
Il - ||2 is the £2 norm. The proximity operators of ¢ (-) and .7#()
are explained in Sections III-E1 and III-E2, respectively.

1) Proximity Operator of 4 (-): The proximity operator of
% (-) can be computed frequency-wise:

Proxg/p(‘Poa e PRo1)

-
= prox%/p((po)7...,prox%il/p(cpp,l) ., (42

because ¢(-) is separable for each frequency [38]. As Ay
corresponds to the relaxed distortionless constraint in (25b),



MASUYAMA et al.: CAUSAL AND RELAXED-DISTORTIONLESS RESPONSE BEAMFORMING FOR ONLINE TARGET SOURCE EXTRACTION 315

proxgy, p(go r) is the solution of the following equality con-
strained least squares problem:

min n"Trn + plln — o513 (43a)

sit. nfay = 1. (43b)

Considering the KKT conditions, we obtain the following linear

system:
Lrdpl ap\ (m*\ _ (pey
alf 0 o* 1 )7

where T € CM+Dx(M+1) jg the identity matrix, n* € CM+!
is the solution of the optimization problem in (43), and o* € C
is the KKT multiplier. As the KKT system is nonsingular, the
solution can be computed in a closed-form.

2) Proximity Operator of F(-): The second cost func-
tion JZ(-) is separable across the gain parameter for each
frequency z; and the spatial filter for each microphone
[W0.ms -y Wr_1.,]". Hence, we can evaluate the proximity
operator of 7 (-) by the proximity operator for each indicator
function [38]. The proximity operator for tg_ (-) is given by

(45)

(44)

Prox,, (¢) = max(Re[s], 0),

where ¢ € Cis adummy variable, and Re[-] returns the real part
of its input. Then, as D is unitary, prox,,(-) can be evaluated
as [38]

- L
prox,, (@) = DproxLE(D 0), (46)

where g € C!" is a dummy variable, U denotes the complex
conjugation, and prox, (+) is the projection onto the set of quasi-
causal filters in the time domain:

- Jw, (neN;)
prOXLE(w)n - {0 (n¢ Nj) .

This procedure is the same as the truncation of the unallow-
able non-causal components in (13). In [14], the truncation
is presented heuristically and performed as a postprocessing.
On the other hand, the proposed method iteratively applies the
truncation in the optimization algorithm.

3) Summary of Proposed Algorithm: The DRS method for
the causal MPrDR beamformer in (25) is summarized in
Algorithm 1, where k£ =0,..., K — 1 is the iteration index.
Here, 0f,, and ¥ are auxiliary variables related to wy .,
and zy, respectively. This algorithm is designed for (25), but
we can adopt it to the causal MPDR beamformer in (14) by
applying ¥ < 0 instead of ¥, < prox,, (zf). Through our

(47)

experiments, we set the initial value of ¢ to zero.

In Algorithm 1, we update ¥ ¢, @, ¥ 5, and ¢ in parallel for
each frequency. In the update of 1, proxy ,,(-) costs O(M 2)
where we assume that the inverse of the KKT matrix in (44) is
computed in advance. On the other hand, [0g m., ... 0F_1.m]"
is updated by prox,, () in parallel for each microphone. Its
computational cost can be reduced to O(Flog F') by using
the fast Fourier transform. Hence, the computational cost of
Algorithm 1 per iteration is the maximum of O(FM?) and
O(F M log F). On the other hand, the closed-form method (24)

Algorithm 1: DRS Method for Causal MPrDR Beamformer.
Input: wy, z¢, Ry, af, ¢y, p, A
Olltpllt: D71[907m, o ,19F_1,m]H vYm
fork=0,..., K —1do
form=0,...,M —1do

[Qo’m, ey 9F71$m]T < pl‘OXLC([w()’m, ey
wFfl,m]T)
end for

for f=0,...,F —1do
0 ¢ prox,,_(zf)
end for
Concatenate 0¢,...,0f 771 and U5 as (¢
for f=0,....F —1do
Pre 26— by
Y= proxy, ,,(¢r)
Gy Pp+r(hy— ()
end for
Split ¢ ¢ into wy ,,, and 2
end for

costs O(F3 M3). We thus expect that Algorithm 1 is faster
than the closed-form method even with a large number of
iterations.’

FE. Advantage of Causality Constraint

We extract the target signal by filter-and-sum in (12) by using
the quasi-causal spatial filter obtained through Algorithm 1. The
algorithmic delay for target source extraction is reduced to only
0 samples owing to the causality constraint, and the filter-and-
sum does not cause a phase delay of the target signal due to
the exact or relaxed distortionless constraints. Meanwhile, the
interference signal has a phase delay and a frequency-dependent
group delay because the distortionless constraint holds on only
the target signal.

In the original MPDR beamformer, the cost function in (7a) is
the power of the signal extracted by the T-F-domain beamform-
ing in (6). It uses the circular convolution and does not coincide
with the filter-and-sum using the linear convolution in (12).
Hence, the original MPDR beamformer in (9) is not optimal for
the time-domain filter-and-sum. Intriguingly, the causality con-
straint reduces this mismatch and completely removes it when
0 = 0. In detail, we assume that the window length IV is equal
to or less than half of the number of DFT points F'. In addition,
the pair of STFT and iSTFT is assumed to perfectly reconstruct
a signal without windowing in iSTFT. Under these assumptions,
the iSTFT of the result of the T-F-domain beamforming coin-
cides with the output of the time-domain filter-and-sum. Proof
of this property is presented in Appendix A.

For instance, the above assumptions are satisfied by using
the Hann window, and setting the window shift and the number
of DFT points to half and twice the window size, respectively.

3Before the iterative procedure of the DRS method, the inverse of the KKT
matrix in (23) should be computed for all frequencies, which costs O(FM?).
It is, however, neglectable by assuming K > M.



316 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 32, 2024

As a result, the causality constraint reduces the discrepancy
between beamforming in the time and T-F domains, which is
advantageous for time-domain target source extraction. We will
show this effectiveness of the causality constraint through an
experiment in Section V-B.

IV. ONLINE CAUSAL MPRDR BEAMFORMING

In this section, we propose a frame-level online causal MPrDR
beamforming. An online extension of Algorithm 1 is derived
based on the adaptive DRS (ADRS) method [37].

A. Problem Formulation for Online Target Source Extraction

When the causal MPrDR beamformer is applied to low-
latency real-time applications, the spatial filter should be updated
in a block online manner. In detail, the spatial filter is updated
by solving the optimization problem in (25) for every T' frames
where T}, and T/, in (8) corresponds to the start and end
of the previous block. We extract the target signal from the
subsequent observed signals by using the obtained spatial filter.
This implementation, however, is not optimal for the situation
with interference sources moving within 7" frames. To adapt to
such situations, we derive a frame-by-frame online algorithm
for the causal MPrDR beamformer.

In the online setting, the STFT coefficients x; y are given
sequentially. We recursively update the SCM at each time frame
R, ¢ as follows [39], [40]:

Rij=pBRi 15+ (1- B)my sy,

where § € [0,1) is a forgetting factor. Based on this time-
varying SCM, the spatial filter for each time frame w; ; is
updated to solve the following optimization problem:

(48)

F-1
w2 s 50
s.t. w?af =14z Vf, (49b)
zp € Ry VS, (49¢)
(D’l[w07m, . ,U)F,Lm}H)n =0

VYm,n & N, (49d)

where the constraints are the same as in the offline version in
(25) because we assume that the target source does not move.
The online formulation in (49) aims to minimize a time-varying
cost function under the time-invariant constraints.

B. ADRS Method for Causal MPrDR Beamforming

To minimize the time-varying cost function in (49a), we pro-
pose to apply the ADRS method [37] that has achieved promising
results in echo cancellation [37] and active noise control [41].
The ADRS method for (49) is summarized in Algorithm 2. In this
online algorithm, we update the optimization variables K times
for each time frame. Then, wy ,,, and z; at the last iteration for
the ¢th time frame are used as the initial values for the (¢ + 1)th

Algorithm 2: ADRS Method for Causal MPrDR Beam-
former.

Input: wy ,,, zp, Ry ¢, @y, p, A

Output: D[g)/ o4 JH v m

Om,...,
fort=0,1,...d
fork:0,...,K—1d0
form=1,...,M do
[00,ms- - 0F-1,m]" < prox, ([wo,m, - - -,
wFfl,m]T)
end for
for f=1,...,Fdo
Wy prox,,, (z¢)
end for
Concatenate ¢ g,...,0f ;1 and U5 as (¢
for f=0,...,F —1do
Ppr 205 — by
’l/Jf — prox%yf/p((pf)
Gf < ¢+ Aby —Cy)
end for
Split ¢p¢ into wy ,, and zf
end for
o Opm
end for

time frame. This warm starting strategy is effective when the
SCM varies smoothly in successive time frames. The difference
between Algorithms 1 and 2 is replacing proxy, ,,(-) by the
time-varying proximity operator proxy, /,(-). It is computed
in (44) by replacing I'y by I'; 4:

Ty s =BT+ (1= B)xerxi - (50)

The updated spatial filter 6[ ] is converted to the time domain
and used to extract the target signal from the subsequent r
samples of the observed mixture.

In the online version of the original MPDR beamforming [32],
the spatial filter has been computed by (9) on the basis of the
time-varying SCM updated by (48). That is, the spatial filter
is independent at each time frame. In Algorithm 2, the spatial
filter update in (43) depends on the spatial filter in the previous
iteration similar to online algorithms for the generalized side-
lobe canceler [42]. As a result, the spatial filter varies smoothly
along time frames even when SCM changes rapidly. We expect
that this property of Algorithm 2 stabilizes the online causal
MPrDR beamformer.

In the online setting, we should compute the inverse of the
KKT matrix for each time frame, which costs O(FM?3). To
the best of the authors’ knowledge, techniques for the efficient
update of the inverse matrix, including the Sherman—Morrison
formula [43], are not applicable to Algorithm 2. The reduction
of computational cost for the matrix inverse with or without
approximation is a direction of future works.
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Fig. 3. Spatial arrangements of sound sources and a linear microphone array.

V. EXPERIMENTAL EVALUATION OF CAUSAL MPDR AND
MPRDR BEAMFORMER

To confirm the effectiveness of the proposed methods,
we conducted several experiments in the offline setting. In
Section V-A, we investigate the relation between the extraction
performance and the number of iterations with various tap
lengths. Section V-B demonstrates the advantage of the causality
constraint. The proposed methods were compared with various
low-latency beamforming methods in Section V-C.

A. Investigation of Causal MPDR Beamformer

1) Experimental Conditions: In this experiment, we inves-
tigated the performance of the proposed methods with synthe-
sized four-channel audio mixtures. Source signals of 10 s were
generated by concatenating utterances of the same speakers
in the Voice Conversion Challenge (VCC) 2018 dataset [44].
They were downsampled at 16 kHz. A four-channel linear
microphone array was placed at the center of the room of
6.0 m x 5.0 m x 4.0 m. The target and interference speakers
were around the microphone array as illustrated Fig. 3. The
reverberation time was randomly sampled from [0.16, 0.32] s.
Room impulse responses were synthesized by using pyrooma -
coustics toolbox [45] and convolved with the source signals.

The RTF of the target source was computed by applying the
eigenvalue decomposition to the SCM of another clean source
image uttered by the same speaker from the same position. STFT
was implemented with the half-overlapping Hann window. The
number of DFT points was in {2048, 4096, 8192, 16384}, and
the window size was half of it. The causal MPDR beamformer
in (14) and the causal MPrDR beamformer in (25) are ab-
breviated as Prop-exact and Prop-relax, respectively.
The number of non-causal components § was set to 0, i.e., the
proposed methods were causal. Algorithm 1 for Prop-exact
and Prop-relax was iterated 10° times, where A was set
to 1.8 for faster convergence. We also computed the causal
MPDR beamformer in the closed-form # given in (24). In this
experiment, the SCM was computed from the entire signal.

4The closed-form method was evaluated only when the number of DFT points
was 2048 and 4096 due to the limitation of computational complexity.
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The extraction performance was evaluated by the scale-
invariant source-to-distortion ratio (SI-SDR) [46], the wide-
band extension of the perceptual evaluation of subjective quality
(PESQ) [47], and the extended short-time objective intelligibil-
ity (ESTOI) [48]. To investigate the amount of distortion, we
define a distortion ratio (DR) as follows:

F
DR(wy, ... wp_1) = 10logq < ya— v 2) . (5D
Ef:() |1_a’fwf|

This measure becomes infinity when the distortionless constraint
is completely satisfied.

2) Relation Between Extraction Performances and Number
of Iterations: SI-SDR, PESQ, ESTOI, and DR averaged over
10 audio mixtures are illustrated in Fig. 4. The performance
of the proposed methods depended on the hyperparameter of
the DRS method p. SI-SDR and PESQ for Prop-exact
with Algorithm 1 converged faster to those for the closed-form
method when p = 0.005. In the following experiments, we thus
set p to 0.005 for both causal MPDR and MPrDR beamformers.
Although both Prop-exact and Prop-relax require many
iterations for the convergence, their SI-SDR quickly improved
as illustrated in the top row of Fig. 4. Especially, Prop-relax
achieved SI-SDR of 10 dB within 10 iterations and with the
DFT points of 2048. This setting is reasonable for real-time
applications with limited computational resources.

SI-SDR, PESQ, and ESTOI for Prop-exact decreased
after a large number of iterations. This is because, in the
DRS method, the causal spatial filters first intensively mini-
mized the cost function while not satisfying the distortionless
constraint. As the number of iterations increased, these filters
satisfied the distortionless constraint more accurately, which
resulted in lower extraction performance. On the other hand,
Prop-relax kept high extraction performance even after a
large number of iterations thanks to the relaxed distortionless
constraint. The effect of the relaxation can also be confirmed
in DR depicted in the bottom row of Fig. 4. Prop-exact
improved DR along with the increase of the number of iterations
and achieved DR of higher than 60 dB. That is, the distortionless
constraint was substantially satisfied after a sufficient number of
iterations. On the other hand, Prop-relaxdid notimprove DR
because we relax the distortionless constraint as in (25b)—(25¢).
We emphasize that Prop-relax does not cause a phase delay
on the target signal because w;'a 1 in (49b) takes a non-negative
real value. To demonstrate this point, we show the normalized
cross-correlation between the target signal and the extracted
signal in Fig. 5. Since the peak appears at a lag of zero, no
delay occurs by Prop-relax. High SI-SDR of Prop-relax
also indicates no delay on the extracted signal. This is because
SI-SDR only compensates for the scale mismatch between the
target and extracted signals.

In terms of SI-SDR, PESQ, and ESTOI, Prop-exact
achieved its best performance when the number of DFT points
F' was 16384. Meanwhile, the performance of Original
was saturated when F' = 8192. This is because Prop-exact
with § = 0 halve the actual filter length and has less DoF
than Original. Prop-relax outperformed Original in
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Fig. 5. Cross-correlation between the target source image at the reference

microphone and the extracted signal. Black dotted line shows a lag of zero.

terms of SI-SDR while reducing the algorithmic delay. We will
investigate this phenomenon more in Section V-B.

3) Gain Parameter and Directivity Patterns: To further in-
vestigate the causal MPrDR beamformer, we show a histogram

0.5
0.4 4
=
=03 1
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3
Q
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sl
0.1 B
0 L—- . L . .
0 0.5 1 1.5 2 2.5 3
Gain [dB]
Fig. 6. Histogram of the filter gains with respect to the RTF of the target

signal, i.e., 201og( (1 + z¢). For visibility, we limit the range up to 3 dB, and
all gains above 3 dB are accumulated in the right-most bin. The maximum of
201logyo(1 + zf) was 13 dB as an outlier.

of the filter gain 201log;4(1 + z5) for Prop-relax in Fig. 6.
The gain was less than 2 dB in most of the frequencies. Examples
of the directivities of the spatial filters are shown in Fig. 7.
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Fig. 7. Directivity patterns of the spatial filters. The target and interference

sources are in 45° and 135°, respectively. The gain for the target signal is
theoretically 0 dB in Original. Itis close to 0 dB in Prop-exact because
DR becomes high after a sufficient number of iterations, while it is equal to or
greater than 0 dB in Prop-relax.

Compared with Prop-exact, Prop-relax had a deeper
null for the direction of the interference source (135°). That
is, the relaxation of the distortionless constraint is effective to
suppress the interference signal. These results supported the high
objective measures of Prop-relax.

B. Effect of Causality Constraint

To demonstrate the advantage of the causality constraint, we
evaluated the performance of the causal MPDR and MPrDR
beamformers with different numbers of non-causal components.
Audio mixtures were simulated as in the previous experiment.
The half-overlapping Hann window was used in STFT where
the number of DFT points and window length were 8192 and
4096, respectively. For both Prop-exact and Prop-relax,
Algorithm 1 was iterated 10* times.

The cost function in (7a) was shown on the left side of Fig. 8.
The cost functions for the proposed methods monotonically
decreased as ¢§ increased. Original, which corresponds to
the causal MPDR beamformer with § = 4096, achieved the
minimum cost function. This is because larger § increases the
DoF of the spatial filter. Meanwhile, as illustrated on the right
side of Fig. 8, Prop-exact and Prop-relax achieved their
best SI-SDR when the algorithmic delay was 32 ms and 6 ms,
respectively. As discussed in Section III-F, beamforming in the
T-F domain coincides with filter-and-sum in the time domain
when 0 = 0. As § increases, the discrepancy arises between
the T-F domain beamforming used in the cost function and the
filter-and-sum for the low-latency extraction. That is, there is a
trade-off between the DoF of the spatial filter and the mismatch
between the two beamforming implementations. Hence, the
proposed methods with a limited tap length can outperform the
original MPDR beamformer.

Comparing the proposed methods, Prop-exact preferred
larger § than Prop-relax according to the right side of Fig. 8.

1580 : 20
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15601 gr?pfexact 19.51
riginal
19
= 1540+ —
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g =185}
Z 1520+ =
% (Hflg 18+
O 1500+ 0
175}
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1460 : : 16.5 : :
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Algorithmic delay [ms] Algorithmic delay [ms]
Fig. 8. Relation between algorithmic delay, cost function, and SI-SDR.

TABLE 1
STFT CONDITION FOR EACH METHOD

| Shift size Window size ~ DFT points | Low-latency

Long | 2048 4096 8192 | No
Short 48 96 96 Yes
WPD 48 96 96 Yes
Asym 48 4096 / 96 8192 Yes
Trunc 2048 4096 8192 Yes
Prop-exact 2048 4096 8192 Yes
Prop-relax 2048 4096 8192 Yes

In Asym, the lengths of the windows in STFT and iSTFT are different.

This should be because Prop-exact has less DoF of the
spatial filter than Prop-relax due to the exact distortionless
constraint.

C. Comparison With Existing Low-Latency Methods

We compared the proposed methods with two T-F-domain and
one time-domain methods for low-latency beamforming. One
method is the MPDR beamforming with asymmetric windows
(Asym), which reduces the algorithmic delay by using a short
window in iSTFT. The asymmetric Hann window formulated
in [20], [21] was used. Another T-F domain method is the
weighted power minimization distortionless response (WPD)
beamformer [40], [49], which is abbreviated as WPD. This
method assumes the convolutive mixing process in the T-F
domain, which allows us to use a short window in both STFT and
iSTFT. The prediction delay and the tap size were tuned to 5 and
5, respectively. The time-domain method truncates the spatial
filter as in (13) and performs filter-and-sum as in (12), which
is abbreviated as Trunc [14]. We also evaluated the original
MPDR beamforming with a long window (Long) and a short
window (Short).

To keep the algorithmic delay 6 ms, the STFT conditions were
different in each method as summarized in Table I. Although the
STFT conditions of the time-domain methods were the same to
Long, the algorithmic delay was reduced by truncating non-
causal components where § was set to 96.
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Fig. 10. Comparison of SI-SDR of various low-latency beamforming methods

in target source extraction. The algorithmic delay was reduced to 6 ms except
for the MPDR beamforming with a long window (Long) depicted by the red
box. The T-F-domain and time-domain methods are indicated by green and blue
boxes, respectively.

In contrast to the experiments in Sections V-A and V-B,
we simulated 50 audio mixtures under two conditions. Under
the first condition, the directions of the target and interference
sources were randomly sampled, where the minimum difference
between the directions was set to 5 degrees. Other settings were
the same as in previous experiments. The second condition is
for evaluating the performance of diffuse noise suppression. We
simulated the diffuse noise by using the CHiME3 noise [50],
where noise sources were equally spaced on 19 positions [51]
as illustrated in Fig. 9. The target source was located at a ran-
dom direction. Audio samples for both conditions are available
online.’

The boxplot of SI-SDR under the first condition is illustrated
inFig. 10. By Comparing Long and Short, the performance of
the MPDR beamforming significantly decreased with the short
window. The existing methods improved the median SI-SDR
from Short. In the T-F-domain methods, Asym performed best
by using along window in STFT. Prop-relax achieved better
SI-SDR than Prop-exact thanks to relaxing the distortionless

3[Online].
causalmprdr

Available:  https:/sites.google.com/view/yoshiki-masuyama/
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Fig. 11.  Comparison of SI-SDR of various low-latency beamforming methods

in diffuse noise suppression.

Interference

Fig. 12.  Arrangement of the fixed target and moving interference sources.

constraint, and it outperformed the existing low-latency methods
by a large margin.

The boxplot of SI-SDR under the second condition is il-
lustrated in Fig. 11. The overall performance decreased un-
der diffuse noise because the MPDR beamforming is dedi-
cated to suppressing directional sources. Remarkably, Prop-
relax was still comparable to Long while its algorithmic
delay is only 6 ms. Meanwhile, Prop-exact resulted in
relatively worse performance, which could be because the
spatial filter that satisfies the two constraints lacks DoF for
suppression.

VI. EXPERIMENTAL EVALUATION OF ONLINE CAUSAL MPDR
AND MPRDR BEAMFORMERS

In this section, we investigate the performance of the proposed
online methods under a non-stationary condition.

A. Experimental Conditions

We synthesized four-channel audio mixtures of 30 s with a
moving interference source by using gpurir toolbox [52].
Fig. 12 shows the simulated situation where the interference
source moved away from the target source. The distances from
the microphone array to the target and interference sources were


[Online]. ignorespaces Available: ignorespaces https://sites.google.com/view/yoshiki-masuyama/causalmprdr
[Online]. ignorespaces Available: ignorespaces https://sites.google.com/view/yoshiki-masuyama/causalmprdr
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The spatial filters w; 1 7 are converted to the time domain and used to extract
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1.0 m. The room has dimensions 6.0 m x 5.0 m x 4.0 m, and
the reverberation time was randomly sampled from [0.16, 0.32].
An array is located at the center of the room, and the spacing
between microphones was 5 cm.

We compared the proposed online methods (Prop-exact
and Prop-relax) with the online version of the original
MPDR beamformer (Original) and its truncated version
(Trunc). The online MPDR beamformer was computed by
replacing the time-invariant SCM in (9) with the time-varying
one in (48). Hence, the spatial filter at the ¢th time frame
wy, r depends on x; . In contrast, Trunc used the truncated
version of w1 to extract the target signal at the subsequent
samples by the filter-and-sum in (12). The proposed methods
also used the spatial filter computed from the previous time
frame to extract the following target source signal as depicted
in Fig. 13. Thanks to this, the total algorithmic delay of Trunc,
Prop-exact, and Prop-relax is only 96 samples, while
that of Original is 4096 samples. We changed the forget-
ting factor 3 in (48) to show the relationship between 3 and
the extraction performance. A larger S maintains the SCM at
the previous time frame more, and thus the SCM varies more
smoothly. We set the number of non-causal components ¢ to 96
and the number of iterations per time frame K in Algorithm 2 to
5 and 10.

B. Experimental Results Under Non-Stationary Condition

Table II shows the SI-SDR of the extracted signals with var-
ious forgetting factors. We investigated the performance under
two conditions where the end esdirection of the interference
source feng Was different. On the contrary to the stationary con-
dition, Original outperformed Prop-relax. This should
be because it requires more DoF of the spatial filter to suppress
the moving interference source. We stress that Prop-relax
performed best in the low-latency methods. This result confirms
the effectiveness of the online causal MPrDR beamformer for
real-time applications.

Regardless of the conditions, i.e., the speed of the interference
source, the performance of Original has a sharp peak at
[ = 0.97. Onthe other hand, Prop-exact and Prop-relax
worked well even with smaller 3. As discussed in Section IV-B,
the proximal update in Algorithm 2 minimizes the time-varying
cost function around the spatial filter at the previous iteration.
This procedure smooths the time-varying spatial filter and results

TABLE II
AVERAGE SI-SDR FOR ONLINE METHODS

Method Forgetting factor 3

0.30 0.50 0.70 090 0.95 097 0.99
Condition 1 (fstart, fend) = (60°,150°)
Original -1.26  -0.05 1.61 475 6.1 6.39 5.09
Trunc 1.06 2.14 3.61 5.55 5.73 5.38 3.98
Prop-exact (5) 2.94 2.98 3.08 3.31 3.29 3.12 242
Prop-exact (10) 2.39 2.48 2.66 3.05 3.13 3.00 2.25
Prop-relax (5) 5.68 5.72 5.77 5.62 5.23 4.82 3.72
Prop-relax (10) 5.76 5.84 5.94 5.82 5.42 4.99 3.80
Condition 2 (fslarla fend) = (6001 3000)
Original -1.28  -0.04 1.64 482 6.28 6.79 5.76
Trunc 1.18 2.34 3.82 5.66 5.89 574 458
Prop-exact (5) 3.30 3.33 3.43 3.65 3.62 3.46 2.84
Prop-exact (10) 2.61 2.72 2.92 3.38 3.46 3.33 2.65
Prop-relax (5) 5.73 5.80 5.89 5.86 5.6 5.31 4.34
Prop-relax (10) 5.71 5.84 5.99 6.00 5.75 546 442

The bold font indicates the best SI-SDR for each method. For the proposed methods,
the number in brackets indicates the number of iterations per time frame.

in stable performances even with aggressive updates of the SCM
with small /3.

To demonstrate the feasibility of the proposed methods, we
investigated the computational time of Original and Prop-
relax. Our experiment was performed using Python 3.10.9
with Intel Core i9-7900X CPU. Original took 5.9 msto calcu-
late the spatial filter per time frame. Meanwhile, Prop-relax
took 10.4 ms to compute the inverse of the KKT matrix in (44)
per time frame and 2.5 ms for each iteration in Algorithm 2. As
the window shit is 128 ms, the real-time factor for 10 iterations
per time frame was less than 0.3. This computational time does
not include the actual target source extraction by filter-and-sum,
but it can be performed efficiently [53], [54]. Although the
overall computational complexity is relatively large for current
hearing aids, we expect the complexity to be sufficiently small
for several advanced devices including augmented reality head-
sets [55], [56].

VII. CONCLUSION

We proposed a low-latency beamforming method named
causal MPDR beamforming. The proposed method adds the
causality constraint to the optimization problem of the original
MPDR beamformer and performs beamforming in the time
domain. In addition, the causal MPrDR beamformer was derived
by relaxing the distortionless constraint, and we applied the DRS
method to its optimization problem. Through the experiments,
we revealed that the causality constraint can improve extrac-
tion performance. Furthermore, we presented the online causal
MPrDR beamformer and validated its effectiveness through an
experiment under non-stationary conditions.

APPENDIX A
CONCORDANCE BETWEEN FILTER-AND-SUM IN THE TIME
DOMAIN AND ISTFT OF BEAMFORMING IN (6)

Proposition 1: Let us assume the window length is a multiple
of the window shift: N/r = @ € N. We assume that the win-
dow in STFT satisfies the perfect reconstruction property [57]
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without windowing in iSTFT as follows:

Q-1
Z In+rq = 1,
q=0

for all n =0,...,r — 1. We further assume § =0 and F =
Q'N = QQ'r where Q' € N is greater than one. Then, the
output of the time-domain filter-and-sum coincides with the
iSTFT of the result of the T-F-domain beamforming y; ¢:

(52)

M-1F/2-1
gl = Z Z ’wn’,m%lfn’,my (53)
m=0 n/=0
t F-1
— Z Z yt7fe27T1f(l7Tt)/F7 (54)
t=t;—QQ'+1 f=0

except for both ends of y;, where t; = [I/r |, and |- | is the floor
function.

Proof: Let us consider the windowed signal at the tth time
frame with zero padding:

~ T _
dt,l,m _ {Olﬂngl rt

wherel =0, ..., L — 1. According to the perfect reconstruction
property in (52), the overlap-add of the windowed signal d; ; ,,
reconstructs the original signal z; ,, as follows:

(lert,rt+N —1])

Ggltrt+N—1) OV

t;

3]
> dim= Y, diim, (56)
1=t -QQ'+1 t=t;—-Q+1
t
= Y TmGr (57)
t=t;—Q+1
Q-1
= FrmGitrg vt (58)
q=0
:ffl,nu (59)

for each [ except for the edge of the z; ,,. In (56), we use that

cFin, 1,m 1 the zero-padded windowed signal. Thanks to the linear-
ity of convolution, the channel-wise linear convolution of z; ,,
and W,y ,,, coincides with the overlap-add of the convolution of

d,1,m and Wy

F/2-1 F/2-1 t
E 'L’Z]/n’,mgl*n’,m = E '&jn’,m § dt,lfn’,m )
=0 n=0 =t —QQ'+1
(60)
t F/2-1
= § E Uﬂjn’,mdt,lfn’,m
t=t;—-QQ'+1 n'=0
(61)
Next, we consider €; y, m = d¢ ptre,m forn =0,..., F — 1.

We emphasize that the latter half of €; ,, ,, is zero according to
the definition of d;; ,, in (55). Since actual tap length of the

spatial filter Wy, ., is F'/2 due to 6 = 0, the linear convolution
of €, 5,.m and Wy, coincides with their circular convolution:

F/2-1
Z ’&}n”mgt,nfn’,m = ﬂ;n’,m ® gt,n,my (62)
n'=0
foralln =0,...,F — 1, where ® denotes the circular convo-

lution with the DFT points of F'. This is because the sum of the
supports of €t , y, and Wy, ., is equal to or less than F' [58].

According to (61) and (62), the channel-wise linear convolu-
tion of the audio mixture Z; ,,, and the filter w,, ,,, coincides with
the overlap-add of the result of the frame-wise circular convolu-
tion, i.e., iSTFT of Wy ,, ¢, f,m. Finally, thanks to the linearity
of the summation, the output of the time-domain filter-and-sum
in (53) is equal to the iSTFT of the sum of the channel-wise fil-
tered STFT coefficients y; ; = Zi‘f:_é Wf mTy,fm- Thatis, the
iSTFT of the result of the T-F-domain beamforming coincides
with y; except for both ends.
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