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Preparation of Hadamard Gate for Open Quantum
Systems by the Lyapunov Control Method

Nourallah Ghaeminezhad and Shuang Cong, Senior Member, IEEE

Abstract—In this paper, the control laws based on the Lya-
punov stability theorem are designed for a two-level open quan-
tum system to prepare the Hadamard gate, which is an important
basic gate for the quantum computers. First, the density matrix
interested in quantum system is transferred to vector formation.
Then, in order to obtain a controller with higher accuracy
and faster convergence rate, a Lyapunov function based on the
matrix logarithm function is designed. After that, a procedure
for the controller design is derived based on the Lyapunov
stability theorem. Finally, the numerical simulation experiments
for an amplitude damping Markovian open quantum system are
performed to prepare the desired quantum gate. The simulation
results show that the preparation of Hadamard gate based on
the proposed control laws can achieve the fidelity up to 0.9985
for the different coupling strengths.

Index Terms—Lyapunov control method, open quantum sys-
tem, operator preparation, quantum Hadamard gate, vector
space dynamics.

I. INTRODUCTION

URING recent years much work has been done to

develop the quantum computers. In a quantum computer,
the data is loaded as a string of quantum bits (qubits) [1].
Quantum gates perform very simple operations on these qubits
such as flipping their values. By combining many quantum
gates, complex operations can be realized and these operations
can be used to manipulate the qubits. The preparation of
quantum basic gates is one of the most important research
topics in quantum control field [2]. The main objective is
to prepare stable and high-fidelity quantum gates within a
possible short time and prevent them from decoherence as
long as possible [3]. A quantum control process can be
divided into coherent and decoherent parts, corresponding to
the unitary and non-unitary operations, respectively [4], [5].
Up to now, many different quantum control methods have
been developed to generate higher fidelity quantum gates in
a short time. One of the common methods is the quantum
optimal control method, which has been extensively studied
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[6]—[11]. Dynamical decoupling method is also an effective
control way for the quantum gate preparation. In 2013, Piltz et
al. protected conditional quantum gates by robust dynamical
decoupling [12]. In 2011, Grace et al. combined dynamical-
decoupling pulses with the optimal control method for im-
proving preparation of quantum gates [13]. However, in the
methods mentioned above the control laws are not analytic
and the designing procedure is a time-consuming task. The
design of control laws based on the quantum Lyapunov method
greatly simplifies the mathematic calculation and its analytical
type of control laws make the control system be easily adjusted
[14], [15].

The Hadamard gate is one of the most basic and important
gates in quantum computers [16]. Any unitary operation can
be approximated with arbitrary accuracy by means of special
gates set in which the Hadamard gate must be included. Many
quantum algorithms use the Hadamard transformation as the
first step to initialize the state with random information. In
quantum information processing, the Hadamard transformation
acts as a one-qubit operator that maps the qubit basis states
to different superposition states [17].

In our previous work [18] we prepared a Not gate for one
qubit open quantum system. In this paper, we will design
a Lyapunov control method to prepare the Hadamard gate
using unitary time-evolution operator whose dynamics are
transferred to the Bloch vector space. We construct a matrix
logarithm function as the Lyapunov function. The design of
control laws is based on the Lyapunov stability theorem. The
purpose of the control is to drive the unitary evolution operator
from any initial quantum gate as close as possible to the
desired quantum gate in the shortest possible time. Two perfor-
mance indices of the system under environment uncertainties
are analyzed by means of the simulation experiments.

The rest of this paper is arranged as follows: in Section II,
the descriptions of the control system and the model of the
system are studied. In Section III, the Lyapunov function and
the design of control laws are investigated. In Section IV, the
Hadamard gate based on designed control laws is prepared in
numerical experiments, the performances of control laws are
analysed, and the comparisons with other control methods are
done. Finally, the conclusion is given in Section V.

II. DESCRIPTIONS OF THE CONTROL SYSTEM AND THE
MODEL OF THE SYSTEM

For a two-level Markovian open quantum system, the dy-
namics of state p, can be described as the following Lindblad
equation [17]
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pr = —i[H(t), p] + L(pt) (D

where [H(t), pi] = |
H(t) and p; [19].

e

(t)- pt — pe- H(t)] is the commutator of
(t) is the Hamiltonian of the system

H(t) = Ho+ H. )

=

where Hj is a free Hamiltonian which is a Hermitian diagonal
matrix, and H. is the control Hamiltonian of the system

1
He=5 Y filt)o 3)
k=x,y,z
where f(t), fy(t) and f,(t) are control fields; oy, k = z,y, 2
are the Pauli matrices

CJo 1 o —i
Te= 11 0| YT 0
4

In (1), L(p;) turns out to cause decoherence of the system
and is called the dissipation part which describes the correla-
tion between the system and the environment [17], [20], [21]

1
L(p:) = Z’Yaﬁ [FaPth b (Fg Fopt + ptFﬁT Fa)]
a,B

®)

where F,,, F3 € {04,0y,0.} /N2 o, B € {x,y,2}, are
Lindblad operators. v,g are positive time-independent param-
eters and indicate the coupling strength of the system with the
environment. The set of y,g in (5) creates a Hermitian and
positive semi-definite matrix I', which is also known as GKS
(Gorini-Kossakowski-Sudarshan) matrix [19], [20]

Yzz Yoy Vzz
I'= Yyz  VYyy  Vyz | - (6)
Yzx  Vzy  Vzz

In our work, the studied model of the Markovian open
quantum system is amplitude damping (AD). The related GKS
matrix for the AD system is [22], [23]

1
Tap=v| —t
0

Moreover, the dissipation part of the AD system is [23]

i 0
1 0|. 7)
00

1
Lap (pt) = % 0i-pi0it = 5(0it0i-p + proiroi-)| (8)
where o;_ = 0, —i0y, 0j4 = 0, + 10y, and 7 is the coupling

strength of the system with the environment.

The preparation of quantum gates is more comprehensible
if they can be considered as a kind of operators. Under this
consideration, the dynamics of the operators must be obtained.
Since the density matrix dynamics of (1) is a bilinear equation
with dissipation part, it is not easy to use to manipulate the
gates. Fortunately for a two-level quantum system, the state of
the quantum system can also be described by the state vector.

As {I,04,04,0,} makes a basis for 2 x 2 Hermitian
matrices, the density matrix p; in (1) can be rewritten in Bloch
vector 7 as

1
pr = 5(I + 1y, 00 + 1y, 0y +72,0:) 9)

[0 4
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in this way p; is represented by the vector ry = (7g,, Ty,,
r.,)7L.

We define U(t) as a unitary time-evolution operator on
density matrix p;; accordingly the time-evolution of p; can
be written as

pr=U(®)-po-U'(t).
According to (1), (9) and (10), we can obtain the following
dynamics equation

U(t) = (A(t) + B)U(t) (11)

in which A(t) is the adjoint representation of —iH (¢) in
group of SO(3) which is derived from converting unitary part
—i[H (t), pt] of (1) to the Bloch vector representation and has
the following form

(10)

0 _fz(t) fu(t)
Aty = | [f(t) 0 —=f.()
ORI AN
= [o()Ax + fy(D) Ay + f2()As (12)
00 0 0 0 1
where A, = 00 —-1{,A4 = 0 O 0], and
01 0 -1 0 0
0 -1 0
A, =11 0 0 |. B is extracted from converting the
0 0 0

dissipation part L(p;) of (1) to the Bloch vector representation
and can be written as

r+17
B~ @I
2
1 _Q(Vyy + 722) Vzy + Yyx Yzz T Vzx
Vzx T Yoz Vzy T Vyz —2(Vaz + ’Yyy)

(13)
Based on (6) and (7), for the AD system we set v, = Yyy

=Y Yoy = Vo Yyz = —E a0 Yoo = Vyz = Yoz = Vay =
v, = 0. In this case, one has
-1 0 0
B=xy 0O -1 0 (14)
0 0 -2

From (9) and (10), the time-evolution of vector r; in the
Bloch vector space can be written as

ry =U(t) - 1p. (15)
Accordingly, based on (11) we can obtain

Now for preparing the quantum gate, the control task
becomes to design the control fields in A(¢) in order to drive
the initial gate towards the desired one.

By substituting the Pauli matrices (4) into the density matrix
given by (9), the relationship between p; and r; becomes

1 1 .
5(1+th) 7(7a£vt _Zryt)

2
pr = a7)
1(7" +iry,) 1(1 )
9 Tt Yt 2 2t
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uyp U2
Uz U4
time-evolution operator that applies on (17). The relationship
between the final density matrix p; and the initial density
matrix pog can be obtained as [24]

Consider the matrix G = L to be a unitary

prG'po-GT: { U1 uz}

Uz Ugq
1 1 ,
5(1 + 7)) 5 (Tag — Ty, ) u* usg®
X 1 1 up®  uy*
7(7":80 + Z”nllo) 7(1 - Tzo)
2 2
* * * *
_ 11 n lrt ujug +uruy  ugul + ugul
2 2 0| ujug +usus  uzug + usu)
UTU2 — UTUS  U2UF — UL U
+ Yo * * * *
U1U4 - 'U/Q'U?, U3U4 - USU4

+ (18)

UZU3 — UgU)

1
=T
2
* *
1 ULUT — UgUd
TZ() * *
2 UTUZ — Uy Ug

ULUS — UgU) }
where G refers to the conjugate transpose of matrix G, and
u* stands for the conjugate of element wu.

Let the final state vector be 7y = (ry,,ry,,7:,)", by

comparing (17) with (18), 74, r,, and r,, can be obtained
as

(ujug + usus + ugusy + ugu)) rg,

<
8
<
|
+ o=

N =N S

<
— %

* * * *
(uous — wrw) + ujug — usuU3) Ty,

+

(ulug + urus — uguy + usuy) ray, (19)

* * *
Ug — ULUY + UUl — USUS) Tx,

<
<
ey
|
+ N | .
SN =

* * * *
(urw) + ujus — ususz — U3 ) Ty,

+ = (uruz — ujus — ugu) + usu,) 2, (20)

2
Tap = Tay (Ul + uruy) 4 iry, (ujus — uyuy)
+ 72 (uru] — ugul) . (21)

Considering (15), (19), (20), and (21), the time-evolution
operator U (t), which drives the initial vector ry to the final
vector 74 in the Bloch vector space, can be derived as (22)
(see the bottom of this page).

In this paper, the desired gate is a Hadamard gate Gy,
which is a unitary operator that implies on a single qubit, and
transfers each basis state |0) or |1) to the superposition of both
states, i.e., it transfers the basis state |O> to (|0> + |1>)/\/§,

and the basis state |1) to (|0) —|1))/v/2. The Gy can be
written as [1]

Gr= 75 1(10) + [0l + (10) ~ 1)1

1 1 1
A1 4]
To obtain the Hadamard gate G4, by the vector dynamics,
the matrix G, will be realized in the form of U(¢) in (22) as
the unitary time-evolution operator in the Bloch vector space.
Uy U2
u3
of the Hadamard matrix in Gy, i.e., u1 = uz = ug = 1/v/2
and ug = —1/ V/2, are substituted into (22); then the represen-
tation of the desired Hadamard gate in the Bloch vector space
is expressed as

According to G = and (23), the final parameters

0 0 1
Up=U;j_n=|0 -1 0 24)
1 0 O

III. DESIGN OF CONTROL LAWS

In Section II, density matrix dynamics and desired quantum
gate have been derived in the Bloch vector space, and we have
obtained the dynamics of time-evolution operator U(¢) in the
same space. Now we design a proper Lyapunov function and
Lyapunov-based control laws. A suitable Lyapunov function
is first constructed and evaluated, then the control laws based
on the Lyapunov stability theorem are designed.

The Lyapunov stability theorem is used to determine the
stability of a control system without need of solving the partial
differential equations. It can also be used to design the control
laws in order to obtain a stable control system. According to
the Lyapunov stability theorem the dynamical system in (11),
is stable if there is a scalar function V'(t) that satisfies the
following conditions: a) V'(t) is positive semi-definite, i.e.,
V(t) > 0 at any time; b) the first order time derivative of the
Lyapunov function is negative semi-definite, i.e., V(t) < 0 at
any amount of time [17].

The Lyapunov function V constructed in this paper is
based on the matrix logarithm log(U; U (t)) [25]. Let’s define
U;TU(t) = W(t). As long as the spectral radius is less than
one, the Mercator series of log(WV(t)) is [26]

log(W(1)) = (W(1) ~ 1) — 5(OW(1) ~ I)?
F3(OV0) - D = SOV - D +

(25)

g™ + urug + ugus® + ug*ug
(Ul*’LL4 — ugug™ + uguz™ — ’U,Q*US)Z'

U(t) = 3
Q(U1UQ* + ul*ug)

(ugus™ — urug™ + ug*ug — us*us) i
ur ug + urug® — uguz™ — uz*ug
2(u1*ug — ugug™)i

((ujus + urul — uoul + uduy)
(uiug — ujus —uguy + uduy,)i
2(u1u1* — UQ*UQ)
(22)
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where I is the identity matrix.

The first two terms of Mercator series in (25) are chosen,
and the Lyapunov function in this paper is constructed by
taking the square norm of two terms as

V() =L@ = tx(LF(t)L(t))

in which, £(t) = W(t) — I — 1 W(t)—1)*.

Equation (26) asserts that, V(tg) = 32 when U(t) = Uy =
I, and V(t;) = 0 as long as U(t) = Uy. The constructed
Lyapunov function satisfies V' (¢) > 0 at any time.

To design the control laws, the first order time derivation of
V (t) must satisfy V(t) < 0 at any amount of time, and V'(t)
= 0 while U(t) = U;. According to (26), V(t) is derived as
follows:

(26)

V(t) = tr (i(ﬁ(t)ﬁ(t))

= tr (L'T(t)c(t) + cT(t)c'(t)) 27)
where
L(t) = W(t) = ( W(t) = D) W(1))
CHE) = Wht) — 1 — % W () -1
L) = W)~ ((WT(t) — )Wt (t)) (28)

in which, Wi(t) = UT(t)U; and W(t) = U;TU(¢). .
By substituting L£(t), L£T(¢t) and Lf(t) into (27), V(t)
becomes

V()= (- %UT'(t)UfWT
— WU + 20T ()0 )
+ LT(—%UfTU(t)W - %WUfTU(t) + 2Uf*U(t)]
(29)

where the first and second terms of the trace function are the
conjugate transpose of each other. Moreover, all elements of
the trace function are real matrices, so the trace of these two
terms are equal, and (29) can be rewritten as

V() = 2u[( - %UT’(t)UfWT

- %WTUT'(t)Uf 157 V< BE

_ Substituting the conjugate transpose of U(t) in (11), ie.,
Ut(t) = UT(t)(A(t) + B)" into (30), one has

V() = 20~ %UT(t)(A(t) +B) U
WA + B) Uy
LUt (1) (A@) + B Uf),c} . 31)

Substituting A(t) in (12) into (31), we can obtain
. 1

v(e) = 2tr| (- UM F (DA
+ fy () Ay + fo(H) A, + B)T U

_ %WTU*(t)(fm(t)Agc + fy(H)A,
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+ f.(t)A, + B) Up + 20T (t) (f. (1) A
+ 1) Ay + L(DA. + B) Uy )£]

where B is defined in (14), and f,(¢), f,(¢), and f.(¢) are real-
valued functions which are pulled out from the trace function
to divide (32) into 4 parts as shown in (33)

(32)

Vi) = L2 u]( - %UT(t)ALUfWT

- %WTUT(t)ALUf + 2UT(t)A;Uf)z:}
+ f,(1)2 tr[( - %U(t)TALUfWT
- %WTUT(t)A;Uf + 2UT(t)A;Uf)c]

+ (e (- %UT(t)AlUfWT
1
- SWIUT 0 ALU; + 2Uf(t)ALUf)L}
1
_ -yt T T
+2tr[( SUtBIUW

= %WTUT(t)BTUf +20 ()BIUy ) L] (33)

From (33) it is obvious that, V(¢) is composed of 4 parts
with the similar structure as

<—;U(t)TXTUfWT - %WTU(t)TXTUf + 2U(t)TXTUf> c
then these similar functions are defined as S (X, ?)
S(X,1) = 2tr[( - %U(t)TXTUfWT
- %WTU(t)TXTUf n 2U(t)TXTUf)£} (34)

in which X is A,, Ay, A, or B, in the first, second, third,
or fourth term of (33) respectively. By substituting (34) into
(33), we have

V(t) = fw(t)S(vat) + fy(t)S(Ayvt)
+ f.(t)S (A.,t) + S (B, 1) (35)

while A;, A,, A,, and B are defined in (12) and (14),
respectively.

Now the control task becomes to design the control func-
tions f,(t), fy(t) and f.(¢), to make V(¢) decrease mono-
tonically, i.e., V(t) < 0. The main idea of design is to make
the control laws consist of two terms, such that the first term
is used to ensure V(t) < 0, and the second term is used to
eliminate the dissipation part caused by B. For this purpose,
the control functions are designed as

fo(t) = —azS (Ag,t) — hxm
£t = —ay (Ay. 1) - hm
fz(t) = _azS (Azyt) - hzm (36)

where az, ay, @, Ry, hy, and b, are tuning weights. In (36),
the terms —a;S(4;,t), a; > 0, j = z,y,2, are used for



GHAEMINEZHAD AND CONG: PREPARATION OF HADAMARD GATE FOR OPEN QUANTUM SYSTEM BY THE LYAPUNOV CONTROL METHOD 737

preparing the operator, while for terms —h,;S(B,t)/S(A;,t),
Jj =x,y, 2, by adjusting h;, hy +hy +h, = 1, the dissipation
part caused by B goes to be eliminated.

Substituting (36) into (35), one gets

V(t) = — apS? (Ag, t)

—a,S8%(Ay,t) —a.S* (A, 1) <0 (37)

This means the control laws given by (36) can ensure V(t)
< 0, so these control laws satisfy the requirements of the
Lyapunov stability theorem.

IV. SIMULATION EXPERIMENTS AND RESULT ANALYSIS

In this section, the control laws in (36) are used to prepare
the Hadamard gate for a Markovian open quantum system,
i.e., to drive the time-evolution operator U (t) from the initial
identity matrix gate (38) to the desired gate (39).

1 0 0

U=10 10 (38)
0 0 1
[0 0 1

Up=1(0 -1 0 (39)
1 0 0

Numerical simulations are conducted to investigate the
performances of control laws and the dynamical behavior of
the system. We mainly study the following three points:

1) The dynamics and characteristics of the time-evolution
operator under the Lyapunov-based control are investigated.
Meanwhile, the accuracy of preparation of the Hadamard gate
is analyzed based on two performance indices: the fidelity F
and the distance D, for different coupling strength . Then,
the performances of control laws are investigated by the
experiments.

2) The effects of control laws on the control system perfor-
mances are studied by analyzing the state-transfer from pg to
Pt
f3) The comparisons between different control methods are
discussed.

A. Preparation of Hadamard Gate and Analysis of the Control
Performance Indices

In this subsection, the dynamics and characteristics of the
time-evolution operator U(t) under the action of the control
laws are studied. The Hadamard gate for the AD Markovian
open quantum system is prepared, and two control perfor-
mance indices are analyzed.

In dynamical equation U(t) = (A(t) + B)U(t), the fourth-
order Runge-Kutta method is used to obtain the time-evolution
operator U (t) as

h
U(t):U0+g-(K1+2-K2+2-K3+K4) (40)

where
K\=FU,

h
ngf(U0+§K1)

h
K3:-7:'(U0+§'K2)

Ky=F - (Uy+ h- K3) 41
in which
F = (fo(t)Az + fy(t)Ay + f2(t)A. + B)
= A(t) + B. 42)

In (40), h is the sampling time. The control time is divided
into 100 steps from 0 to 0.1 a.u., so h = 0.001. As the steps go
ahead, according to (40), the first step starts from Uy, and the
U (t) is updated until Uy is prepared. The control laws are used
to drive U(t) from Uy to Uy, in which a, = 70, a, = 106,
and a, = 66 are set. At the initial time, we set the initial
values of control functions as f, (0) = 10.28, f, (0) = 10.73,
and f. (0) = 40.

The fidelity and the distance are introduced to analyse the
accuracy of quantum Hadamard gate preparation. The fidelity
is defined as [27]

tr (U)UT (1)) + |te(UTU ()
F= 43
NN+ 1) (“43)
where N is the system dimensions and for the two-level
system, N = 2. As long as the operator reaches completely
the desired operator, the fidelity is equal to one.
The distance is defined as

D = |[U(t) = Us||* = tr((U(t) = Up)" - (U(t) = Uy)).
(44)

Accordingly, the distance gives the perception whether U (t)
achieves Uy and to what extent. When U (t) reaches Uy com-
pletely, the distance is equal to 0. Otherwise by considering
the fault tolerant quantum computation, the distance should
satisfy the following performance selected in our experiment

D<107% (45)

‘ 2

which is the distance criterion for valid operator preparations.

As the system is an open quantum system, when the cou-
pling strength ~y increases, there is a higher coupling strength
with the environment. Fig.1 shows the experimental results
of the fidelity, when preparing the Hadamard gate for the AD
Markovian open quantum system under designed control laws
with three

Lo [ e PR
[
09 1 1
— — 001

08 f — =0l

0.7 [

0.6 [

Fidelity

051

04 [

0

0.2

0.04 0.06 0.08 0.1

Time (a.u.)

0 0.02

Fig. 1.
v = 0.1, and v = 0.18.

The fidelity under control laws for the AD system when v = 0.01,
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coupling strength v = 0.01, v = 0.1, and v = 0.18,
respectively.
One can see from Fig.1 that, when v = 0.01, at t =

0.0164 a.u., the fidelity reaches 0.9985. For larger parameters
v, i.e., v = 0.1 and v = 0.18, the fidelity becomes 0.981
and 0.962, respectively. This indicates that as 7 increases, the
dissipation part has more effect on the system, which makes
the fidelity decrease. When v = 0.1 at time 0.091 a.u., the
fidelity has a fluctuation, and when v = 0.18, the fluctuations
happen again with larger deviation at times 0.0447 a.u. and
0.092 a.u., which are caused by the dissipation L(p;) of the
open quantum system. The designed Lyapunov control laws
can guarantee the system stability, and when the dissipation
makes the system deviate from the desired result, the control
laws can eliminate it in a very short time.

Fig.2 is the result of the distance when preparing the
Hadamard gate for the AD Markovian open quantum system
with v = 0.01, v = 0.1, and v = 0.18. For all parameters
v, at t = 0.0164 a.u., the distance reaches less than 1074,
and it remains in this criterion for the rest of time. For
v = 0.1, at t = 0.092a.u., the distance becomes 4 x 1073,
but after a short time the controller brings it under 10~*
again. When ~ = 0.18 , at times 0.047 and 0.093 a.u., there
are also some peaks that values are 3.1 x 1072 and 5 x
1073, respectively, but these fluctuations are rectified by the
controller. These fluctuations are caused by the dissipation of
the system coupled to environments. As the 7 increases the
fluctuations also increase, which are eliminated by the control
laws in a very short time.

The function of control laws consists of two parts: the first
is the preparation, and the second is the preservation. During
the preparation part, the desired gate is prepared, and two
control performance indices, i.e., density and fidelity, tend to
reach the minimum and maximum values, respectively. In the
preservation part, the desired gate remains stable under the
action of the control laws. The effects of control laws in the
preservation part eliminate the dissipation of the system which
emerges as the fluctuations.

Table I is the parameters in (36) selected in experiments in
order to have the maximum fidelity and the minimum distance
in the shortest possible time. The control laws as the function
of time with v = 0.1 are shown in Fig. 3. From which one can
see that at ¢t = 0.0164 a.u. the control laws tend to zero, then
there appear some fluctuations. This time is the preparation
time and during 0 < ¢ < 0.0164 a.u., the control laws work
in the preparation part. After ¢ = 0.016 a.u. and till the end
of simulation time ¢t = 0.1 a.u., the control laws work in the
preservation part.

B. State-Transfer Under Designed Control Laws

In this subsection, in order to study the relation between
the density matrix and the gate, the numerical simulation of
corresponding state-transfer from the arbitrary identity matrix
Uy to desired gate Uy is fulfilled to verify the effect of
designed control laws. From (15) and (17), one can see that
the density
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Fig.2. The distance under control laws for the AD system when (a)
v =0.01, (b) v = 0.1, and (c) v = 0.18.

matrix p; is an implicit function of U(t) by means of vector
Tt.

Let the initial vector be ro = (1, 0, 0), which is regarded
to be the superposition of basis states, i.e., (|O> + |1>)/\/§
According to (15) and (24), the desired final vector, which is
correlated to the state |0>, can be derived as

0o 0 1] [1 0
rp=Urro=10 =1 0of-|0]=1]0

: (46)
1 0 O 0 1
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TABLE 1
MINIMUM VALUES OF D AND MAXIMUM VALUES OF F'
az ay a h1 ho h3 f=(0) fy(0) £=(0) Maximum fidelity Minimum distance
70 106 66 0.35 0.31 0.34 10.28 10.73 40 0.9985 1.6 x 1074
400 . . [ .
makes p;; decrease and fluctuate very little away from the
300 - =70 desired amount. Under the action of control laws, p;; remains
- stable close to 1 [29]. When p;; decreases a bit, the other
200 — ol diagonal element, i.e., pas slightly increases, in which the sum
2 _ of p11 and poo is always equal to one. Other elements, i.e.,
i: 100 :‘, 1 p12 and po; attain to 4 x 10~* at t = 0.012a.u.. From Fig. 4
£ o SN N one can see that, at times ¢ = 0.015a.u. and ¢ = 0.091a.u,,
© v there are some fluctuations in the trajectories of p1s and po1,
100 ] which can be eliminated by the control laws designed. The
numerical simulation results verify that the desired state in
~200 . (47) is achieved.
309 0.02 0.04 0.06 0.08 0.1 C. Comparison and Discussion
Time (a.u.) In [30], the optimal control theory is applied to a two-
Fig.3. Control laws as the function of the time when v = 0.1. level open quantum system to prepare the Hadamard gate by

To find out the corresponding density matrix, the initial vec-
tor 7o = (1, 0, 0) and the final desired vector 7y = (0, 0, 1)
are substituted into (17), we can obtain

|1 05 0.5 |10
PP=1o5 05| P70 o]
Fig. 4 illustrates the trajectory of the time-evolution density

matrix as a function of time for the AD Markovian open
quantum system under the designed control laws.
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Fig.4. State-transfer from po to py under control laws for the AD system
when v = 0.1.

Based on the principle of Von Neumann, the diagonal ele-
ments of a density matrix can be interpreted as the probability.
The trace of a density matrix must be normalized, which
means the sum of the diagonal elements of time-evolution
density matrix, i.e., p11 + p22, must be equal to one at each
moment of time-evolution [28]. The numerical simulation
results in Fig.4 show that, at ¢ = 0.012a.u., p11 and poo
attain 0.999 and 0.001, respectively, whose sum is one. For
the rest of simulation time, the loss of stability in Hamiltonian

minimizing an energy-type cost functional. 25a.u. time was
used and the performance of F' ~ 1 — 10716 was achieved
for a closed-loop system. In our paper, when the experimental
simulations are done in the same conditions, i.e., v = 0, and
the maximum amplitude of control laws is no larger than
2, the performance of our experimental results is F' = 1
at t = 2.025a.u. which indicates that the control method
proposed in this paper can obtain higher fidelity in a shorter
time compared to that of the optimal control method in [30].

In [18], the Lyapunov control method is used to prepare a
Not gate for a two-level open quantum system. The perfor-
mance of F' = 0.9976 at t = 0.0194 a.u. is obtained with v =
0.01, and the maximum amplitude of control laws is less than
400. Under the same conditions the fidelity performance in our
paper is F' = 0.9985 at ¢ = 0.0165 a.u., which demonstrates
the preparation in this paper has higher fidelity with a faster
convergence rate.

V. CONCLUSION

This paper has prepared a Hadamard gate for the two-
level AD Markovian open quantum system based on the
Lyapunov stability theorem. The controlled system dynamics
are obtained in the Bloch vector representation. Two control
performance indices, i.e, the fidelity and the distance are inves-
tigated, and numerical simulations are implemented under the
MATLAB environment with different coupling strength ~. The
control laws which are designed based on a novel Lyapunov
function ensure high fidelity and low distance with a very short
preparation time. The performances of the gate preparation and
the state-transferring illustrate the effectiveness of designed
control laws to eliminate the dissipation caused by coupling
with environment.

REFERENCES

[1] G. P. Berman, G. D. Doolen, R. Mainieri, and V. 1. Tsifrinovich,
Introduction to Quantum Computers. River Edge, NJ, USA: World
Scientific, 1998, pp. 1-3.



740

[2]

[3]

[4]

[51

[6]

[7]

[8]

[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

(171

(18]

[19]

D. Dong and I. R. Petersen, “Quantum control theory and applications:
a survey,” IET Control Theory Appl., vol. 4, no. 12, pp. 2651—-2671,
Dec. 2010.

V. Privman, D. Mozyrsky, and I. D. Vagner, “Quantum computing with
spin qubits in semiconductor structures,” Comput. Phys. Commun., vol.
146, no. 3, pp. 331—338, Jul. 2002.

B. L. Hazelzet, M. R. Wegewijs, T. H. Stoof, and Y. V. Nazarov,
“Coherent and incoherent pumping of electrons in double quantum dots,”
J. Phys. Rev. B, vol. 63, no. 16, Article ID: 165313, Apr. 2001.

V. M. Akulin, Dynamics of Complex Quantum Systems. Dordrecht,
Netherlands: Springer, 2014, pp. 13—22.

S. M. Nejad and M. Mehmandoost, “Realization of quantum Hadamard
gate by applying optimal control fields to a spin qubit,” in Proc. 2nd
International Conference on Mechanical and Electronics Engineering
(ICMEE), Kyoto, Japan, 2010, pp. V2-292—V2-296.

E. Kyoseva and N. Vitanov, “Optimal quantum control by composite
pulses,” in Proc. 2014 Conference on Lasers and Electro-Optics, San
Jose, CA, USA, 2014, pp. 1-2.

F. Albertini and D. Ddlessandro, “Time-optimal control of a two level
quantum system via interaction with an auxiliary system,” IEEE Trans.
Automat. Control, vol. 59, no. 11, pp. 3026—3032, Nov. 2014.

A. Gamouras, R. Mathew, S. Freisem, D. G. Deppe, and K. C. Hall,
“Optimal two-qubit quantum control in InAs quantum dots,” in Proc.
2013 Conference on Lasers and Electro-Optics, San Jose, CA, USA,
2013, pp. 1-2.

T. Y. Chiu and K. T. Lin, “Optimal control of two-qubit quantum gates
in a non-Markovian open system,” in Proc. 12th IEEE International
Conference on Control and Automation (ICCA), Kathmandu, Nepal,
2016, pp. 791—-796.

D. Délessandro and M. Dahleh, “Optimal control of two-level quantum
systems,” IEEE Trans. Automat. Control, vol. 46, no. 6, pp. 866—876,
Jun. 2001.

C. Piltz, B. Scharfenberger, A. Khromova, A. F. Var6on, and C. Wun-
derlich, “Protecting conditional quantum gates by robust dynamical
decoupling,” Phys. Rev. Lett., vol. 110, no. 20, Article ID: 200501, May
2013.

M. D. Grace, J. Dominy, W. M. Witzel, and M. S. Carroll, “Combining
dynamical-decoupling pulses with optimal control theory for improved
quantum gates,” arXiv preprint, arXiv: 1105.2358, 2012.

S. C. Hou, L. C. Wang, and X. X. Yi, “Realization of quantum gates
by Lyapunov control,” Phys. Lett. A, vol. 378, no. 9, pp. 669—704, Feb.
2014.

S. C. Hou, M. A. Khan, X. X. Yi, D. Y. Dong, and I. R. Petersen,
“Optimal Lyapunov-based quantum control for quantum systems,” Phys.
Rev. A, vol. 86, no. 2, Article ID: 022321, Aug. 2012.

J. Wen, S. Cong, and X. B. Zou, “Realization of quantum hadamard
gate based on Lyapunov method,” in Proc. 10th World Congress on
Intelligent Control and Automation (WCICA), Beijing, China, 2012, pp.
5096—5101.

S. Cong, Control of Quantum Systems: Theory and Methods. Singapore:
John Wiley and Sons, 2014, pp. 88—91.

J. Wen and S. Cong, “Preparation of quantum gates for open quantum
systems by Lyapunov control method,” Open Syst. Inf. Dyn., vol. 23,
no. 1, Article ID: 1650005, Mar. 2016.

J. G. Broida, “Essential linear algebra,” University of Colorado, Col-
orado, USA, 2009, pp. 79—81.

[20]

[21]

(22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

IEEE/CAA JOURNAL OF AUTOMATICA SINICA, VOL. 5, NO. 3, MAY 2018

R. Alicki and K. Lendi, Quantum Dynamical Semigroups and Applica-
tions. Berlin Heidelberg, Germany: Springer, 2007, pp. 5—17.

G. Lindblad, “On the generators of quantum dynamical semigroups,”
Commun. Math. Phys., vol. 48, no. 2, pp. 119—130, Jun. 1976.

M. A. Nielson and I. L. Chuang, Quantum Computation and Quantum
Information, 10th ed. New York, USA: Cambridge University Press,
2010, pp. 380—387.

H. D. Yuan, “Reachable set of open quantum dynamics for a single spin
in Markovian environment,” Automatica, vol. 49, no. 4, pp. 955—959,
Apr. 2013.

E. Briining, H. Mikeld, A. Messina, and F. Petruccione, “Parametriza-
tions of density matrices,” J. Mod. Opt., vol. 59, no. 1, pp. 1-20, Jan.
2012.

P. de Fouquieres, “Implementing quantum gates by optimal control with
doubly exponential convergence,” Phys. Rev. Lett., vol. 108, no. 11,
Article ID: 110504, Mar. 2012.

N. J. Higham, Functions of Matrices: Theory and Computation.
Philadelphia, PA, USA: Society for Industrial and Applied Mathematics,
2008, pp. 269—287.

J. Ghosh, “A note on the measures of process fidelity for non-unitary
quantum operations,” arXiv preprint, arXiv: 1111.2478, 2011.

K. Blum, Density Matrix Theory and Applications. New York, USA:
Springer, 2012, pp. 12—14.

D. V. Treshchev, “Loss of stability in Hamiltonian systems that depend
on parameters,” J. Appl. Mathem. Mech., vol. 56, no. 4, pp. 492—500,
Jan. 1992.

M. Grace, C. Brif, H. Rabitz, I. A. Walmsley, R. L. Kosut, and
D. A. Lidar, “Optimal control of quantum gates and suppression of
decoherence in a system of interacting two-level particles,” J. Phys. B:
Atom. Mol. Opt. Phys., vol. 40, no. 9, pp. S103—S125, Apr. 2007.

Nourallah Ghaeminezhad graduated from the De-
partment of Automation, Nanjing University of
Aeronautics and Astronautics (NUAA) in 2014. He
is now a Ph.D. candidate in the Department of
Automation, University of Science and Technology
of China (USTC). His research interests include
quantum system control, especially the preparation
of quantum gates, and feedback control of open
quantum system.

Shuang Cong (M’07—SM’12) graduated from Bei-
jing University of Aeronautics and Astronautics
(BUAA), China, in 1982. She received the Ph.D. de-
gree in system engineering from University of Rome
La Sapienza, Italy, in 1995. She is currently a Pro-
fessor in the Department of Automation, University
of Science and Technology of China (USTC). Her
research interests include advanced control strategies
for motion control, fuzzy logic control, neural net-
works design and applications, robotic coordination
control, and quantum systems control.



