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Robust Formation Maneuvers Through Sliding
Mode for Multi-agent Systems With Uncertainties

Dianwei Qian, Chengdong Li, SukGyu Lee, and Chao Ma

Abstract—This paper develops a robust control method for
formation maneuvers of a multi-agent system. The multi-agent
system is leader-follower-based, where the graph theory is utilized
to describe the information exchange among the agents. The con-
trol method is exercised via sliding mode methodology where each
agent is subjected to uncertainties. The technique of nonlinear
disturbance observer is adopted in order to overcome the adverse
effects of the uncertainties. Assuming that the uncertainties
have an unknown bound, the formation stability conditions are
investigated according to a given communication topology. In
the sense of Lyapunov, not only the formation maneuvers of
the multi-agent system have guaranteed stability, but the desired
formations of the agents are also realized. Compared with other
two control approaches, i.e., the basic sliding mode approach
and the fuzzy sliding mode approach, some numerical results
are presented to illustrate the effectiveness, performance and
validity of the robust control method for formation maneuvers
in the presence of uncertainties.

Index Terms—Formation control, multi-agent systems, nonlin-
ear disturbance observer, sliding mode, uncertainties.

I. INTRODUCTION

W ITH the development of artificial intelligence, multi-
agent systems have been hailed as a novel paradigm

for conceptualizing, designing, and implementing intelligent
systems [1]−[3]. A multi-agent system is a coupled network
of some agents, where the agents can interact to achieve some
goals that are beyond the individual capacities or knowledge of
each agent [4], [5]. The advantages of the multi-agent system
include but are not limited to efficiency, extensibility and
reliability. On the other hand, many increasing applications
in reality require the agents that have to work together [6]. To
enable these applications, requirement of coordination of the
agents has substantially increased.
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As one of coordination task, the consensus problem is
emerging because it integrates both graph theory and control
theory [7]. The consensus problem covers some typical control
tasks, i.e., formation control, rendezvous, attitude alignment,
flocking and foraging [8]. Among the tasks, the formation
control concentrates on forming up a multi-agent system as
well as making the agents move in given geometrical shapes.
The task is rooted in the real applications. For example, the
agents have to maintain some formations when they move at
disaster sites, warehouses and hazardous areas [9]. See [10]
for a complete review of recent philosophies in this field.

One scheme of multi-agent formations is called “leader-
follower” [11]. As the name suggests, one agent in a multi-
agent system is named as leader and other agents are succes-
sively designated as followers. The sole leader takes charge
of tracking a predefined trajectory. The followers keep on
tracking the leader to form up a desired formation while the
multi-agent system moves. The scheme has been successfully
applied to the analysis and design of multi-agent formations.

Inherently, the leader-follower scheme is centralized and
heavily depends on the leader and it suffers from the problem
of “single point of failure” [12]. Besides, the scheme has been
paid increasing attention because its dynamics are not only
experimentally modelled, but the internal formation stability
can be theoretically guaranteed [13]. Adopting the scheme,
various control methods have been developed for multi-agent
formations, that is, neural network-based adaptive design [1],
robust control [14], adaptive output feedback method [15],
nonlinear predictive mechanism [16], and iterative learning
technique [17], to name but a few.

The methodology of sliding mode control (SMC) is popular
due to its invariance property [18]. Some SMC-based methods
have been addressed to solve the formation-control problem of
multi-agent systems, that is, fuzzy SMC [19], [20], first-order
SMC [21], terminal SMC [22], backstepping SMC [23], [24],
etc. Previous contributions have verified the feasibility of the
SMC methodology for multi-agent formations.

In a multi-agent system, uncertainties exist everywhere.
Each agent may contain uncertainties, i.e., external distur-
bances, unmodelled dynamics and parameter perturbations.
Originated from the uncertainties of the agents, formation
dynamics of the multi-agent system become uncertain. In
previous works about the SMC-based multi-agent formations,
uncertainties are considered because they adversely affect the
formation stability. However, two solutions can be summarized
from the aforementioned works. One solution is to discuss
the formation stability by means of graph theory [19], [24].
The other is to analyze the formation stability in light of
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Lyapunov’s theorem [20]−[23]. To guarantee the formation
stability, the uncertainties are usually assumed to be bounded
by a known boundary. Unfortunately, the assumption is not
mild because the uncertainties are rather hard to exactly
measure or to know in advance. The lack of such a boundary
may result in severe problems, i.e., decrease of the formation
robustness, deterioration of the formation performance as well
as deficiency of the formation stability. In order to obtain the
important information, it is desired to adaptively approximate
the formation uncertainties.

The technique of nonlinear disturbance observer (NDO)
has been proven to be effective in handling uncertainties
and improving robustness [25]. The applications of NDO
have been investigated by some actual cases [26], [27]. This
technique can be considered as an alternative to attack the
issue of uncertainties for multi-agent formations. So far, the
academic problem of how to eliminate the adverse effects of
uncertainties in multi-agent formations via NDO still remains
unsolved.

This paper touches the academic problem and investigates
a robust control design for formation maneuvers of a multi-
agent system. The multi-agent system under consideration
is leader-follower-based, and the communication topology is
considered in order to strengthen the adaptability, reliability
and practicability of the leader-follower scheme. Since the
multi-agent system is subjected to uncertainties, the robust
control design contains two parts. One is to develop an SMC-
based controller and the other is to present an NDO-based
observer. The controller and observer work together to realize
formation maneuvers of the multi-agent system in the presence
of uncertainties. The main contributions of this paper can be
summarized as follows: 1) a formation control design that
integrates SMC and NDO is proposed for each follower agent;
2) the presented design with guaranteed stability is extended to
the multi-agent system under a given communication topology;
3) some comparisons are drawn to illustrate the feasibility and
validity of the presented design.

The remainder of this paper is organized as follows. The
modelling of one single agent and the communication topology
of the agents are given in Section II. Formation design is
presented in Section III. Simulation results are illustrated in
Section IV. Finally, conclusions are drawn in Section V.

II. SYSTEM MODELLING

A. Modelling One Agent

The multi-agent system under consideration consists of N
mobile robots. The robots are identical and each robot can be
treated as an agent. Fig. 1 displays a robot in the multi-agent
system. The robot is round with differential wheels having
radius R, and its movement is actuated by two separately
driven wheels placed on either side of its body. Index i is
used to represent the robot. The Cartesian coordinate system
in Fig. 1 specifies (xLi, yLi) as the center of the left wheel,
(xRi, yRi) as the center of the right wheel, (xci, yci) as
the center of the robot’s body and (xhi, yhi) as the robot’s
head. In Fig. 1, xhi = xci + h cos θi, xLi = xci − l sin θi,
xRi = xci + l sin θi, yhi = yci + h sin θi, yLi = yci − l cos θi

and yRi = yci + l cos θi, where r is the radius of wheels, l is
the distance between the center of robot and the wheel, h is
the distance between the center and the head position and θi

is the rotation angle. Let us specify a qi = [xhi yhi θi]T to
describe the robot’s posture.

Fig. 1. Schematic diagram of one agent.

The Lagrangian equations of motion to describe the agent
can have the form of (1) with respect to the vector qi.

d

dt

(
∂Li

∂q̇i

)
− ∂Li

∂qi

= B(qi)τi (1)

where Li = Ki − Pi (Ki and Pi denote the kinetic energy
and the potential energy of the agent, respectively.), τi =
[τLi τRi]T is the torque vector applied to the wheels and B(qi)
is a time-varying matrix.

Concerning the agent, its motion is restricted to horizontal
plane, its potential energy is kept unchanged and Pi can be
defined as 0. Therefore, Li can be written by

Li = Ki = Kbi + KLi + KRi (2)

where Kbi, KLi and KRi are the kinetic energies of the agent’s
body, left wheel and right wheel, respectively. The kinetic
energies can be formulated by Kbi = mb(ẋ2

ci+ẏ2
ci)/2+Ibθ̇

2
i /2,

Kli = mw(ẋ2
li + ẏ2

li)/2 + Iwθ̇2
i /2 and Kri = mw(ẋ2

ri +
ẏ2

ri)/2 + Iwθ̇2
i /2, where mb and Ib are the mass and the

moment of inertia of the agent’s body, respectively; mw and
Iw are the mass and the moment of inertia of the agent’s wheel,
respectively.

Let I = Ib + 2Iw + 2mwl2 + mbh
2 and m = mb + 2mw.

By the Lagrangian method, the dynamic model of the agent
can be formulated by

M(qi)q̈i + C(qi, q̇i)q̇i = B(qi)τi (3)

where the matrices M(qi), C(qi, q̇i) and BT (qi) in order are

determined by




m 0 mh sin θi

0 m −mh cos θi

mh sin θi −mh cos θi I


,




0 0 mhθ̇i cos θi

0 0 −mhθ̇i sin θi

0 0 0


 and

1
r

[
cos θi sin θi −1
cos θi sin θi 1

]
.
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From Fig. 1, two symbols of the agent are kept unexplained,
that is, the linear velocity vi and the rotation angular velocity
ωi. Differentiating qi with respect to time t yields

q̇i = T (qi)ξi (4)

where T T (qi) =
[

cos θi sin θi 0
−h sin θi h cos θi 1

]
and ξi =

[vi ωi]T .
Substituting (4) into (3) gives

M̃(qi)ξ̇i + C̃(qi, q̇i)ξi = B̃(qi)τi (5)

where M̃(qi), C̃(qi, q̇i) and B̃(qi) in order are determined by
TT (qi)M(qi)T(qi), TT (qi)[M(qi)Ṫ(qi) + C(qi, q̇i)T(qi)] =[

0 0
0 0

]
and TT (qi)B(qi) =

1
r

[
1 1
−1 1

]
.

In (3), det[M(qi)] = 0 if and only if I = mh2. Conse-
quently, it is justified to assume that M̃

−1
(qi) is invertible in

(5). Taking the assumption into consideration, the equations
of motion describing the behavior of the agent can be written
as

ξ̇i = M̃
−1

(qi)B̃(qi)τi. (6)

Recall (4) such that the equations of motion of the agent at
its head has a form of

[ẋhi ẏhi]T = H[vi ωi]T (7)

where H =
[

cos θi −h sin θi

sin θi h cos θi

]
.

Differentiating (7) with respect to time t yields
[

ẍhi

ÿhi

]
=

[
v̇xi

v̇yi

]
= HM̃

−1
(qi)B̃(qi)τi +

[
ρ1i

ρ2i

]
(8)

where ρ1i = −viωi sin θi−hω2
i cos θi and ρ2i = viωi cos θi−

hω2
i sin θi.
Define [uxi uyi]T = HM̃

−1
(qi)B̃(qi)τi +[ρ1i ρ2i]T . (8) has

a form of [
ẍhi

ÿhi

]
=

[
v̇xi

v̇yi

]
=

[
uxi

uyi

]

Considering the agent’s uncertainties, the equations of mo-
tion of the agent can be described by




ẋhi

v̇xi

ẏhi

v̇yi


 =




vxi

uxi + δxi

vyi

uyi + δyi


 (9)

where δxi and δyi denote the uncertain terms.
This paper deals with formation maneuvers of multi-agent

systems in the presence of uncertainties. It is justified to
assume that the uncertainties are bounded by an unknown
constant, that is, |δxi| ≤ δ∗xi and |δyi| ≤ δ∗yi, where δ∗xi > 0
and δ∗yi > 0 are constant but unknown. In order to implement
the technique of nonlinear disturbance observer, the designed
observer should evaluate or calculate δxi and δyi much faster
than the changing rates of δxi and δyi. In this sense, both δxi

and δyi are assumed to be slowly time-varying, that is, δ̇xi ' 0
and δ̇yi ' 0.

B. Modelling Communication Topology

Recall the multi-agent system. Its formation maneuvers are
leader-follower-based. In the leader-follower scheme, the sole
leader agent takes the responsibility of tracking a pre-defined
trajectory while other follower agents keep on tracking the
leader. Such a scheme indicates that the sole leader does not
need to receive any information from the followers. On the
other hand, the followers need to receive some information
by communication link in order to form up a desired forma-
tion. Here some ideal conditions are considered, such as no
communication delay or no packet loss.

The communication topology of the multi-agent system
can be modelled via the theory of algebraic graph. Define
a directed graph G = (V, E) composed of a vertex set V and
an edge set E , where V = {ν1, ν2, . . . , νN}, E ⊆ V × V ,
the node νi denotes the ith agent and i = 1, 2, . . . , N .
This paper investigates the directed graph G in the multi-
agent system. Assuming that G of the multi-agent system
has a spanning tree, the zero eigenvalue of L is simple.
Consider the ith agent whose collection of neighbors is defined
as Ni = {νj ∈ V : (νi, νj) ∈ E}. The ordered pair
(νi, νj) ∈ E means that the jth agent can send information
to the ith agent, but the information cannot be sent vice versa.

The weighted adjacency matrix A of G has a form of

A =




a11 a12 · · · a1N

a21 a22 · · · a2N

...
...

. . .
...

aN1 aN2 · · · aNN


 ∈ R

N×N (10)

where aij indicates the weight of the pair (νi, νj);
∀ (νi, νj) ∈ E , ∃ aij = 1; ∀ (νi, νj) /∈ E , ∃ aij = 0;
and aii = 0.

The degree matrix of G is a diagonal matrix, determined
by D = diag{d1, d2, . . . , dN} ∈ RN×N . In the diagonal
matrix, di is the in-degree of νi, formulated by di =

∑N
j=1 aij

(i = 1, 2, . . . , N). Accordingly, the Laplacian matrix of G
can be defined by L = D−A ∈ RN×N . As proven in [4], L
has at least one zero eigenvalue as well as all other eigenvalues
are located at the open right-half plane if G is connected.

Concerning L, its zero eigenvalue is simple. For the zero
eigenvalue, an eigenvector of L is 1N , that is, L1N = 0N

holds true, where 1N = [1, 1, . . . , 1]T ∈ RN×1 and 0N =
[0, 0, . . . , 0]T ∈ RN×1. Further, rank(L) = N − 1 for the
simple zero eigenvalue [4].

Without loss of generality, the N th agent in the multi-agent
system is named leader and other N − 1 agents are followers,
that is, aNi = 0 (i = 1, 2, . . . , N) and the Laplacian matrix
L of G can be written as



d1 −a12 · · · −a1(N−1) −a1N

−a21 d2 · · · −a2(N−1) −a2N

...
...

. . .
...

...
−a(N−1)1 −a(N−2)2 · · · dN−1 −a(N−1)N

0 0 0 0 0




.

(11)
Further, the communication topology among all the follow-

ers can be described by a directed graph G. Apparently, G



QIAN et al.: ROBUST FORMATION MANEUVERS THROUGH SLIDING MODE FOR MULTI-AGENT SYSTEMS WITH UNCERTAINTIES 345

is a subgraph of G. The weighted adjacency matrix A ∈
R(N−1)×(N−1) of G is defined by

A =




a11 a12 · · · a1(N−1)

a21 a22 · · · a2(N−1)

...
...

. . .
...

a(N−1)1 a(N−1)2 · · · a(N−1)(N−1)


 . (12)

The degree matrix of G is determined by D =
diag{d̄1, d̄2, . . . , d̄N−1}, where d̄i =

∑N−1
j=1 aij (i =

1, 2, . . . , N − 1). Accordingly, the Laplacian matrix of G
can be defined as D −A, formulated by

L =




d̄1 −a12 · · · −a1(N−1)

−a21 d̄2 · · · −a2(N−2)

...
...

. . .
...

−a(N−1)1 −a(N−1)2 · · · d̄N−1


 . (13)

Similarly, assuming that the subgraph G is itself a di-
rected graph, L1N−1 = 0N−1 can be drawn. Here
1N−1 = [1, 1, . . . , 1]T ∈ R(N−1)×1 and 0N−1 =
[0, 0, . . . , 0]T ∈ R(N−1)×1. Moreover, define a matrix
B = diag{b̄1, b̄2, . . . , b̄N−1}, where b̄i = aiN (i =
1, 2, . . . , N − 1). Apparently, it holds rank(L + B) =
rank(L) = N − 1.

III. FORMATION DESIGN

The formation maneuvers in this paper are leader-follower-
based. Concerning the leader’s duty, its control problem is the
tracking-control problem of a single robot, which can be well
controlled by a developed technology [9]. In the multi-agent
system,the N th agent has been named as leader that can be
treated as a nominal one in the formation-control problem, that
is, δxN = δyN = 0. Accordingly, the other N−1 agents act as
followers and they are equipped with the designed formation
controllers to achieve the formation maneuvers of the multi-
agent system.

In order to concentrate on the formation-control design of
the ith follower (i = 1, 2, . . . , N − 1), recall its equations
of motion (9). The equations in (9) are decoupled in the x-
axis and y-axis. Consequently, its formation-control design can
be divided into the design of the x-axis subsystem and the
design of the y-axis subsystem. Here the design of the x-axis
subsystem is taken into account at first. From (9), the x-axis
subsystem with uncertainties can be written by

[
ẋhi

v̇xi

]
=

[
vxi

uxi + δxi

]
(14)

which can be re-written by the following state-space represen-
tation.

ẋxi = Axixxi + Bxiuxi + Bxiδxi (15)

where xxi = [xhi vxi]T , Axi =
[

0 1
0 0

]
, Bxi = [0 1]T and

uxi is the control action.

A. Design of NDO-based Observer
Consider the x-axis subsystem (15) and design its NDO-

based observer (16) [25].{
ṗxi = −LT

xiBxipxi − LT
xi(BxiLT

xixxi + Axixxi + Bxiuxi)

δ̂xi = pxi + LT
xixxi

(16)
where pxi is the internal state variable of the observer, δ̂xi is
the approximation of δxi and the gain vector Lxi ∈ R2×1 is
designed such that the constant λxi = LT

xiBxi is positive.
Define an estimation-error variable exid

= δxi−δ̂xi. Here an
assumption of the estimation-error variable is |exid

| < e∗xid
,

where e∗xid
> 0 is constant but unknown. Differentiate the

error variable with respect to time t and substitute (16) into
the derivative of exid

. Subsequently, (17) can be obtained.

ėxid
= δ̇xi − ˙̂

δxi ' −ṗxi − LT
xiẋxi

= λxipxi + LT
xi(BxiLT

xixxi + Axixxi + Bxiuxi)
−LT

xi(Axixxi + Bxiuxi + Bxiδxi)
= λxi(δ̂xi−LT

xixxi)+LT
xi(BxiLT

xixxi+Axxi+Buxi)
−LT

xi(Axixxi + Bxiuxi + Bxiδik)
= λxi(δ̂xi − δxi) = −λxiexid

. (17)

The solution of (17) is exid
= exp(−λxit)exid

(0), where
exid

(0) is the initial condition at t = 0. Owing to λxi >
0, this fact indicates that the estimation-error variable exid

is
exponentially convergent to 0 as t →∞.

B. Design of SMC-based Controller
The formation maneuvers of the multi-robot system need to

achieve a designated formation pattern with velocity consen-
sus, where the agents have to transmit information among local
neighbors according to a designated communication topology.
Therefore, the error function is defined as

exi =
N−1∑
j=1

aij

[
(xhi − xhj − dx

ij) + ρxi(vxi − vxj)
]

+b̄i(xhi − xhN − dx
iN ) + b̄iρxi(vxi − vxN ) (18)

where ρxi > 0 is a pre-defined constant, dx
ij is the pre-defined

relative position between the ith follower and the jth follower
and dx

iN is the pre-defined relative position between the ith
follower and the leader.

Differentiating exi in (18) with respect to time t and
substituting the x-axis subsystem (14) into the derivative of
exi yields

ėxi =
N−1∑
j=1

aij [(vxi−vxj)+ρxi(uxi−uxj)+ρxi(δxi−δxj)]

+b̄i [(vxi − vxN ) + ρxi(uxi − uxN ) + ρxiδxi] . (19)

Successively, differentiating ėxi in (19) with respect to time
t and substituting the x-axis subsystem (14) into the second
derivative of exi yields

ëxi =
N−1∑

j=1

aij

[
(uxi − uxj) + (δxi − δxj)+ρxi(u̇xi−u̇xj)

+ ρxi(δ̇xi − δ̇xj)
]

+ b̄i

[
uxi − uxN + δxi + ρxi(u̇xi − u̇xN ) + ρxiδ̇xi

]
.

(20)
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With regard to the x-axis subsystem (14), a sliding surface
with the output of the NDO-based observer (16) is defined as

sxi = ėxi + cxiexi + δ̂xi (21)

where cxi > 0 is constant.
Differentiating the sliding-surface variable with respect to

time t gives
ṡxi = ëxi + cxiėxi + ˙̂

δxi. (22)

Substituting (18), (19) and (20) into (22) yields

ṡxi =
N−1∑
j=1

aij

[
(uxi − uxj) + (δxi − δxj)

+ ρxi(u̇xi − u̇xj) + ρxi(δ̇xi − δ̇xj)
]

+ b̄i(uxi − uxN + δxi + ρxiu̇xi + ρxiδ̇xi)

+ cxi

N−1∑
j=1

aij

[
(vxi−vxj)+ρxi(uxi−uxj)+ρxi(δxi−δxj)

]

+ b̄icxi

[
(vxi−vxN )+ρxi(uxi−uxN )+ρxiδxi

]
+˙̂

δxi. (23)

Design the following formation-control law for the x-axis
subsystem of the ith follower.

ρxi

cxiρxi + 1
u̇xi + uxi

=
1

d̄i + b̄i

N−1∑
j=1

aijuxj

+
1

(cxiρxi + 1)(d̄i + b̄i)

N−1∑
j=1

aijρxiu̇xj

− cxi

(cxiρ + 1)(d̄i + b̄i)

N−1∑
j=1

aij(vxi − vxj)

− b̄icxi

(cxiρxi + 1)(d̄i + b̄i)
(vxi − vxN )

+
b̄i

d̄i + b̄i
uxN +

b̄iρxi

(cxiρ + 1)(d̄i + b̄i)
u̇xN

+
1

d̄i + b̄i

N−1∑
j=1

aij δ̂xj − δ̂xi

− κxi

(cxiρxi + 1)(d̄i + b̄i)
sgn(sxi) (24)

where κxi > 0 is a predefined parameter and sgn(·) is the sign
function. In (24), the control signal uxi is determined by a
first-order differential equation with the zero initial condition.
Further, the control signals of other agents also contribute
to uxi, which can be obtained by the given communication
topology.

Substituting (24) into (23) and re-arranging ṡxi in (23) gives

ṡxi = (d̄i + b̄i)(cxiρxi + 1)exid

− (cxiρxi + 1)
N−1∑
j=1

aijexjd − κxi sgn(sxi) + ˙̂
δxi. (25)

From (17), ˙̂
δxi = λxiexid

can be obtained. Replacing ˙̂
δxi

with λxiexid
in (25) yields

ṡxi =(d̄i + b̄i)(cxiρxi + 1)exid
− (cxiρxi + 1)

N−1∑

j=1

aijexid

− κxi sgn(sxi) + λxiexid
.

(26)

C. Stability Analysis

Theorem 1: For the ith follower agent, consider its x-
axis subsystem (14), design the NDO-based observer (16),
define the sliding-mode surface (21) and utilize the SMC-
based control law (24). The closed-loop control system of the
x-axis subsystem is asymptotically stable if κxi > [(cxiρxi

+ 1)b̄i + λxi]e∗xid
.

Proof : Pick up a Lyapunov candidate function

V =
1
2
s2

xi. (27)

Differentiate V with respect to time t in (27). The derivative
of V can be written by V̇ = sxiṡxi. Replace ṡxi with (26).
The derivative of V has the form of

V̇ =sxi

[
(d̄i+b̄i)(cxiρxi+1)exid

− (cxiρxi+1)
N∑

j=1

aijexjd

−κxisgn(sxi) + λxiexjd

]

6−κxi |sxi|+
[
(d̄i + b̄i)(cxiρxi + 1)e∗xd

−(cxiρxi+1)
N∑

j=1

aije
∗
xd+λxie

∗
xd

]
|sxi|

6
{− kxi + [(cxiρxi + 1)bi + λxi]e∗xd

} |sxi| . (28)

Select κxi > (λxi + ρxib̄i)e∗xid
such that V̇ < 0 exists.

Concerning V ≥ 0, the closed-loop control system of the
x-axis subsystem is asymptotically stable in the sense of
Lyapunov. ¥

D. Extension to the Multi-agent System

The closed-loop stability of the x-axis subsystem can be
extended to the multi-agent system. As far as the whole ith
follower agent is concerned, define zi = [xhi yhi]T ∈ R2×1

so that the augmented vector of zi in the multi-agent system
can be written by z = [zT

1 zT
2 . . . zT

N−1]
T ∈ R2(N−1)×1.

Similarly, define the vectors vi = [vxi vyi]T , ui =
[uxi uyi]T , ∆i = [δxi δyi]T , ∆̂i = [δ̂xi δ̂yi]T , ei =
[exi eyi]T , eid

= [exid
eyid

]T , dij = [dx
ij dy

ij ]
T , diN =

[dx
iN dy

iN ]T and si = [sxi syi]T . Here vi, ui, ∆i, ∆̂i, ei,
eid

, dij , diN and si ∈ R2×1. Correspondingly, their aug-
mented vectors are determined by v = [vT

1 vT
2 . . . vT

N−1]
T ,

u = [uT
1 uT

2 . . . uT
N−1]

T , ∆ = [∆T
1 ∆T

2 . . . ∆T
N−1]

T ,
∆̂ = [∆̂T

1 ∆̂T
2 . . . ∆̂T

N−1]
T , e = [eT

1 eT
2 . . . eT

N−1]
T , ed =

[eT
1d

eT
2d

. . . eT
(N−1)d

]T , di = [dT
i1 dT

i2 . . . dT
i(N−1)]

T , dN =
[dT

1N dT
2N . . . dT

(N−1)N ]T and s = [sT
1 sT

2 . . . sT
N−1]

T . Here
v, u, ∆, ∆̂, e, ed, di, dN and s ∈ R2(N−1)×1.

For the N th leader agent, the following augmented vectors
can be defined, that is, zN = [xhN yhN ]T , uN = [uxN uyN ]T

and vN = [vxN vyN ]T . Here zN , uN and vN ∈ R2×1.
Further, define the following diagonal matrices

Υ = diag
{
ρx1, ρy1, . . . , ρx(N−1), ρy(N−1)

}
,

c = diag
{
cx1, cy1, . . . , cx(N−1), cy(N−1)

}
,

Λ = diag
{
λx1, λy1, . . . , λx(n−1), λy(N−1)

}

κ = diag{κx1, κy1, . . . , κx(N−1), κy(N−1)}.
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where Υ, c, Λ and κ ∈ R2(N−1)×2(N−1).
The augmented tracking-error vector e can be written by

e =[(L+ B)⊗ I2](z − di) + Υ[(L+ B)⊗ I2]v

− (B ⊗ I2)(1N−1 ⊗ zN − dN )−Υ(B1N−1 ⊗ I2)vn

(29)

where I2 is a 2×2 identity matrix and ⊗ means the Kronecker
product.

Differentiating e in (29) with respect to time t gives

ė = [(L+ B)⊗ I2]v + Υ[(L+ B)⊗ I2]u
+Υ[(L+ B)⊗ I2]∆− (B1N−1 ⊗ I2)vN

−Υ(B1N−1 ⊗ I2)uN . (30)

Considering the properties of uncertainties in (9), we have
∆̇ ' 02(N−1). Here 02(N−1) ∈ R2(N−1)×1 is a zero vector.
Further, the second derivative of e with respect to time t has
the form of

ë =
[
(L+ B)⊗ I2

]
u +

[
(L+ B)⊗ I2

]
∆

+Υ
[
(L+ B)⊗ I2

]
u̇− (B1N−1 ⊗ I2)uN

−Υ(B1N−1 ⊗ I2)u̇N . (31)

The augmented sliding-surface vector is formulated by

s = ė + ce + ∆̂. (32)

Differentiating s with respect to time t yields

ṡ = ë + cė + ˙̂∆
=

[
(L+B)⊗ I2

]
u+

[
(L+B)⊗ I2

]
∆+Υ

[
(L+B)⊗ I2

]
u̇

−(B1N−1 ⊗ I2)uN −Υ(B1N−1 ⊗ I2)u̇N

+c
[
(L+ B)⊗ I2

]
v + cΥ

[
(L+ B)⊗ I2

]
u

+cΥ
[
(L+ B)⊗ I2

]
∆− c(B1N−1 ⊗ I2)vN

−cΥ(B1N−1 ⊗ I2)uN + ˙̂∆. (33)

Design the following control law (34).

u = − [
I2(N−1) + cΥ

]−1 [
(L+ B)⊗ I2

]−1

×
{

Υ
[
(L+ B)⊗ I2

]
u̇ + c

[
(L+ B)⊗ I2

]
v

+
[
I2(N−1) + cΥ

] [
(L+ B)⊗ I2

]
∆̂

− c(B1N−1 ⊗ I2)vN −Υ(B1N−1 ⊗ I2)u̇N

− [
cΥ+I2(N−1)

]
(B1N−1 ⊗ I2)uN +κ sgn(s)

}
(34)

where sgn(s) = [sgn(sT
1 ) sgn(sT

2 ) . . . sgn(sT
N−1)]

T .
Substituting (34) into (33) gives

ṡ =
[
I2(N−1)+cΥ

] [
(L+B)⊗ I2

]
(∆− ∆̂)− κ sgn(s)+ ˙̂∆.

(35)

Theorem 2: Take the multi-agent system into consideration,
suppose that its communication graph has a directed spanning
tree. The stability of the leader-follower-based formation con-
trol is guaranteed if the controller parameters of each follower
agent are designed by Theorem 1.

Proof : Define a Lyapunov candidate function

V ′(t) = ‖s‖2 (36)

where ‖·‖2 means 2-norm.

Differentiate V ′(t) with respect to time t in (36). The
derivative of V ′ can be written by

V̇ ′(t) =
sT ṡ

‖s‖2
. (37)

Replacing ṡ in (37) with (35) yields

V̇ ′(t) =
sT

‖s‖2
{[

I2(N−1) + cΥ
] [

(L+ B)⊗ I2

]
(∆− ∆̂)

−κ sgn(s) + ˙̂∆
}

. (38)

Further, ˙̂∆ = Λed can be drawn. Then, V̇ ′(t) in (38) can
have the form of

V̇ ′(t) =
sT

‖s‖2
·
{ [

I2(N−1) + cΥ
] [

(L+ B)⊗ I2

]
ed

−κ sgn(s) + Λed

}

≤−‖κ‖1 sT sgn(s)
‖s‖2

+ ‖Λ‖1 sT ed

‖s‖2
+

∥∥I2(N−1) + cΥ
∥∥

1

sT [(L+ B)⊗ I2]ed

‖s‖2
. (39)

Note that aii = 0 (i = 1, . . . , N − 1) in (12) such that
[(L+B)⊗I2]12(N−1) = [b̄1 b̄1 . . . b̄N−1 b̄N−1]T ∈ R2(N−1).
Let b∗ = max{b̄1, . . . , b̄N−1} = ‖B‖∞. Subsequently, (39)
can be re-arranged by

V̇ ′ ≤ −‖κ‖1 sT sgn(s)
‖s‖2

+ ‖Λ‖1
sT 12(N−1)

‖s‖2
e∗d

+
∥∥I2(N−1) + cΥ

∥∥
1

sT 12(N−1)

‖s‖2
b∗e∗d

≤ −‖κ‖1 ‖s‖1‖s‖2
+ ‖Λ‖1 ‖s‖1‖s‖2

e∗d

+
∥∥I2(N−1) + cΥ

∥∥
1

‖s‖1
‖s‖2

b∗e∗d (40)

where e∗d = ‖ed‖∞ where ‖·‖∞ means ∞-norm.
If the controller parameters of each follower agent are

selected by Theorem 1, V̇ ′ < 0 can be deduced from (40).
Considering V ′ ≥ 0, the formation control of the multi-agent
system is asymptotically stable in the sense of Lyapunov. ¥

From Theorem 1 and Theorem 2, the formation stability is
concerned to the tracking-error variable e∗xid

that is constant
but unknown as well, indicating that it is hard to determine
κik in Theorem 1 as well as κ in Theorem 2. To guarantee
the formation stability, a conservative value of e∗xid

should be
designated. From this aspect, there seem no benefits earned
from such a robust control method. However, exid

originated
from the presented method is exponentially convergent as
proven, meaning that a small value of e∗xid

could be chosen.
According to Theorem 1, the kind of formation-control design
could contribute to the decrease of chattering phenomenon as
well as the improvement of the formation performance.

IV. SIMULATION RESULTS

This section implements some simulations on a multi-agent
platform and discusses the results. The platform consists of
four mobile robots. These robots are structured by the leader-
follower scheme. One robot is designated as leader and the
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other three as followers. The follower agents are numbered as
indexes 1, 2 and 3, respectively. The sole leader is identified by
index 4. Some physical parameters of these agents are picked
up from [24], listed as l = 0.0265 m, h = 0.04 m, r = 0.02 m,
mb = 0.018 kg, mw = 0.007 kg, Ib = 1.44× 10−4 kg·m2 and
Iw = 1.44×10−6 kg·m2. The communication topology of this
multi-agent system under consideration is illustrated in Fig. 2.

Fig. 2. Communication topology of the multi-agent platform.

According to this communication topology, the communi-
cation graph G in Fig. 2 becomes a standard spanning tree,
where the adjacency and Laplacian matrices are determined
by

A =




0 1 0 1
1 0 0 0
0 0 0 1
0 0 0 0


 and L =




2 −1 0 −1
−1 1 0 0
0 0 1 −1
0 0 0 0


 .

Further, the communication subgraph G is derived from G,
whose adjacency and Laplacian matrices are formulated by

A =




0 1 0
1 0 0
0 0 0


 and L =




2 −1 0
−1 1 0
0 0 1


 .

Apparently, the subgraph G is itself a directed graph.
For the ith follower agent (i = 1, 2, 3), the presented robust

control design of its x-axis subsystem can be implemented.
The uncertain term of the x-axis subsystem is designed by
δxi = 0.02× rand(), where rand() is a uniformly distributed
random number in the closed interval [−1 1]. Some parameters
of the SMC-based controller are predefined as cxi = 9 and
κxi = 0.4. The gain vector of the NDO-based observer is cho-
sen as L = [0 6]T by trial and error such that λxi = LTB = 6
and the constant ρxi in (18) is set as 1.0. Successively, the
SMC-based controller and the NDO-based observer of the y-
axis subsystem are kept unchanged from those corresponding
parameters of the x-axis subsystem. Considering the motor
load of the follower agents, both uxi and uyi are limited to
uxi ≤ 0.5 and uyi ≤ 0.5.

In order to achieve formation maneuvers of the multi-agent
system, a given formation task is taken into consideration. In
the formation task, the leader agent 4 moves along a straight
line and the other follower agents keep tracking the leader and
form up into a diamond-shaped formation.

The straight trajectory of the leader is presented as follows.
In a Cartesian coordinate system, the initial head position
of the leader is located at (0 m, 0.6 m). Correspondingly, its
velocities in the x-direction and y-direction are set by 0.2 m/s
and 0.1 m/s, respectively. In order to form up into the desired
diamond in this coordinate system, the initial head positions
of follower agent 1, follower agent 2 and follower agent 3
in order are placed at (0 m, 1.1 m), (0 m, 0.8 m) and (0 m,

0.3 m), respectively. Their relative coordinations in order are
designated as (−0.2 m, 0.2 m), (−0.4 m, 0 m) and (−0.2 m,
−0.2 m) with respect to the leader agent 4.

Fig. 3 displays the simulation results of the presented robust
control method by the multi-agent system. In Fig. 3(a), the
four agents form up into the diamond-shaped formation from
a string while moving in straight lines, whereas filled triangles
denote the initial positions of the agents and filled circles
indicate the agents’ positions in the dynamic process. In order
to demonstrate the formation maneuver, the dashed lines bond
the agents together at the same moment.

In Figs. 3(b)−(e), the position errors and the velocity
errors of each follower agent in the x and y directions
are illustrated. According to the communication topology
in Fig. 2, the position errors of follower 1 are defined by
epx1 = [xh1 − (xh2 − dx

12)] + [xh1 − (xh4 − dx
14)] and

epy1 = [yh1 − (yh2 − dy
12)] + [yh1 − (yh4 − dy

14)]. Similarly,
epx2 = xh2 − (xh1 − dx

21), epy2 = yh2 − (yh1 − dy
21),

epx3 = xh3 − (xh2 − dx
32), epy3 = yh3 − (yh2 − dy

32),
evx1 = vx1 − vx2 + vx1 − vx4, evy1 = vy1 − vy2 + vy1 − vy4,
evx2 = vx2 − vx1, evy2 = vy2 − vy1, evx3 = vx3 − vx2 and
evy3 = vy3−vy2. From Figs. 3(b)−(e), these defined errors can
converge to zero as the desired formation has been achieved.
The fact indicates the presented robust control method can
achieve the formation maneuver of the multi-agent system in
spite of uncertainties. Further, the formation-control law of
each follower agent is illustrated in Figs. 3(f)−(g).

These results in Figs. 4 and 5 are adopted for performance
comparisons and our motivation is to highlight the superiority
of the presented control scheme. Fig. 4 illustrates the simu-
lation results of the sole sliding-mode control approach by
the same multi-agent system. In this formation-control system,
the parameter of the sliding-surface cxi is kept unchanged
from the presented control method and the parameter of κxi

is selected as 1.1, where the value of κxi is conservative
to guarantee the formation stability. Compared with the re-
sults in Figs. 4(f)−(g), the presented robust control method
in Figs. 3(f)−(g) can apparently decrease the chattering phe-
nomenon because its formation stability is concerned with the
exponentially-convergent tracking error e∗xid

, which is also the
benefit we can earn from the presented robust control method.

As another comparison, the simulation results of the adap-
tive fuzzy sliding-mode control approach [24] is displayed
in Fig. 5 by the same multi-agent system. From Fig. 5(a),
the approach in [24] can also realize the same formation
maneuver as the formation in Fig. 4(a). However, the pre-
sented robust control method has better control performance
in Figs. 4(f)−(g) via the comparisons in Figs. 5(f)−(g) because
it can apparently decrease the magnitude of control action.
On the other hand, the presented method in the paper and the
approach in [24] focus on dealing with formation maneuvers in
spite of uncertainties. In [24], a fuzzy inference system (FIS)
is designed to resist the uncertainties such that the control
performance is subject to the number of fuzzy logic rules.
The FIS with the limited number of fuzzy rules is hard to keep
better performance against the variations of uncertainties. The
uncertainties in this paper are formulated by 0.02× rand(),
compared with the expression of 0.005× rand() in [24].
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Fig. 3. Simulation results of the presented robust control method. (a) Formation maneuvers in the Cartesian coordinate system. (b) Curves of epxi. (c) Curves
of epyi. (d) Curves of evxi. (e) Curves of evyi. (f) Curves of uxi. (g) Curves of uyi (i = 1, 2, 3).

Fig. 4. Simulation results of the sole sliding-mode control approach without an NDO-based observer. (a) Formation maneuvers in the Cartesian coordinate
system. (b) Curves of epxi. (c) Curves of epyi. (d) Curves of evxi. (e) Curves of evyi. (f) Curves of uxi. (g) Curves of uyi (i = 1, 2, 3).
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Fig. 5. Simulation results of the adaptive sliding mode control approach [24]. (a) Formation maneuvers in the Cartesian coordinate system. (b) Curves of
epxi. (c) Curves of epyi. (d) Curves of evxi. (e) Curves of evyi. (f) Curves of uxi. (g) Curves of uyi (i = 1, 2, 3).

V. CONCLUSIONS

This paper has investigated the formation-control problem
of multiple agents. The agents under consideration are wheeled
mobile robots. The formation mechanism is leader-follower-
based. The uncertainties originated from each individual agent
result in the formation uncertainties. It is conveniently assumed
that the formation uncertainties are bounded by an unknown
boundary. In order to resist the formation uncertainties when
forming up the agents, a robust control method that integrates
the technique of NDO-based observer and the method of
SMC-based controller is addressed. According to a given
communication topology, the theoretical analysis has proven
that the formation control of multiple agents in the presence of
uncertainties is asymptotically stable. The control scheme has
achieved the formation maneuvers by a multi-robot platform.
The simulation results have demonstrated the effectiveness
of the control scheme through some performance compar-
isons. In order to focus on the motivation of control design,
some difficulties in reality, such as communication delays
and collisions between agents, are not considered during the
control design. The no-communication-delay and no-collision
conditions are mild enough for small-scale formations but they
are rather idealized for large-scale formations. In order to take
the presented robust control method into practical account, this
field is of our continuous interest and some contributions are
still in progress.
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