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An Iterative Relaxation Approach to the Solution of
the Hamilton-Jacobi-Bellman-Isaacs Equation in
Nonlinear Optimal Control
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Abstract—In this paper, we propose an iterative relaxation
method for solving the Hamilton-Jacobi-Bellman-Isaacs equation
(HJBIE) arising in deterministic optimal control of affine nonlin-
ear systems. Local convergence of the method is established under
fairly mild assumptions, and examples are solved to demonstrate
the effectiveness of the method. An extension of the approach
to Lyapunov equations is also discussed. The preliminary results
presented are promising, and it is hoped that the approach will
ultimately develop into an efficient computational tool for solving
the HJBIEs.

Index Terms—Affine nonlinear system, bounded continuous
function, convergence, Hamilton-Jacobi-Bellman-Isaacs equation,
Lyapunov equation, relaxation method, Riccati equation.

I. INTRODUCTION

PTIMAL control problems can be solved using either the

minimum principle of Pontryagin [1], [2] or the dynamic
programming principle of Bellman, also known as Hamilton-
Jacobi theory [1], [2]. The latter approach involves the solution
of a nonlinear partial-differential equation also known as the
Hamilton-Jacobi equation, which was originally derived by
Hamilton [3] in 1834 from a mechanics perspective, and later
on improved by Jacobi [3] in 1838. The Hamilton-Jacobi equa-
tion (HJE) gives necessary and sufficient conditions for the
existence of an optimal control for both constrained and un-
constrained problems. Later on, Bellman [1], [2] developed the
discrete-time equivalent of the Hamilton-Jacobi equation also
known as the dynamic programming principle, and it became
known as the Hamilton-Jacobi-Bellman equation. Finally, in
1952, Isaacs [4], [5] further modified it in the context of -
player non-zero sum differential games, and it became known
as the Hamilton-Jacobi-Bellman-Isaacs equation (HJBIE).

Unfortunately, a bottle-neck in the practical application of
nonlinear optimal control theory is the difficulty in solving
the HIBIE [6]—[17] There are no closed-form solutions for
it, and no proven established systematic numerical approaches
for solving it.

Several attempts have however been made to find computa-
tionally sound methods for solving the HIBIE, and there is a
vast literature on the subject. The reader can refer to [18], [19]
for an excellent literature review of past approaches. In Glad
[14], Lukes [15], Isidori [20], [21], and Huang [22], Taylor
series approximations are presented. While in [16]—[19], [23]
Gallerkin and other basis functions expansions are used. More
recently, in [24], [25] policy iterations are used to derive
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iterative solutions in closed-form. This method is also similar
in spirit with the ones presented in [18], [19]. However, the
validity of the method has only been demonstrated with scalar
systems. A similar recursive approach is utilized in [7].

In addition, attempts to find exact and analytical approaches
for solving the HIBIE have also been made in [5], [8]—[10],
[26]. The approaches attempt to convert the HIBIEs to alge-
braic equations, the solution of which can yield the gradient
of the desired scalar function. In fact, these were some
of the first attempts to derive closed-form solutions to the
HIBIEs. However, the success of the approaches in [8], [9]
is significantly undermined by the difficulty of solving the
resulting discriminant equations. Alternatively, in [26] an at-
tempt is made to find the algebraic gradient from the maximal
involutive ideal that contains the Hamiltonian function of the
corresponding Hamiltonian system. This approach is mainly
useful for Hamiltonians in polynomial form.

On the other hand, in [12], [22] neural network or basis
functions and Taylor series approximations respectively, are
utilized to obtain recursive solutions to the discrete-time
problem. These methods share a lot of spirit with the one
originally developed in [23], and are so far some of the most
tangible approaches to the discrete-time problem.

The problems with most of the methods so far presented
are two fold: 1) they are computationally expensive, requiring
the solution of a system of N nonlinear equations, for N
basis functions; 2) they do not approximate the scalar function
directly, but instead, approximate its gradient. This can lead to
undesirable solutions. Consequently, more efficient approaches
are still required and desirable.

Thus, in this paper, we present yet a new iterative approach
to the solution of the HIBIEs. We apply fixed-point iterations
[27], [28] in Banach spaces with a relaxation parameter, to
successively approximate the scalar value-function directly,
as opposed to its gradient, and we establish convergence of
the approach under fairly mild assumptions. The approach is
computationally efficient and can easily be automated using
symbolic algebra packages such as MAPLE, MATHEMAT-
ICA, and MATLAB. It is hoped that the results presented
in this paper and subsequent papers will represent the first
attempts for establishing a systematic computationally efficient
approach for solving the HJBIE which hitherto has been
lacking.

The rest of the paper is organized as follows. In Section
II, we begin with preliminaries and problem definition. Then
in Section III, we develop the iterative relaxation method
for the HIBIE in deterministic nonlinear optimal control.
Convergence results for the method are established and some
examples are presented. Then in Section IV, we extend the
results of Section III to Lyapunov equations, and an example
is also worked-out. Finally, conclusions and suggestions for
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future work are presented in Section V.

II. PRELIMINARIES

We consider the time-invariant or stationary HIBIEs associ-
ated with the infinite-horizon optimal control of the following
smooth affine nonlinear state-space system > defined over a
subset X C R™ in coordinates (z1,...,%,):

t=f(z) + g1(x)w+ g2(z)u; x(ty) = xo
¥ Z:{h(x) ] ey

where z = (z1,...,2,)7 € X is the state vector; w € W C
R? is the disturbance into the system which belongs to the
set VW of admissible disturbances; u € U is the control input,
which belongs to the set &/ C RP of admissible controls; and
z € R" is an objective or error function. Whereas f : X — R",
g1: X = R"5 and go : X — R"*P, h: X — R™. We also
assume that for u € U, and any x(tp) € X, there exist smooth

solutions to the system ¥ [29]. In addition, 20 = 0 is an
equilibrium point of the system such that for w = 0, v = 0,
f(2%) =o.

The time-invariant HIBIE associated with the above system
either for the Ho optimal control [2], [4], [18] or for the H
optimal control [5], [21], can generally be represented by

HIBI(V):=Va(o)f(2) + 5Va(@)Q)V (2)

—l—%hT(x)h(x) =0, V@) =0 ()
for some smooth function V' : X — R, where V, represents
the row vector of partial derivatives of V' with respect to z, a
smooth matrix function @ : X — M"*"(X), where M™*"
is the ring of n X n matrices over X, and for some smooth
output function h : X — R™. For instance, in the case of the
state-feedback nonlinear H., control problem [5], the matrix
function Q(z) = [g1 (x)g7 () /32— g2 (x)g¥ ()], 5 > 0, while
for the Hy problem [14], [18], [19], Q(x) = —go(2)gZ ().

Our aim in this paper is to find iteratively an approximate
solution of the HIBIE (2) associated with the optimal control
of system (1) in a region 2 C X. We consider the Banach
space of bounded real continuous functions from €2 to R with
the supremum norm, BC((2,R), sup |.|), which for brevity
we shall simply denote by BC(£2). However, we shall focus
particular attention to a subset of this set containing functions
that are also smooth, i.e., V(Q2) := C*° N BC(Q).

In the sequel, we construct smooth maps of the form
HJBI : V(Q) — V(Q) such that HJBI has a fixed-
point in V(£2). We also show that starting from any element
V0 € V(Q), a relaxation method can be applied to find the
fixed-point V'*, and moreover, convergence to this fixed-point
is shown to be quadratic.

III. RELAXATION METHOD FOR THE HJBIE

Our aim in this section is to develop a gradient-free iterative
or successive approximation method for solving HIBIE arising
in optimal control problems for affine nonlinear systems. No-
tice that, since V' does not appear explicitly in (2), a gradient-
based method such as the steepest-descent or Newton’s method
[11], [27], [28], their variants will not be suitable to use at this
point. However, the relaxation method becomes very handy in

this respect. Accordingly, define the following iterative inverse
map by
VL (2)
=V*(x) —y(k) (HIBI(V*)(z) — HIBI(V*"1)(z))
k=1,2,3,... 3)
where 0 < 7(k) < 1 is the relaxation parameter which is
chosen carefully to improve convergence.

Based on the iterative formula (3), we proceed to establish
convergence results for the approximation error |[V*+1(z) —
V*(z)|, and for V¥, k=0,1,... to a smooth solution of the
HIBIE (2). The following assumption on the system (1) will
be essential.

Assumption 1: For the nonlinear system X (1), the following
hold:

1) there exists a solution V* € V() to the HIBIE (2) for
the system, i.e., V* € C*°(Q) and supg |V*(x)| < oo;

2) 30 < ko, k3 < 0o (real constants) such that

sup [|f ()] < 2 @)

sup Q)| < Ka. S)

Proposition 1: Consider the HIBIE (2) and let Assumption
1 be satisfied by the system. Suppose in addition, the solution
V* to the HIBIE (2) is such that

sup [V (2)] < co- 6)

Then, starting with an approximation V° € V(€2), the ap-
proximation error at every iteration of the formula (3) remains
point-wise bounded for all z € Q, := {x : [|[x—2°|| <7} C Q

(r small).
Proof: From (3) and noting that HJBI(V*) = 0, we have

VE (2) = V¥ ()] < [VF(@) = V()]
() (JHIBI(VF) (@) = HIBI(V*)(@)|
HHIBI(VF V) (z) — HJBI(V*)(J:)|). )
Now from (2),
|HIBI(V*)(x) — HIBI(V*)(x)]
< V(@) fz) = Vi (@) f ()]
3 [VE@QEVE (@)~ V; @)V ()] ®)
Observe also that
SVE@Q@VE (@) — 5V @) (V) ()
=V ( )Q(x) (V¥ () — Vi ()

+ g(Vf(%‘) = Vi (@)Q(x) (V¥ (x) = Vi (2))". (9)
Therefore, using (9), (8) in (7), we have
[VFH (@) = V()]
< |[VE(@) = V()]
+7(k){HVf(x) V@)L ()l

+IVE ) = V@) f (@)l
+1Q@)|IVy (z )IIHV’“( ) — Vi ()]
+11Q(x )HV*(w)IIHV’“ 1( )= Vi (@)l

2
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L le@)l :
S IVE @) = V@)

< |vk< )= V(@)
+ (k)] (coms + k2)[VE(2) = Vi (@)
SV @) -V @)
+ (eoms 4 ) IVE )~ V@]
+ SV @) - Vi @)1 (10)

It is desired to compute smooth successive approximations
VF k =1,... to the solution V* of (2) in the neighborhood
Q... Thus, the difference V,*(z) — V,*(x) can be estimated as

IV (2) = Vi (@) < Vi (@) = ViF(29)]

HIVE (@) = V(20|
V) - Vi@l an

If VO(z) is smooth, then the iterative formula (3) generates
smooth (except possibly at isolated points) successive approx-
imations V'* to the solution V* of (2). Thus, for ||z —z°| < r,
Jdeq1 > 0, €2 > 0 such that

IV (@) = Vi (@) <ex + €2 + |VF(2°) = V(2]

<e + ||V (%) = Vi ()l (12)
where € = €1 +¢€5. The last term in (10) can be estimated from
a first-order Taylor approximation of the difference V* — V*
around z°, as

Vi) = V(@) =V*(2?) - V*(a)
(Ve (2%) = Vi (2%)) (@ — 2°)
+O(fJz - 2"[%)

for all x in the neighborhood (2,.. Therefore, by the triangle-
inequality

Sup [VF(@) = V(@) + [V (2%) = V*(2%)]

> ||V (a) = V(2%

z (13)
Consequently, using (13) in (12), we have
IVE(@) =V ()]

< e+ momp([VH(@) = V(@) + V) - V). (4
Q,

Finally, using (14) in (10), we get

V() = V* (@)
< V(@) - V(@)
+7(k)S£P{K0<E+ V() = V* (@) + 1 (k)
H2 (et V@) - V(@) +cl(k)]> }
(k) sup{ Ko = + L1VF @)~ V(@) + e (8))
Q.

o (e FIVE @) - V@) + Cl(k”)Q}
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c1(k) K c1(k)
I\ 23 5+T)2>

Cl(k)> n Ko)

« K
x sup [VF(z) = V*(z)| + 52 sup |[V*(z) —
Q. r Q

01(/4)) N KO)

r

— 2y(k) (Ko<s n

+ |1+ ~(k) (53(5 +

V(@)

+ 1+ V(k) (1433(5 +

s VA )V ()4 2 s VA ) )
Qr

= sup{ K1 (k) + Ka(k)|V(2) - V*(x)|
Q,

+K3 (k)| V() —
+K5(R)V T (@) —

V()| + Ki(k)
V()|

+Eo(R)VE @) - V()] (15)
where ¢; (k) = [V*(20) — V*(20)]

Ko = (coks + k2)

K (k) = (k) (K0(€ +c1(k)) + %(6 + ledk))Q>

Ka(h) = 14900 (ra(e+ 2 + 20 )

KB(k> (27,):3

Ka(k) = K1(k)

Ks(k) = Ka(k) —

Ko(k) = K3(k).

This shows that the iteration error is bounded; for if we start
with k = 1, we see that the error |V?(z)—V*(z)] is point-wise
bounded by |V (z) — V*(x)| and |V°(x) — V*(z)|. Similarly,
the error |V2(z) — V*(x)| is point-wise bounded by |V (x) —
V*(x)|, and so on. Note also that, the above result holds for
7 = r+¢, € small, and thus for €2,.. [ |

We summarize next the main convergence result of the
method.

Theorem 1: Consider the HIBIE (2) and the problem of
finding the scalar function V' : R™ — R that solves it. Suppose
all the assumptions of Proposition 1 hold, and in addition,
suppose az(k) = fFa(k) = /Ks(k) < 1 in Q,. Then,
the iterative formula (3) starting with smooth approximations
VOVt € V(Q) converges uniformly and quadratically to a
smooth solution V* € V(,.) of (2).

Proof: From the proof of Proposition 1, inequality (15) can
without any loss of generality be represented as

VE (@) — V()] 2
< sup (1 (k) + az(W)|V (@) = V* (@)]) "~ ao (k)

r

Fsup(51(K) + Ba(BIVE (@) v (@)]) ~ folk) 16)

r

Ka(k)/2VKs, ag(k) =
Pu(k) = k)/2/ Ke(k),

for some constants «;(k) =
K3(k)/(2K3(k)) — Ki(k),
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Bo(k)K2(k)/(2Kg) — K4(k). Applying now (16) inductively
for k, k—l,...,l,O we have

VE (@) = V()]

< sup [al(k) — as(k)ao(k — 1) + as(k) (al(k ~1)
Q.

212
+az(k = DIV (@) = V(@)]) | = aolk)
+sup | 61(k) = B2 (K)ol = 1) + 5o(k) (B (k — 1)
) 272

Bk = DVF2(@) = V@) |~ Bo(k)

< sup [al(k‘) —as(k)ag(k —1)
Q.
tan(k) (al(k — 1) — as(k)ao(k — 2)
+C¥2(k3 — 1){041(k — 2) — OZQ(k — 1)0[0(/€ — 3)
tas(k = DIVE2(2) =V (@)1?) | = ao(k)
+[B1(k) = B2(k) Bk — 1)
+Ba(k = 1) (B1(k —1) - (k 1)60( 2)
+02(k — D{B1(k —2) — B2(k — 1) o )
+a(k = |V ) = V( x>|}2) } ~ ok

< sup [al(k) — ag(k)ao(k — 1)

( ap(k —2)
+an(k) (al(kz —2) — ag(k)ao(k — 3) +

(

)

2

+ag(k) O11(1)*042(k)&o(O)Jraz(O)IVO(fL’)*V*(I)I)

+sup 81 (k) — Ba (k) Bo(k — 1) + Ba(k) (81 (k — 1)

Q,
~Bak = 1)Bo(k = 2) + Ba(k — 1) (B (k — 2)

—B2(k)Bo(k —3) + ...+ B2(3) (ﬁ1(2) — (2(2)Bo(1)
2 2\ 272
+BOIV@) -V @) ) ) ] =B, aD

Taking the limit as £ — oo in the above inequality (17) and
since az(k) = B2(k) < 1, all terms of [VO(x) — V*(z)| go to
0 and we have

V()] <T(w
Bo(00), B1(00), B2(c0))

a constant. This implies uniform convergence of the approxi-
mations V* to the solution V*, which may differ from it by
a constant. However, apphcatlon of the boundary condition in
(2) guarantees that this constant is zero. Finally, by (3), Vk( )
is smooth on 952, and therefore V* € V(Q,.). Moreover, since
V(€,) is a Banach space, then V* converges to a smooth
solution V* € V(€,). ]

klirrgo [VFHL (2) — 0(00), a1(00), as(c0),

Remark 1: We notice also from inequality (15) that, if we
let » — oo, then the iteration error satisfies

[VF (2) — V*(2)]
< sgp{m(k) + Ky (k) + Ko (k) |[VF(2) — V*(2)]

K (R) [V (@) = V()] }
with

Ki(k) = (k) (Kole + e1(k) + 55

Ko(k) — (14 v(k)kse).

However, since K3 (k) > 1, it means that the algorithm does
not converge.

Remark 2: The relaxation parameter (k) is chosen to im-
prove the convergence. Usually, 0 < (k) < 2. If 0 < (k) <
1 we have under-relaxation, and this makes a non-convergent
system converges. Alternatively, if 1 < (k) < 2 we have
over-relaxation, and this used to speed up the convergence of
algorithm.

Remark 3: The iterative formula (2) requires one function
evaluation, i.e., HJBIE(V*) in each iteration. This requires
the evaluation of one quadratic-form (see 2) together with
two vector scalar-products and polynomial addition operations.
Hence, the computational time of the algorithm is of the order
of O(n?).

We specialize the above results to linear systems and the
corresponding Riccati equation. Consider the following linear
system:

&= Az + Byw + Bou; z(tg) = xo

D Z:[Hx] (18)

u

where A € R"*", B; € R"*%, By, €¢ R"*P, H ¢ R"™*",
and the corresponding Riccati equation arising in the quadratic
optimal control of the system [1], [2], [30], [31]

RIC(P):=A"P+PA+PQP+H"H=0 (19

where Q = —BI BI'. Let now P := {n x n real symmetric
matrices }. Then, application of the formula (3) with V*(z) =
2T P*2 /2, leads to the following recursive inverse map RIC :

P — P for (19):
PEHL = PE (k) [(ATPk + P*A+ P*QP* + HTH)

_(ATPk—1+Pk—1A+Pk—1QPk—1+HTH) (20)
It then follows that, if P* € P is a solution of (19), then
Pk+1 _ p*
= P —~(k)(ATP* + P* A+ P*QP* + HTH)
—P* +y(k)(ATP* + P*A+ P*QP* + H'H)
—y(k)(ATP* 4 PR A4+ PMIQPY + HTH)
+(k)(ATP* + P*A+ P*QP* + H'H)

= (P = P = (k) [AT (P - P
+(P¥ — P*)A+ (P* — P*)Q(P* - P7)
+(P* — P)QP* + P*Q(P* — P*)

_,Y(k_) [AT(Pk71 _ P*) + (Pkfl _ P*)A
+(Pk:71 o P*)Q(Pkfl o P*)
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+(PF1 = PYQP* + PrQ(PF T — P*)} @1
Therefore,
Hpk+1 _ P*H
< IPE = PI(1+ 2L+ 2R QIR )
QU EIP* — P2

HIPE = P (2 BIIALl+ 2R QNP )
R IQIIP! — P2 22)

The above inequality (22), can further be represented as

|PF = Pol| = (a1 (k) + aa() [P* — P*)? — ao(k)
+(Bi(k) + Ba(k)||P*~H = P()? = Bo(k)
where

az(k) = Vv (R)IQ

G (k) = [L+ 2y (R) AN+ 2[RI QUL ]
! 205 (k)

ao(k) = i (k)

Pa(k) = az(k)

3, = 2Iy(B) A+ 2[v(B) [[|QIIP]]
! 2a2 (k)

Bo(k) = Bi(k)

Thus, inequality (23) is the linear equivalent of (17), and if
@y = (33 < 1, then convergence of the approximations {P"}
to P* can be established from the result of Theorem 1. This
result is now summarized in the following corollary to the
Theorem.

Corollary 1: Consider the Riccati equation (19), and sup-
pose there exists a symmetric solution P* to it. In addition,
suppose for the system 3, (k) can be chosen so that
as (k) = P2 < 1. Then, starting with an initial approximation
PY € P, the iterative formula (20) converges quadratically to
a solution P* € P of the Riccati equation (19).

Remark 4: The above recursive formula (20) and algorithm
is similar in spirit to the ones proposed in [32]—[34].

IV. EXTENSION TO LYAPUNOV EQUATIONS

It is well-known that Lyapunov equations are special cases
of HIBIEs [1], [2], [35]. In this section, we discuss how
the basic relaxation algorithm (3) can be extended to solve
Lyapunov equations that arise in certain factorization problems
for nonlinear systems [36]. For the nonlinear system (1), we
consider the Lyapunov equation [36]:

LY AP(V)(2) := Va(2) f(2) + %hT(x)h(x) —0

V(z) >0, 2 #2° V(z°) =0 (23)

for some smooth function V : 2 — R.
Adapting the iterative formula (3) to the above Lyapunov
equation (23), we have the following recursion

Vi (z)
= V¥(x) = F(R)LY AP(V")(z) -

Consequently, we have the following result on the conver-
gence of this iterative procedure.

LY AP(VF1)(z)].
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Proposition 2: Consider the Lyapunov equation (23) and
let Assumption 3.1 (b) hold for the system. In addition,
let Q, = ﬂa: |z — 2 < r} C Q (r small), and
suppose M < 1. Then, starting with an approximation
V0 e v(Q), the successive approximation (24) converges to a
smooth solution V* € V(Q,.).

Proof: From (24), we have

V(@) = VE@) AR IV (@) () = VA (@) f (@)

<F®)IVE () = V@)l f ().

By 1nequal1ty (14), for any two successive approximations
vk, V1

IIVI’“(w) — Vi @)

< et sup(I74(0)~ V47 @) | 7)1 0 ).
Q..

Therefore,

754 (@) — T (a)
<FitRens + LEN sup (V) — P42 +-20)
< Db, )T @l (eat0)+)

|‘~/k(z~0) — Vk=1(20)|. The above inequality
(25) implies vk v linearly. Moreover, by (23), Vf is
smooth on €2, and since V(£2,.) is a Banach space, then {V*}
converges in V(€2,.),i.e., V* € V(Q,). ]

where ¢;(k) =

V. COMPUTATIONAL EXAMPLES AND SIMULATIONS
In this section, we present some simple examples and
simulation results to demonstrate the effectiveness of the
methods developed.
Example 1: Consider the following system and the example:
jfl = —33? + Z9
To=—T1 —To+u
2=z 29 ul”.
The resulting HIBIE for the Hs problem is
HJIBI(V) = Vzl( )(=af + w2) + Vi, (2) (—21 — 22)
1
*5‘@ (z) + 5(33% +22)=0,V(0) =0 (24)
where

Qm[g H-

Taking = {zfo} + 2§ < 1}, r =1 6y = 2. kg = 1,
v(k) = 1/2 then, ay = 1/2 < 1. Now taking V%(z) = 0,

Vi(z) = (23+23)/2, and applying three iterations of formula
(3), we get
1
HJBI(V®)(x) = §(x§ + 23)
1
HJBI(VY(z) = ixf — 2} — a2
1 5
V() = 5 x? + 2551 + 455%
41
HJBI(V?)(z) = —225 — 2] — §x§ + 2232,

L o
—§m1x2 + 51“1
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1 1 3
V3(z) = 28 + 5:10‘1l — 329 + ix% + 78122 + 16%’
5 3
HJBI(V?)(x) = —6af — 596613 + 625 + 3z + Zw‘f
71 13,
+§xlaz2 31:1332 16:61
43, 2809,
32 12T g2 a2
5 1 3 71
Vi(z) = 3] + 195? - §x§ 3 1 1—616?332
+ 3 a2 + o3 + 303 e + o7 T3 2809 4
9 P12 T 3o T2 T g2 T gt T g

Remark 5: What we see in the above example is that, all
the approximations V2, V3, V4, are locally positive-definite.
Thus, starting with a positive-definite initial approximations
VO, V1, the algorithm has the tendency to maintain the sign
definiteness of the successive approximations. Whereas, the
values of the function HJBI(V*), k = 1,2, 3 are increasingly
negative-semidefinite. That is, the successive approximations
VF k= 2,3,4, try to satisfy HJBI(V) < 0 or the inequality
form of the HIBIE. It is well-known that a solution for the
latter is also a solution for the former [5].

The corresponding control laws for the above approxima-
tions V2, V3, V4 are given by

i il

The system was simulated with the above control laws
and the results of the simulation are shown respectively on
Figs.1-3. The result of the simulation shows that the new
iterative method can indeed find stabilizing solutions of the
HIBIE.

We consider the following example to solve the Lyapunov
equation.

Example 2: Reconsider the system of Example 1 above. The
corresponding Lyapunov equation (23) for the system is

LY AP(V) = Vy, (2) (=2} + 22) + Vo (2) (—21 — 22)

i=2,3,4

1
+5 (27 +23) =0

where taking Q = {z]z] + 23 < 1}, r =1, ko = 2, y(k) =
1/4. Then, |y(k)|k2/r = 1/2 < 1. Now taking V°(z) = 0,

Vi(z) = (23+23)/2, and applying three iterations of formula
(3), we get
~ 1
LY AP(V®)(x) = 5(aci + 22)
~ 1
LYAP(VY)(z) = ixf — ] — a2
~ 1 3 1
Vi (2) = J21+ Jot 4 5o
LY AP(V?)(z) = =228 — 2 — §x§ + 2281y
L o
—§x1x2 + 5:51
~ 1 3 1 1 1
V3(z) = Vi HEE 21“11 496:1)’;62 + ix% - goiT2
3
+ 11}2.

Remark 6: Notice in the above example, the approximations
V2, V3, V4, are locally positive-definite.

State trajectories with controller derived from V2
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Fig.1. Closed-loop state trajectories with control law u2.
State trajectories with controller derived from V3
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5
. x[
—x,
4
3
=
Q
g 2
)
1
0
-1 .
0 1 2 3 4 5 6 7 8 9 10
Time
Fig.3. Closed-loop state trajectories with control law u?.

VI. CONCLUSION

In this paper, we have presented a new iterative approach
for solving the HJBIE arising in the optimal control of affine
nonlinear systems. Fixed-point iterations in Banach spaces and
a relaxation method are combined to successively approximate
the scalar value-function directly, and convergence results
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for the approach have been established under fairly mild
conditions. Some examples have also been worked-out to
demonstrate the effectiveness of the approach. In addition,
the approach can easily be automated using symbolic algebra
packages. Applications or extensions to Lyapunov equations
have also been discussed.

However, the results presented are really preliminary, and
it will require many experimentation to establish conclusively
it’s usefulness and computational efficiency. It is sufficient here
to observe that from the few examples that have been solved,
the approach will be suited for affine nonlinear systems with
polynomial nonlinearities. As such, future efforts will go into
computational experimentations with the method on practical
nonlinear systems such as the nonlinear bench-mark problem
[16], as well as seeking improvements and refinements of the
algorithm. It will also be worth-while to see if convergence
of the algorithm can be established under much weaker and
more general assumptions.
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