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Abstract—Deep reinforcement learning is a focus research area
in artificial intelligence. The principle of optimality in dynamic
programming is a key to the success of reinforcement learning
methods. The principle of adaptive dynamic programming (ADP)
is first presented instead of direct dynamic programming (DP),
and the inherent relationship between ADP and deep reinforce-
ment learning is developed. Next, analytics intelligence, as the
necessary requirement, for the real reinforcement learning, is
discussed. Finally, the principle of the parallel dynamic pro-
gramming, which integrates dynamic programming and analytics
intelligence, is presented as the future computational intelligence.

Index Terms—Parallel dynamic programming, Dynamic pro-
gramming, Adaptive dynamic programming, Reinforcement
learning, Deep learning, Neural networks, Artificial intelligence.

I. INTRODUCTION

Google DeepMind’s deep reinforcement learning based Al-
phaGo computer program [1] won the historic Go match
against world champion Lee Sedol in March 2016. The
combination of Monte-Carlo tree search and deep reinforce-
ment learning makes a breakthrough at Go playing which
is believed impossible with brute-force search, and brings
artificial intelligence a focus for the year. Most people pay
more attention to the intuitive highly brain-like deep learning
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technologies. However, the other key to AlphaGo’s success,
the Principle of Optimality for dynamic programming, has
been taken for reinforcement learning (RL). As a matter of
fact, dynamic programming plays a very important role in
modern reinforcement learning. The victory of AlphaGo is
actually also the victory of dynamic programming.

Dynamic programming [2] has become well-known since
1950s in many fields. In 1977, Werbos combined DP, neural
networks and reinforcement learning, and introduced approx-
imate/adaptive dynamic programming (ADP) [3], [4] to solve
the “curse of dimensionality” [2]. However, trial-and-error
based reinforcement learning and deep learning both focus
on engineering complexity and ignore the social complexity.
In this article, we suggest another extension of dynamic
programming considering both engineering and social com-
plexities, aiming the “paradox of scientific methods” in com-
plex system’s “scientific solutions” [5]. We utilizing big data
analytics and the ACP approach [6], [7]: arttificial societies for
descriptive anlytics, computational experiments for predictive
analytics, and parallel execution for prescriptive analytics. We
name our approach Parallel Dynamic Programming.

This article is organized as follows. The next section reviews
dynamic programming and adaptive dynamic programming.
Then, we briefly discuss the neural network structure of ADP
and AlphaGo. We present the ACP approach of analytics
intelligence in Section IV. In Section V, we introduce the basic
structure of parallel dynamic programming. The last section
concludes the article.

II. FROM DYNAMIC PROGRAMMING TO ADAPTIVE
DYNAMIC PROGRAMMING

Dynamic programming (DP) is a very useful tool in solving
optimization and optimal control problems [8]–[10]. The dy-
namic programming technique rests on a very simple idea, the
Bellman’s principle of optimality [2]: “An optimal policy has
the property that no matter what the previous decision (i.e.,
controls) have been, the remaining decisions must constitute
an optimal policy with regard to the state resulting from those
previous decisions.”

DP can easily be applied to the optimal control of discrete-
time nonlinear systems. Let the system be

xk+1 = Fk(xk, uk), (1)

where xk, uk are the state and control, respectively, and Fk(·)
is the system function at time k. Suppose we associate with
this plant the performance index function

Ji(xi) = ϕ(N,xN ) +
N−1∑
k=i

Uk(xk, uk), (2)
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where [i,N ] is the time interval of interest. According to the
Bellman’s principle of optimality, the optimal performance
index function, which aims to minimize, satisfies the following
equation

J∗
k (xk) = min

uk

{Uk(xk, uk) + J∗
k+1(xk+1)}. (3)

Equation (3) is the Bellman’s optimality equation. Its im-
portance lies in the fact that it allow us to optimize over only
one control vector at a time by working backward from N .
It is called the functional equation of dynamic programming
and is the basis for computer implementation of the Bellman’s
method. However, it is often computationally untenable to
obtain the optimal control by directly solving the Bellman
equation (3) due to the backward numerical process required
for its solution, i.e., as a result of the well-known “curse of
dimensionality” [2]. We have to find a series of optimal control
actions that must be taken in sequence. This sequence will
give the optimal performance index, but the total cost of these
actions is unknown until the end of that sequence.

Approximate dynamic programming, proposed by Werbos
[3], [4], builds a critic system to circumvent the “curse
of dimensionality” by building a system, called “critic” to
approximate the cost function in dynamic programming. The
main idea of approximate dynamic programming as shown in
Fig. 1. There are three parts in the the structure of approximate

Fig. 1. ADP structure.

dynamic programming, which are dynamic system, the critic
module, and the action module, respectively. First, the action
module outputs a control policy according to the system state.
Second, according to the system implementation, the critic
module receives a evaluate signal. Third, a reinforcement
signal is created by the critic network, which aims to indicate
the action module to find a better control policy, at least
not worse. The whole implementation is self-learning and
the critic and action modules can be regarded as an agent.
According to the principle in Fig. 1, the dynamic programming
problem is desired to solve forward-time. In [11], [12], the
approximate dynamic programming method was implemented,
where each part in Fig. 1 was modeled by a neural network and
hence is called “Neuro-Dynamic Programming”. Its several
synonyms are used, such as “Adaptive Critic Designs” [13],
[14], “Asymptotic Dynamic Programming” [15], “Adaptive
Dynamic Programming” [16]–[21], and “Neural Dynamic

Programming” [22]. In 2006, the synonyms were unified as
“Adaptive Dynamic Programming (ADP)” [23]–[36].

III. NEURAL NETWORK STRUCTURE OF ADP

HDP is the most basic and widely applied structure of ADP
[11], [13]. The structure of HDP is shown in Fig. 2. HDP
is a method for estimating the performance index function.
Estimating the performance index function for a given policy
only requires samples from the instantaneous utility function
U , while models of the environment and the instantaneous
reward are needed to find the performance index function
corresponding to the optimal policy.
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Fig. 2. The HDP structure diagram.

In the HDP structure, the model network aims to describe
the dynamic of the system. The action network aims to
approximate the control policy of the system, and the critic
network aims to approximate the performance index function.
If each neural network in HDP is chosen as three-layer back-
propagation (BP) network, then the neural network structure
of HDP can be expressed as in Fig. 3.
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Fig. 3. Deep neural network structure of HDP.

In Fig. 3, we can say that we use three BP neural networks
to implement the learning of the optimal control. However, if
the three neural networks are regarded as one neural network,
then we can say that we implement the learning of the optimal
control by at least a nine-layer deep BP network [37]. In this
point of view, the structure of HDP is a structure of a deep
neural network. For all the other structures of ADP [13], such
as dual heuristic programming (DHP), global dual heuristic
programming (GDHP), and their action-depended versions,
the structures can also be transformed into one deep neural
network. Thus, the structure of ADP is naturally a deep neural
network. The training target of the deep neural network is
desired to force the following error

ek = Uk(xk, uk) + Jk+1(xk+1)− Jk(xk) (4)

to zero. Obviously, the training error ek can be chosen as
the reinforcement signal, which optimizes the control policy
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to minimize the distance between ek and the equilibrium
point. Hence, the optimization process by ADP is actually a
reinforcement learning process via a deep neural network. This
is an amazing similar with the implementation of AlphaGo.
Earlier works in [38], [39] also provided neural network based
control method with knowledge architecture embed.

IV. ANALYTICS INTELLIGENCE: FROM ACP TO DPP
Reinforcement learning is a computational approach to

understanding and automating goal-directed learning and
decision-making. During the implementation process of ADP,
it is emphasized that reinforcement learning is a key technique
to find a better control policy of the system via trial-and-
error. However, it should be pointed out that shortcomings
inherently exist for the trial-and-error approach. Many real-
world control systems cannot be “tried” sufficiently for the
fact of security and cost. Particularly, for systems that involve
human and societies (Cyber-Phisical-Social systems, CPSS)
[40], sometimes the “error” is intolerable. The success of
AlphaGo suggests the possibility of conducting reinforcement
learning with a virtual Go-game played by two virtual players.
However, we do not know the exact rules or dynamic systems
in most of our real-world control and management problems
as the Go-game.

Data driven parallel systems in cyberspace are the key to
solve the trial-and-error challenge. Two founding pioneers
of modern management sciences stated famous maxims for
operations: W. Edwords Deming, “In God we trust; all others
must bring data” and Peter F. Drucker: “The best way to
predict the future is to create it”. Our suggestion is to integrate
artificial intelligence and analytics [6]: artificial societies (or
systems) for descriptive analytics, computational experiments
for predictive analytics, and parallel execution for prescriptive
analytics. The DPP (descriptive, predictive and prescriptive)
analytics intelligence can be built based on the ACP approach
as is shown in Fig. 4.

Fig. 4. The ACP approach of descriptive, predictive, and prescriptive
analytics.

The representation procedure of descriptive models is to
speak with data, which generally aims to tell us “what hap-
pened in history”, “when did it happen”, and “why did it
happen”. However, in real-world cases, people can only collect
“small data” for decision making. Before we make a decision,
a lot of possible “futures” (“big data” or artificial societies)
are created during the analytics based on the collected “s-
mall data”. Moreover, “futures” can be “created” by imaging
and designing. Hence, in our ACP approach, the descriptive
analytics by artificial societies are not only the model of real-
world data, but also the model of virtual “predicted future”
and “created future” in cyberspace.

Predictive analysis [41]–[43] should be made according to
the descriptive model and historical data to predict the future
by reasoning. It tells us “what will happen”, “when will it
happen,” and “why will it happen”. In our ACP approach,
predictive analytics are conducting computational experiments
to predict the future for certain artificial society with certain
control and management policy. “Big data” are created in the
computational experiments in cyberspace.

Finally, no matter how many possible futures or policies,
we can choose only one to implement in our real world.
Hence, after the predictive analytics of different policies and
different artificial societies, we reduce the “big data”, extract
rules, and create the real future through learning and adaption.
In our ACP approach, prescriptive analytics are developed to
find benefit policy from predictions based on the descriptive
models and historical data through parallel execution. Data
are collected for further descriptive analytics and predictive
analytics during the parallel execution.

V. PARALLEL DYNAMIC PROGRAMMING

In the practice of AlphaGo, one of the key ideas is to extract
supervised learning policy, and to improve it to get a sub-
optimal policy during the reinforcement learning procedure.
In parallel dynamic programming (PDP), we suggest the
ACP approach for decision making in CPSS with analytics
intelligence.

Fig. 5. Parallel dynamic programming with three parallel systems.

The descriptive analytics of parallel dynamic programming
are data driven for systems with unknown or imperfect in-
formation. We collect state-action-reward-state data from real-
world controls and observations, as is shown in Fig. 5. Since
the highly complexity of real-world system, and the highly
unpredictable of human behaviors, the data are not directly
used for fitting the state equations of the dynamic system.
On the contrary, in parallel dynamic programming, we focus
on how to construct “possible” data consistent with the real-
world observations. Combining these virtual data and the
historical real-world data, we can build the artificial systems
parallelized to the real-world system. The data driven virtual
systems model the state equations of the artificial world, and
the objectives of agents. An artificial system in PDP indicates
feasibility and possibility, instead of similarity.

Within each artificial system, the predictive analytics can be
viewed as optimal control problems with known dynamics in
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PDP. Hence, assume we have n-artificial systems (n = 3 in
Fig. 5) parallelized with the real-world system, we can employ
dynamic programming or adaptive dynamic programming to
solve the optimal control problems with known state equations
in the trial-and-error approach in the virtual parallel system
without any cost or risk, and get n optimal (or sub-optimal)
decisions. Note that, this procedure is naturally distributed, and
previous decisions in real-world can be used as an initial guess
in the reinforcement learning iterations to reduce the compu-
tation. Then, the computational experiments can be conducted
in a bionic manner: based on a voting mechanism n-virtual
systems will vote for the n-decisions. Hence, we can get a
winning decision and its corresponding critic network. Note
that, the computational experiments search for an acceptable
artificial system and an admissible decision, rather than the
optimal control.

The parallel execution will based on the optimality principle
of dynamic programming, and the critic network selected
in the computational experiments. We adjust the decision
according to the winning critic network and the observed
real-world state. The virtual-real system interaction can be
conducted by observing states and errors, updating the artificial
systems and adjusting the voting mechanism.

The detailed implementation of the PDP algorithm for
unknown discrete systems has been conducted and the result
is very interesting and promising [44], more works are under-
taking and will be reported.

VI. REMARK AND CONCLUSION

“Scientific solutions” need to satisfy two conditions: triable
and repeatable [6]. In real-world systems that involves human
and societies, the trial-and-error based reinforcement learning
can not be conducted unless we already know the “error”
will be harmless. On the other hand, the suggested parallel
dynamic programming conduct computational experiments in
virtual systems with the idea of optimality principle. Unlike
the game of AlphaGo, PDP is based on parallel systems [45],
[46] instead of the exact rules of real-world systems, and will
be more flexible and feasible for complex problems.
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