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ABSTRACT Magnetic racetrack memory has frequently been complicated by the pinning of domain wall
bits on the one hand and the need to engineer precise synchronization and inter-track repulsion between
skyrmionic bits on the other. Such proposals, however, do not capitalize on the complex 2-D motion of
skyrmions, such as transverse Magnus force that tends to deviate the skyrmion trajectory from rectilinear
motion along the current drive. The transverse deviation associated with such a skyrmion Hall effect is
normally considered a liability for skyrmions, and efforts have focused on eliminating rather than utilizing it
for proposed device applications. We propose a simple single skyrmion-based circuit macro with elementary
and higher-order logic gates that utilize Magnus force and propose reconfigurable logic built on these
gates. We demonstrate the reliability of the proposed approach with micromagnetics simulation. The energy
consumption in this circuit lies mainly in the overhead, with the racetrack consuming a small fraction. The
energy—delay product (EDP) is correspondingly low and can be improved by boosting the skyrmion speed.

INDEX TERMS Domain walls, magnetic tunnel junction (MTJ), racetrack, reconfigurable logic, skyrmions,

voltage-controlled magnetic anisotropy (VCMA).

I. INTRODUCTION

ECONFIGURABLE hardware tends to offer increased

performance per watt than general-purpose proces-
sors [1]. Though application-specific integrated circuits
(ASICs) are more efficient than modern reconfigurable
hardware, such as field programmable gate arrays (FPGAs),
FPGAs enable significantly faster time to market, as recon-
figurability offers workload acceleration with nonrecurring
engineering costs, as it maintains hardware homogeneity [2].
Modern FPGAs use volatile static random access memory
(SRAM) cells to store a configuration. Logic blocks resem-
bling lookup tables (LUTs) use that SRAM for storing logic
function data. However, SRAM cells used in reprogrammable
FPGAs result in a larger area and data volatility. Emerging
nonvolatile memories (NVMs) can be an excellent candidate
to resolve the data volatility and density issues in FPGAs.
NVMs in FPGAs can act as embedded memory blocks and
play a vital role in programming bits, ensuring zero boot-up
delays, energy efficiency, lower footprint, and secure real-

time reconfigurability [3]. Accordingly, there is an ongoing
effort in the research community to use different NVM
technologies to design FPGAs [4], [5], [6], [7]. Moreover,
there has been a growing interest to deploy FPGAs on
edge devices [8]. However, a limited energy budget on edge
devices with energy harvesting poses a major challenge to
realizing a reliable operational period for IoT edge platforms.
One possible solution is to enable intermittent operation [9],
where the data are temporarily stored in memory during
the transition from one subsystem to another and are later
processed depending upon the availability of energy. Thus,
nonvolatility is required to facilitate intermittent operation to
maintain data integrity when the system is powered off or in
a deep sleep mode, thereby making a strong case for NVM-
based FPGAs for IoT at the edge.

The magnetic NVM can be integrated onto the back-
end of silicon CMOS, as has been demonstrated with
magnetic tunnel junctions (MTJs) and spin-transfer torque-
based random access memory (STTRAM) devices. However,
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ultrasmall magnets tend to lose their magnetization to
thermal fluctuations, arguing in favor of solitonic excitations
in magnetic films, such as domain walls or skyrmions.
Of these excitations, isolated skyrmions show ballistic and
tunable transport at modest current drives, which could bear
advantages over magnetic domain wall devices [10].

Several concepts have been proposed using single
or multiple skyrmions with precision-tuned parameters
[11], [12], [13]. In this article, we propose a reconfigurable
logic device based on reshuffling a single stable skyrmion.
Such a conservative logic gate, with a fixed number of zeros
and ones, bypasses the need for multiple energy-intensive
nucleation and annihilation processes. The proposed design
is also suitable for nonconservative approaches where
skyrmions must be annihilated and renucleated before
performing a new logic operation.

Skyrmions on racetracks typically suffer from occasional
scattering events at edges, point and grain defects, or other
skyrmions. These stochastic events make it especially hard to
realize logic that relies on precise skyrmion synchronization
or inter-skyrmion repulsion. It is possible to synchronize
skyrmions with notches, but there still is thermal jitter due to
diffusion and an energy cost for hold and release [14]. In con-
trast, our proposed design makes use of a single skyrmion
on a race track, alleviating the need for positional and timing
correlations involving multiple skyrmions on adjacent tracks.
The contributions of this article are as follows.

1) We propose a novel device-to-circuit design that can
be used for conventional logic-in-memory devices as
well as reconfigurable logic. The novelty arises in using
a single skyrmion and taking advantage of its 2-D
dynamics, specifically the skyrmion Hall effect arising
from a transverse Magnus force, along with magnetic
anisotropy engineering along a racetrack.

2) We conduct a detailed deconstruction of the energetics
of the entire skyrmion-based computing unit, compris-
ing the magnetic racetracks, the clock, control signals,
as well as the transistors that drive these racetracks.

3) We conduct a case study on the reliability of a
skyrmionic logic device by varying the temperature
from 280 to 350 K and show that the proposed device
is stable while operating at high temperatures.

4) We discuss how the proposed design can be both con-
servative (reusing skyrmion rather than annihilation)
and nonconservative in skyrmion count. We provide
a detailed analysis of energy consumption for both
approaches. We also identify the sources of energy
consumption of a skyrmion-based circuit for different
operations and show that the proposed design con-
sumes minimum energy in most logic operations.

Il. MODELING OF SKYRMIONS IN 2-D RACETRACKS

1) SKYRMION NUCLEATION

There are various methods of nucleating skyrmions; the most
popular that is compatible with digital circuits is by applying
current pulses through a nanocontact or through a heavy
metal underlayer. The important property of the latter is the
existence of point defects that act as nucleation centers in the
racetrack, which do not affect the circuit operation thereafter.
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TABLE 1. Material parameters for simulation (CoFeB/Pt) [15].

Parameter Value
Gilbert damping constant (o) 0.2
Saturation magnetization (M) 6 x 105 A/m
Magnetic anisotropy (K) 600 kJ/m3
Dzyaloshinskii-Moriya interaction strength (D) 2.5 mJ/m?
Exchange stiffness (Aez) 15 x 1072 J/m
Domain wall width (A = 7D /4K) 7.0 nm
MT]I diameter 30 nm
Bare TMR =~ 400 %
FM width (W), length (L), thickness (tpm) (200 x 200 x 1) nm
HM thickness 1 nm

pr v (2.m) 2.5 x 1077
Spin hall angle 6, 0.15
Skyrmion Hall angle 64°

Spin polarization P 0.8

Skyrmion Radius and wall width
VCMA Coefficient

Nucleation MT]J resistance
Nucleation and Annihilation time 0.1-0.2 ns
Minimum Nucleation current densict 8 x 10t A/m?
Minimum VCMA voltage 05V
Driving current density 8-15x10'0 A/m?
Minimum Annihilation current density 2x10' A/m?
Speed 80-150m/s

16.5 nm [16], [17]
100-200 fJ/Vm
0.5-2 k2

2) SKYRMION MOTION—DRIVE AND STEERING

The skyrmion is driven by the applied spin current. The
motion of skyrmion is also affected by the repulsion from
the edges, the engineered high anisotropy region, and thermal
effects. The high anisotropy region is controlled by voltage-
controlled magnetic anisotropy (VCMA) as shown and
can be used for mediating skyrmion dynamics [18], [19].
In our circuit simulation, the speed of the skyrmion is taken
directly from micromagnetic LLG simulations, which take
into account all the aforementioned contributions to skyrmion
motion. However, a simplified Thiele equation for skyrmion
speed that treats it as a rigid object with minimal transverse
spin precession is still useful to get an understanding of the
operation time.

The main physics the Thiele approach misses is at high
current densities, where the skyrmion distorts to resemble a
domain wall, and its velocity saturates with increasing current
density [20]. However, for modest current densities, the
quasi-ballistic equation above works quite well [10]. When
the VCMA is on, the high anisotropy region provides the
repulsive force needed to cancel out the vertical component
of skyrmion motion caused by the Magnus force, so the
skyrmion will stay in its designated horizontal lane.

3) SKYRMION DETECTION

Along with heterogeneous material integration, the efficiency
of electrical read is one of the key challenges dominating
much of spintronics. To electrically detect skyrmions, there
are two popular methods. One would be to use an MTJ
stack consisting of a tunnel barrier, such as MgO, fixed
between a hard magnetic layer placed by exchange bias
with an antiferromagnet and a freely switching layer. Such
an MT]J stack will have different tunnel magnetoresistances
(TMRs) for parallel and antiparallel orientations of the two
sandwiching magnets. In this case, the skyrmion sits in the
free layer of the MTJ stack, with its shape factor and small
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FIGURE 1. (a) Device structure from a top view. Red circles are
MTJs responsible for nucleation and read. (b) Micromagnetic
simulations for VCMA ON/OFF and their corresponding recovery
process at room temperature. The skyrmion Hall angle during
changing lanes is 64°; on average, the propagation time for
when the skyrmion changes the lane is around 30% longer than
cases when the skyrmion does not change lanes.

size reducing the overall TMR. We simulate an MTJ in our
circuit by considering it as a variable resistance. Another
method for detecting skyrmions is using the anomalous Hall
effect (AHE), where a voltage difference is generated across
the magnetic layer edges perpendicular to the driving current.
This voltage difference will depend on the position of the
skyrmion along the racetrack and can accordingly be used for
detection. In our simulation, AHE needs no extra resistance,
with only the voltage swing from AHE included as an input
for circuit simulations.

In our analyses, we assume that the bare TMR without the
skyrmion shape factor is large (400%), which is a typical
target in the spintronics community. We also assume an
ultrascaled MTJ with a diameter of 30 nm to reduce the TMR
dilution due to shape. However, with an effective TMR of
50%, the device would still work as demonstrated in [17].
To get this effective TMR, a minimum bare TMR of around
100% is needed.

4) SKYRMION ANNIHILATION

A high driving current can be used to annihilate skyrmions
either at the boundaries or designated nonidealities in the
racetrack. The minimum required current and time can be
determined from either simulations or experiments. These
numbers for current and time will then be inputs of the circuit.
The geometric parameters we use for our simulations are
listed in Table 1, along with material parameters for CoFeB/Pt
taken from [15].

lll. PROPOSED RECONFIGURABLE LOGIC CIRCUIT
In this section, we explain the device (see Fig. 1) and
circuit (see Fig. 2) operation of the proposed reconfigurable
logic element. We exploit the 2-D dynamics of skyrmions
together with the CMOS control circuitry to perform basic
and derived logic operations with minimal change in the
biasing conditions, whereas the racetrack and MTJ stacks
of the design remain unchanged. Fig. 2 presents the circuit
schematics for all the logic operations and programmable
logic blocks.

Though we are performing logic operations, the computed
logic is also saved due to the nonvolatility of a skyrmion in
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a racetrack. For any skyrmion-based devices to have proper
functionality, skyrmion nucleation, propagation, detection,
and annihilation must be performed successfully. We use
CMOS control circuitry to function as a control element (as
an ideal switch), with the skyrmion operating as a data storage
element. Once a nucleated skyrmion moves to the right end of
the racetrack (see Fig. 2), the logic computation is finished,
and the output of the operation can be known by the skyrmion
detection operation. Thus, for a specific input condition in a
logic operation, the skyrmion only needs to move from one
end to the other only once, and the computed logic output can
be known by just detecting the skyrmion.

To nucleate the skyrmion, the supply voltage, Vpp,
is connected to the nucleation MTJ via the transistor, 75,
which is controlled by Vnuc (0.7 V). We size the transistor,
T,, properly to allow sufficient current through the MTJ
to ensure successful skyrmion nucleation. However, the
nucleation process does not play a critical role in conservative
logic, where we shuttle skyrmions without annihilating, so the
cost of initial nucleation is amortized over the compute
cycles.

The VCMA gate placed at the middle of the racetrack
(Fig. 1) divides the racetrack into a top and a bottom lane
through a gate tunable anisotropy barrier. During the logic
operations, the racetrack is connected to the supply voltage,
VbD, via the transistor 77. The supply voltage, Vpp, provides
the necessary currents for skyrmion propagation as long as
the Vprop is high. The skyrmion either moves to the top lane
or stays confined to the bottom lane, depending on the VCMA
gate ON—OFF state that controls the barrier and serves as a lane
selection process. However, the skyrmion requires 1.33 ns to
reach the top lane MTJ, whereas the skyrmion reaches the
bottom lane MTJ in 1.11 ns. Since the skyrmion lane selection
process is input-dependent, as explained later in this section,
Vprop needs to be high for the longest skyrmion propagation
time, which is the delay for logic operation for the proposed
design. For the case of bottom lane selection, the skyrmion
will stay under the read MTJ as long as the annihilation
operation (or recovery in case of conservative operation) is
not applied. Meaning in the time range of 1.1-1.33 ns, the
skyrmion will be under the bottom MTJ when the bottom
lane is selected during a logic operation. The skyrmion
annihilation process is similar to propagation, except that a
higher current is applied to annihilate the skyrmion. We use
the supply voltage, Vpp, as 1 V for skyrmion nucleation and
annihilation, while 0.7 V for moving skyrmion.

The skyrmion logic is set by the competition between the
transverse Magnus force that naturally moves a skyrmion
from the lower to upper lane in the forward (and reverse
in the backward recovery) step versus the VCMA gate that
raises an inter-lane barrier and prevents that crossover. There
are also thermal fluctuations that randomize the motion
under ambient conditions and will need to be circumvented
by ensuring the drive current and the VCMA strength are
significantly larger. A typical micromagnetic simulation trace
[Fig. 1(b)] shows that both the switching process (ON—OFF)
during the forward drive and recovery process along the
reverse drive happen reliably in the face of thermal fluc-
tuations, using the parameters in Table 1. To increase the
reliability at higher currents that will lower the operating

205



IEEE Journal on Exploratory Solid-State Computational Devices and Circuits

Read Unit

Read Unit

@)

Read Unit Read Unit

FIGURE 2. (a) XOR logic gate schematic, (b) AND logic gate schematic, (c) OR logic gate schematic, and (d) programmable logic gate

schematic.

time, we need to avoid edge annihilation by raising the edges
or increasing the edge anisotropy [21]. However, this would
add to fabrication difficulties, which would be a trade-off that
should be taken into account.

For skyrmion detection, we place two detection MTJ stacks
at the ends of the top and bottom lanes of the racetrack.
Either one of the top and the bottom lane MTJs is connected
to the read unit during a logic operation, depending on the
applied input combinations. We call this the MTJ selection
process. The read unit provides the output based on the
presence/absence of the skyrmion under the selected MTJ.
If there is a match between the lane selection and the MTJ
selection processes, the output is high; else, it is low. We size
the read unit access transistors to get sufficient voltage swing
at the buffer input node M, V). The buffer amplifies node
voltage, Vyy, to either high or low. We show the truth table
for the basic and derived logic gates in Table 2.

We can move the skyrmion from the left-hand side to the
right-hand side of the racetrack or vice versa by properly
biasing the circuit. It is worth mentioning that the proposed
design is suitable for both conservative and nonconservative
logic with skyrmions. The skyrmion nucleation unit shown
in Fig. 2 can be disregarded for the conservative approach,
as we can assume a prenucleated skyrmion at the beginning
of the racetrack. For the conservative approach, we move
the skyrmion back to its initial position before applying
different input conditions. We discuss both the conservative
and nonconservative approaches in detail in Section I'V.

A. XOR OPERATION
We first explain the XOR logic operation. In the case of XOR
operation, one of the inputs (A) is connected directly to the
gate of the transistor 73 that controls the ON/OFF condition of
the VCMA gate. The other input (B) is connected to the gate
of the transistors, T4 and T, respectively. The VCMA gate
will be in the ON (OFF) state when input A is 1 (0). On the
other hand, the bottom (top) lane MTJ will be connected to
the read unit when input B is O (1). When input A is high,
the skyrmion will move along the bottom lane until it reaches
under the read MTJ stack. If input B is low at that time, the
bottom lane MTJ will be connected to the read unit, and the
output will be high as the skyrmion will be under the bottom
lane MTJ stack. On the other hand, if input B is high, the top
lane MTJ will be connected to the read unit, and the resistance
of the MTJ will be in the parallel state due to the absence of
skyrmion under the MTJ. The voltage at node M, Vs will be
low, ensuring 0 V at the output node, Vour.

Table 2 shows the resulting truth table. For the logic gate
described and all subsequent configurations, whenever the

206

lane selection and MTJ selection columns agree, we get
Vour = 1.

B. AND OPERATION

The lane selection process for AND operation differs from
XOR operation, while the MTJ selection process remains
unchanged. We use a pMOS transistor instead of an nMOS
transistor to control the state of the VCMA gate. We connect
inputs A and B to the gate and source, respectively, of the
pMOS transistor 73. The VCMA gate will be in the ON state
if the transistor, 73, is ON (A = 0), and the voltage at the
source of the transistor is high (B = 1). Thus, the skyrmion
will be in the bottom lane only for the input combination
when input A is low, and input B is high. In all the other three
cases, the skyrmion will be in the top lane. However, the top
MT] is connected to the read unit only when input B is high.
Thus, the skyrmion will be under the selected MTJ only when
both inputs A and B are high, ensuring a successful AND logic
computation.

C. OR OPERATION

The racetrack and the control circuitry to perform OR oper-
ation are similar to the AND operation. The only difference
lies in how we control the VCMA gate state. We connect
inputs A and B to the source and gate of the transistor 73,
exactly opposite to the input connections for the AND logic
operation. The VCMA gate will be in the ON state if and only
if input A is high, and the transistor 73 is ON (i.e., B is 0).
Thus, the skyrmion will only be confined in the bottom lane
when inputs A and B are high and low, respectively, and will
be in the top lane in all other conditions.

First, we consider the conditions where input B is 0.
Since we keep the MTJ selection process unchanged, the
bottom lane MTJ is selected whenever input B is 0. Thus,
the matching (mismatching) between the lane selection and
the MTJ selection process will depend on the input condition
of A. If A is high (low), there will be a match (mismatch)
between the lane selection and the MTJ selection process and
will return a 1 (0) at the output node, Vour.

On the other hand, when input B is 1, the VCMA gate is in
the OFF state irrespective of the value of A, which ensures the
position of the skyrmion is in the top lane. Also, the top lane
MT]J is selected when B is 1 and results in a 1 at the output
node, Vour, due to the matching between the lane selection
and the MTJ selection process. We can, thus, perform the
logical OR operation by simply changing the input connection
of the CMOS-skyrmion hybrid circuit used in the logical AND
operation.
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TABLE 2. Truth table of the proposed reconfigurable logic. The MTJ selection is set by input B for all the logic operations. The delay
times used here are the maximum delay time we got from the micromagnetic simulations to ensure the device works appropriately.

A B VCMA Lane Selection MT]J Selection Vour Moving Energy (1J) Moving Delay
AND OR XOR | AND OR XOR AND OR XOR [ AND OR XOR

0 0 | OFF OFF OFF | Top Top Top Bottom 0 0 0 98.19  98.19 98.19 1.33 ns

0 1| ON OFF OFF Bottom Top Top Top 0 1 1 119.72 92.12  92.12 1.33 ns

1 0| OFF ON ON Top Bottom Bottom| Bottom 0 1 1 98.19 125.79 125.79 | 1.33 ns

1 1| OFF OFF ON Top Top Bottom| Top 1 1 0 98.19 92,12 119.72 | 1.33 ns

Vop i i Vhias
H H Read Unit
READ

G : § Tyoe P
GND
—d L

() ©

FIGURE 3. (a) Generic skyrmionic racetrack structure with
skyrmion nucleation, propagation, and detection port, and the
equivalent circuit for (b) nucleation, (c) propagation and
annihilation, and (d) detection.

D. XNOR, NAND, AND NOR OPERATIONS

We can perform XNOR, NAND, and NOR operations by using
the XOR, AND, and OR circuits in two different methods. One
method involves initializing the MTJ fixed layer state as an
antiparallel state while using the same circuit. Thus, if there
is a mismatch between the MTJ selection and lane selection
process, the output will be high and low otherwise.

The second method involves a slight change in the read unit
circuit. If we use one inverter instead of a buffer in the read
unit, the same circuit used in XOR, AND, and OR operations
will perform XNOR, NAND, and NOR operations. However, the
inverter needs to be sized accordingly to ensure that the node
voltage, Vi, is amplified correctly.

E. PROGRAMMABLE LOGIC BLOCK

We design a programmable logic block by cascading the
control circuitry for the VCMA gate state. We use the same
racetrack structure, MTJ selection process, and shared read
unit. We add an extra nMOS transistor in series with each
of the VCMA gate control units for each logic operation.
The transistors, 73, Ts, and 77, will be oN while performing
the logical XOR, AND, and OR operations [see Fig. 2(d)]. For
example, in the case of XOR operation, only the transistor, 73,
will be ON, and the other two extra transistors, 75 and 77, will
be OFF. Now, the equivalent circuit of reconfigurable XOR will
be similar to the XOR circuit, as shown in Fig. 2(a), with an
added switch. Reconfigurable OR and AND operations will also
follow the same trend. We can also perform programmable
XNOR, NAND, and NOR operations with the same circuit by
employing any one of the two methods explained above in
Section III-D. The proposed programmable logic block can
be used as a two-input LUT.

IV. ENERGY CONSUMPTION IN

SKYRMION-BASED DEVICES

We show a generic skyrmionic structure with skyrmion nucle-
ation, propagation, detection, and annihilation mechanism
and their respective equivalent circuits in Fig. 3(a)—(d). This
generic structure can be used as a basis of skyrmion-based
memory and processing-in-memory devices. The racetrack
structure can be altered to accommodate notches, VCMA
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gates, and so on, to design large-scale custom skyrmionic
chips. However, the nucleation, propagation, detection, and
annihilation mechanisms will be similar for any skyrmion-
based electronic circuits. The energy consumption of each
operation for a skyrmionic device can be obtained from the
equivalent circuits shown in Fig. 3(b)-(d)

ENucleation = EmTy + ESwitching 1
EPropagation/Annihilation = ERacetrack + ESwitching (2
EDetection = EmTI + ESwitching + ERef + EBuffer-

3

Using the same parameters mentioned in Table 1, we cal-
culated the energy consumption for each operation, and the
results are shown in Fig. 4. We used the nucleation MTJ
resistance as 1 k€2 and Vpp as 1 V, the bias voltage, Viias,
as 0.7 V, and the reference resistance as 15 k<2.

A. CONSERVATIVE VERSUS NONCONSERVATIVE
APPROACHES

Energy and delay of the generic skyrmionic logic for
conservative and nonconservative approaches are as follows:

Econservative = EPropagation + EDetection + EReset ~ (4)
Dconservative = TPropagation + Tpetection + TReset ©)

ENon—conservative = ENucleation + EPropagation

+ EDetection + EAnnihilation (6)
DnNon——conservative = TNucleation + TPropagation
+ TDetection + T Annihilation- @)

Depending on the design, the skyrmion annihilation can be
done in a single clock cycle for all the circuit elements in
a cascaded circuit. As explained earlier, skyrmionic devices
need to perform four different operations, and generally,
the energy associated with these four different operations
is different. For example, the nucleation energy is high,
as a high current is needed to nucleate a skyrmion, whereas
the skyrmion propagation and detection energies largely
depend on the skyrmion speed, which is a function of the
applied current density. In a longer racetrack, the skyrmion
propagation time is high and results in higher propagation
and detection energy, irrespective of the design. In the case
of the conservative approach, the energy consumption of the
reset operation is the same as the propagation energy, as the
skyrmion is shuttled back to its initial position during the reset
operation. The propagation energy is high for a lower-
skyrmion speed and dominates the overall energy for both
the conservative and nonconservative approaches. In fact, the
higher propagation energy makes the conservative approach
more energy-hungry than the nonconservative approach
for low-speed skyrmions. However, high-speed skyrmions
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FIGURE 4. (a) EDP of a generic skyrmionic device for
conservative and nonconservative approaches with one
skyrmion nucleation site and one detection unit. (b) EDP of the
VCMA gate for the proposed design shown in Fig. 2 (including
the CMOS transistor) for different propagation speeds of
skyrmions. The VCMA gate EDP will be added to the EDP of a
generic skyrmionic device for the proposed design when the
VCMA gate is in the ON state. We used our in-house SPICE
model [22] to simulate the circuits.

consume lesser energy for propagation, thereby reducing
the propagation and reset energy for the conservative
approach. Conversely, for the nonconservative approach,
the nucleation energy dominates the overall energy for
high-speed skyrmions. Thus, the nonconservative approach
consumes more energy than the conservative approach for
high-speed skyrmions for generic skyrmionic devices.

The total delay in performing a logic operation is, however,
always high for the conservative approach, as the skyrmion
needs to be back in its initial position before a new logic
operation can be performed (2x propagation). As skyrmion
nucleation and annihilation time are far less than the
propagation time irrespective of the skyrmion propagation
speed, the energy—delay product (EDP) of the conservative
logic approach is higher than that of the nonconservative
approach for low-speed skyrmions. High-speed skyrmions
will result in lower propagation delay, and the EDP of
the conservative approach will be better if the speed of
skyrmion is >280 m/s [as shown in Fig. 4(a)] for the generic
racetrack structure (200 x 200 nm). It is worth noting that
we considered one skyrmion nucleation site. For devices
where multiple skyrmions need to be nucleated and, multiple
detection units are active for a single logic operation, the
conservative approach will have better EDP for low-speed
skyrmions as well (once again, details are design-dependent).

V. RELIABILITY OF SKYRMION-BASED LOGIC DEVICE:

A CASE STUDY

We show temperature-dependent simulations for the pro-
posed device and alternate devices in Figs. 5 and 6,
respectively. In alternate devices that rely on skyrmion—
skyrmion repulsion, schematically shown in Fig. 6, it is
necessary for skyrmions to be confined in a relatively small
region. Since thermalized random scattering is nontopolog-
ical, this will affect skyrmion movement, especially near
the edges, as the skyrmion needs to keep its robustness to
repel from them. This would make the skyrmion susceptible
to annihilation at the edges or not function as intended
at room or higher temperatures. As seen from Fig. 6,
in a generic skyrmion-skyrmion-based device at room
temperature, skyrmions can be annihilated at the edges or
notches (the corresponding room temperature paths shown in
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FIGURE 5. X, Y position versus time for temperatures

from 290 to 350 K. Here, (e)-(h) are recovery operations for
(a)—(d), respectively. (a) and (b) VCMA is ON, and as we can see,
the skyrmion does not pass the VCMA (high anisotropy region).
(c) and (d) VCMA is OFF, and skyrmion moves to the top lane.
The red dashed horizontal lines show the location of the VCMA
gate, which separates the two lanes.

red, blue, and green occasionally end prematurely before they
reach their desired targets). This can be alleviated to some
degree by engineering the edges to have higher anisotropy
or thickness. But, as with all the other “billiard-ball’* logic,
the arrival times of the balls (in this case, skyrmions) must be
exact to be reliable; otherwise, it will lead to significant error.

The material parameters chosen here are based on
experimental results of CoFeB/Pt and MTJ heterostructures
[15]. The secondary parameters (nucleation, annihilation
time, and current) are all based on room-temperature micro-
magnetic simulations. Note that these are not necessarily
the ideal theoretical parameters. To make a one-to-one
comparison, we will show at the end a comparison with the
existing devices proposed in the literature using the same
parameters.

In order to use a magnetic racetrack as part of a general
digital circuit, it has to be compatible with fabrication
processes. The racetrack geometry we propose here does
not need any fine-tuned notch or barrier. The VCMA gate
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300 nm

130 nm

X (nm)

FIGURE 6. Room versus zero temperature simulations for a
two-skyrmion-based logic device. The top figure shows the
starting position of skyrmions and the geometry. The
simulation is for 1,1 cases. The purple lines are for

0 temperature, while the red, blue, and green colored lines are
for room temperature simulations. We can see that only at zero
temperature, the bottom skyrmion reliably reaches the
designated read location; for room temperature simulations, the
bottom skyrmion does not reach the read location.

has already been experimentally demonstrated [23]. The
geometry of the VCMA gate is also assumed to be simple,
with no need for fine-tuning.

We ran temperature-dependent simulations for the pro-
posed device in the temperature ranges of 280-350 K. As seen
from Fig. 5, the proposed device works consistently even
above room temperatures. As the skyrmion, in our case, is not
confined to a small area, it has a lower chance of getting
pinned or annihilated by the edges or boundaries. The reason
for fluctuations between Fig. 5(b) and (f) is the thermal effects
make the skyrmion lose some of its rigidity and its circular
shape, which leads to more random movements, and the
deformation makes it slower in the recovery operation. For
Fig. 5(b) and (f), the skyrmion is limited to one lane, and the
edge effects make it less rigid compared with the other cases.
In each of the 20 temperature-dependent simulation runs, the
skyrmion position at the end of every operation was precise
as intended, indicating a very small error rate. In comparison,
as seen in Fig. 6, a device based on skyrmion—skyrmion
repulsion shows a significant error, and for about 50% of the
temperature simulations, the device did not work as intended.

To quantify the success rate of the devices and make a
meaningful comparison, we define a successful operation
as when the skyrmion reaches the desired location to have
the correct read. As seen in Fig. 7, the nonconservative
approach in our design has higher reliability, followed closely
by the conservative approach. The reason for a decrease
in the reliability of the conservative methods is the longer
back-and-forth travel time of the skyrmion, which increases
the probability of getting annihilated at the edges. For the
two-skyrmion logic simulations, we used the same structure
as Fig. 6. Due to the confinement of skyrmions and the
requirement of fine-tuned skyrmion—skyrmion repulsion, the
success rate of the two-skyrmion approach is much lower.

VI. DISCUSSIONS

The proposed circuit is designed in such a way that changing
the bias connections of the VCMA gate control switch allows
us to perform all the basic and derived logic operations.
Moreover, it is reconfigurable, with only three extra switches
needed to ensure reconfigurability without altering the
racetrack geometry. Similar to a conventional CMOS logic,
the circuit can be cascaded to implement any function
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FIGURE 7. Success rate for three different skyrmion-based logic
devices. The two skyrmion logic is based on the geometry
shown in Fig. 6. The success rate is defined as a successful
read of skyrmion based on the desired operation. The success
rate was below 20% for a conservative logic design with two
skyrmions.

with reconfigurable capability. Our design supports both
conservative and nonconservative logic designs. In the case of
a conservative approach, skyrmions do not need to nucleate
before performing a new logic operation, although we may
need to replenish the device or renucleate the skyrmion after
several cycles depending on the expected skyrmion lifetime.
The cost of occasional renucleation, however, is amortized
over several compute cycles.

The minimum energy consumption of a skyrmionic device
for both conservative and nonconservative approaches can
be obtained from (4) and (6), respectively. The details
will depend on the design. For example, having multiple
nucleations and detection ports, and VCMA gates will
result in extra switching energy. The minimum energy
consumption of a skyrmionic circuit will also depend on
the material parameters and the technology node of the
switching transistor. However, this latter variation in energy
is independent of design. Further scaling down of the energy
consumption will require better material engineering and the
advent of new technology nodes for the switching transistor.
Next, we argue that our proposed design consumes minimum
energy based on the assumption mentioned in Section IV.

In the case of the proposed design, only one read port is
active among the two read ports placed on two lanes during
a logic operation. We also use an additional switch to control
the VCMA gate. However, the switch is only oN for two
[(1,0) and (1,1)] of the four input conditions in the case of
XOR operation and one of the four input conditions for AND
(0,1) and or (1,0) operations, respectively. Apart from these
four conditions, the proposed circuit will consume minimum
energy for the remaining input conditions. The reconfigurable
logic operations will also follow the same trend with an
additional switching transistor energy. We show the EDP
of the VCMA gate branch at different skyrmion speeds in
Fig. 4(b). Moreover, a smaller racetrack would consume less
energy due to the shorter propagation time compared with
a longer racetrack for a fixed applied current. The limit on
racetrack dimensions is set by the skyrmion size, which,
in turn, is determined by the material parameters. As we use
a small-sized racetrack, we argue that the proposed design
consumes minimum energy in most cases for all the basic and
derived logic gates.

As explained in Section V, our design is stable at
different temperatures, which is really important in modern
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TABLE 3. Comparison of transistor count and MTJ count among
conventional LUT, MRAM-based LUTs, and proposed LUT
considering two-input LUTs.

LUT Circuit # of CMOS transistors # of MTJs
Proposed LUT 14 3
Conventional LUT 32 0
MLUT in [25] 23 8
MLUT in [26] 19 8
MLUT in [27] 47 8
MLUT in [28] 40 8

high-performance computing systems, as the temperature
is likely to get high while running computationally heavy
workloads. To the best of our knowledge, this is the first
work to suggest thermally stable operability of the skyrmionic
logic circuits. Thus, we believe that a simpler racetrack
structure that provides flexibility in skyrmion speeds will
be more reliable. We argue that our design is robust, as the
output only depends on the position of the skyrmion after
a certain propagation delay and is not sensitive to any fine-
tunings in the racetrack geometry. In comparison, other
proposed reconfigurable skyrmionic devices that rely on
skyrmion—skyrmion repulsion and engineering notches or
barriers to manipulate skyrmion movement [11], [24] suffer
significantly from thermal effects and (unavoidable) nonide-
alities of the racetrack, as the logic operation in such devices
depends on the exact arrival times of skyrmions at exact
positions. Moreover, the proposed design is energetically
efficient, as it consumes minimum energy in most cases,
as explained earlier. We achieve 30 x EDP improvement over
the reconfigurable design proposed in [11]. It should be noted
that we only compared the racetrack energy consumption and
delay in this comparison, as peripheral energy is not reported
in[11].

We also compare the proposed design that can be used
as a two-input LUT with conventional LUT, and MRAM-
based LUTs (MLUTS) [25], [26], [27], [28] list the transistor
and MTJ counts in Table 3. We chose to compare LUTs,
as LUTs are one of the fundamental building blocks of FPGA.
An n-input conventional LUT that can implement n input
Boolean function requires 2” SRAM cells and an n:1 mux.
Thus, for a two-input LUT, there would be four SRAM cells
(16 transistors) and a 4:1 mux (eight transistors considering
pass transistor-based mux).

The proposed 2-input LUT does not require extra mul-
tiplexers, such as conventional two-input LUT, and only
requires 14 transistors (including the read unit) and a
magnetic racetrack. The reason behind this is that the inputs
are directly applied to the programmable logic block, and the
output is a direct function of the applied inputs. However,
it should be noted that the read unit can be shared among
the programmable logic blocks similar to the design proposed
in [29] and [30]. The area efficiency of the proposed LUT
compared to the conventional LUT will largely depend on
the CMOS technology node, as the proposed LUT area is
dominated by the transistors.

Apart from the area efficiency, one major benefit for
the proposed LUT is the nonvolatility. Since the proposed
LUT is nonvolatile, the skyrmion will propagate only during
the configuration time. The saved computed data can be
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read during the FPGA runtime once the LUT is programed.
Unless the inputs are changed, only the read unit needs to
be connected to the LUT to read the output of the LUT
during the FPGA runtime. The read time is only 30 ps and
consumes only 1.015 and 0.515 fJ for reading O and 1,
respectively, each time. Furthermore, the data can be read as
many times as needed with zero standby power. However, this
is not the case for SRAM-based conventional LUT due to its
volatility. If the target application needs to run for 10 min,
there will be standby power consumption during this entire
time. The exact energy efficiency of the proposed design over
the conventional LUT will depend on the runtime and how
many times the data need to be read from the SRAM cells.
Moreover, conventional LUTs use 6T SRAM cells, which
suffer from higher leakage, thereby consuming higher static
power.

From Table 3, we can clearly see that the proposed LUT
requires fewer transistors compared with MLUTSs proposed
in [25], [26], [27], and [28] and also requires eight MTJs.
These MTIJs will also incur a large area overhead, as a
separation of around 90 nm between MTJ units is needed [31]
to have a reliable working MTJ array in STT-MRAM. Thus,
the use of eight MTJs will incur additional area overhead
for MLUTs [25], [26], [27], [28]. Though the proposed
design uses three MTJs, these MTJs are placed on top of the
magnetic racetrack and do not add additional area overhead
other than the overhead of the magnetic racetrack.

Since MLUTs are also nonvolatile, the runtime energy
consumption for proposed LUT and MLUTs will depend on
the data read energy. The read time for the proposed LUT is
approximately 7.66 x faster compared with the lowest MLUT
read time reported in [25], [26], [27], and [28] and yields an
order of magnitude improvement in read energy consumption
over MLUTSs proposed in [25], [26], [27], and [28]. The
reason behind this faster read operation is the design of a
simplistic read circuit adopted in the proposed design [17].

VIl. CONCLUSION

The proposed reconfigurable logic architecture is flexible,
as we can make use of the same circuit by tuning the
control circuitry. We argue that the proposed architecture
is more reliable and comparatively easy to fabricate, as we
are not changing the racetrack structure. Our proposed
design not only takes advantage of the 2-D dynamics
of magnetic skyrmion but also takes advantage of the
peripheral control circuitry. Apart from the 2-D movement
of magnetic skyrmion, our approach does not rely on
the phenomena, such as synchronization of the skyrmion,
skyrmion—skyrmion repulsion, and so on, which makes the
device less reliable. We believe the proposed design can be
adopted for applications, such as binary neural networks and
other logic-in-memory applications, as well as it can be a
building block of nonvolatile reconfigurable hardware fabric
for future computing systems.
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