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ABSTRACT Compute-in-memory (CIM) is a promising approach for efficiently performing data-centric
computing (such as neural network computations). Among themultiple semiconductor memory technologies,
embedded DRAM (eDRAM), which integrates the DRAM bit cell with high-performance logic transistors,
can enable efficient CIM designs. However, the silicon-based eDRAM technology suffers from poor
retention time-incurring significant refresh power overhead. However, eDRAM using back-end-of-line
(BEOL) integrated C-axis aligned crystalline (CAAC) indium–gallium–zinc–oxide (IGZO) transistors,
exhibiting extreme low leakage, is a promising memory technology with lower refresh power overhead.
A long retention time in IGZO eDRAM can enable multilevel cell functionality, which can improve its
efficacy in CIM applications. In this article, we explore a capacitorless IGZO eDRAM-based multilevel
cell, capable of storing 1.5 bits/cell for CIM designs focused on deep neural network (DNN) inference
applications. We perform a detailed design space exploration of IGZO eDRAM sensitivity to process
temperature variations for read, write, and retention operations followed by architecture-level simulations
comparing performance and energy for different workloads. The effectiveness of IGZO eDRAM-based CIM
architecture is evaluated using a representative neural network, and the proposed approach achieves 82%
Top-1 inference accuracy for the CIFAR-10 dataset, compared with 87% software accuracy with high bit
cell storage density.
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INDEX TERMS Compute-in-memory (CIM), embedded DRAM (eDRAM), indium–gallium–zinc–oxide
(IGZO), leakage, multilevel cell, read, write.

I. INTRODUCTION20

The development of neural networks has resulted in an21

unprecedented increase in the size of deep neural networks22

(DNNs). These emerging large size DNN models cannot fit23

within the limited on-chip memory even in the latest server24

CPUs [1], GPUs [2], and specialized machine learning (ML)25

accelerators, such as Graphcore [3]. This necessitates a mas-26

sive amount of data movement from off-chip memory to27

on-chip computer cores in modernML accelerators, resulting28

in increased energy for computation. Thus, it is important to29

explore technologies and algorithms that maximize capac-30

ity and further reduce the data movement for performing31

multiply and accumulate operations (MACs) in case of ML 32

workloads. On the algorithms front, different low resolution 33

networks have been proposed to reduce the data movement 34

energy and computation cost. One such example is the usage 35

of binary/ternary neural networks that make use of binary+1, 36

−1/ternary+1, 0, −1 weights and activations to perform 37

MACoperations, resulting in the reduction of datamovement. 38

These networks approximate the dot product as a simple 39

AND gate (binary) or a combination of AND and XOR gate 40

(ternary), further resulting in the reduction of computation 41

energy. 42
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On the memory technologies front, compute-in-memory43

(CIM) designs performing analog computations for MACs44

operations for DNN applications can mitigate the ‘‘memory45

wall’’ bottleneck of latency and energy, leading to energy46

efficient designs. It is important to explore technologies that47

offer dense bit cell to store weights and to perform energy48

efficient dot product compute for large-scale CIM applica-49

tions. The 6T SRAMs offer high performance due to its low50

access latencies. However, compute-in-SRAMs are limited51

by the bit cell variations, causing inaccurate computations52

and degrading CIM accuracy [4]. To overcome this issue,53

8T SRAMs with decoupled read or write ports have been54

proposed, but they degrade the compute array density [5].55

Nonvolatile memories making use of resistive random access56

memory (RRAMs) [6], [7], PCMs, ferroelectric field effect57

transistor (FeFET), and flash have been explored for they58

offer high densities and offer zero standby leakage. Compute59

in these devices primarily rely on the principle of bitline60

current summation for realizing dot product between input61

activations and weights stored onto the bit cell. However, they62

are susceptible to process variations, such as conductance63

in RRAM, limited write endurance (106), and lower write64

speeds (tens of ns) [8] degrading the performance further65

and making it difficult to be utilized in high-speed acceler-66

ators, which require frequent updates. Commodity DRAM is67

realized using a one transistor one capacitor (1T1C) bit cell68

structure, optimized for bit cell density and process cost, and69

supports limited number of metal layers. In general, com-70

modity DRAM process technology is different from the logic71

transistor technology. Embedded DRAM (eDRAM), on the72

other hand, is generally implemented using the same logic73

transistor technology having access to high-performance74

logic transistors and interconnects. However, eDRAM offers75

smaller bit cell storage node (SN) capacitance compared with76

the commodity DRAM and, hence, higher refresh power77

overheads. However, for data intensive applications (such as78

DNN), eDRAM being monolithically integrate with logic79

blocks can mitigate the off-chip data movement energy and80

latency costs due to dedicated commodity DRAM accesses.81

Furthermore, they offer high bandwidth (>100 GB/s), high82

clock speed (2.6 GHz), high endurance 1016, and low pJ/bit83

(�1 pJ/bit), thus having the desired attributes of a CIM84

design [9], [10]. However, the major limitation from eDRAM85

becoming a potentially strong candidate for CIM applica-86

tions is the leakage of the bit cell capacitor, requiring fre-87

quent refreshes. Indium–gallium–zinc–oxide (IGZO)-based88

eDRAM, on the contrary, make use of extreme low leakage89

access transistors to reduce the leakage of eDRAM bit cell.90

To address the abovementioned issue, a promising tech-91

nology that offers extreme low leakage is the usage of92

C-axis aligned crystalline IGZO (CAAC-IGZO) transis-93

tor [11], wherein the CAAC-IGZO transistor can be uti-94

lized as an access transistor to realize increased retention95

time of eDRAMs. These transistors can further be integrated96

back end of line (BEOL) with capacity of 3-D stacking,97

thus enabling high-performance CIM applications. The low98

leakage of IGZO-based eDRAM can be utilized for multi-99

level storage, thus improving the density of the array further.100

Sundara Raman et al. [12] explored the possibility of using101

eDRAM for storage of 2 bits per eDRAM bit cell, by uti-102

lizing a three transistor one capacitor (3T1C)-based IGZO103

eDRAM. However, the storage bit cell capacitor limits the 104

amount of 3-D stacking in the IGZO-based capacitor. In this 105

article, we explore the usage of capacitorless IGZO-based 106

eDRAM for storing three levels (1.5 bits/cell). The capaci- 107

torless IGZO-based eDRAM can offer higher array density 108

benefits as opposed to the 3T1C eDRAM-based bit cell 109

because of 3-D stacking without loss in storage density, thus 110

making it opportune for high-performance, high-density CIM 111

designs. The IGZO eDRAM bit cells with dedicated read port 112

have been explored before [1]. However, prior approaches 113

[13], [14] consider only 1-bit/cell CIM design. However, 114

this work explores the possibility of MLC in IGZO eDRAM 115

and efficiently mapping ternary weights in a neural network 116

for CIM applications considering device-circuit-architecture- 117

level analysis. This article is organized as follows. Section II 118

provides the case for the CAAC-IGZO eDRAM leakage 119

mechanism, advantages of IGZO in terms of retention time. 120

Section III describes modeling of the device. Section IV dis- 121

cusses the different bit cell topologies. Section V analyses the 122

read/write timing diagram for capacitorless IGZO eDRAM 123

bit cell. Section VI analyses the variability study for the 124

bit cell in terms of the SN voltage for write operation. 125

Section VII analyses the read variability study in terms of 126

voltage at read bitline (RBL). Section VIII validates theMLC 127

potential by studying CIM design that is capable of pro- 128

ducing accurate MACs in case of ternary neural networks. 129

Section IX presents the architecture-level simulations for dif- 130

ferent benchmarks and understands the trade-off between 131

energy and latency for IGZO eDRAM over Si eDRAM. 132

Sections X–XII present the analysis of CIFAR-10 results on a 133

custom CNN. Section XIII concludes the key analysis results 134

and observations from this work on IGZO-based eDRAM. 135

II. CAAC-IGZO eDRAM STUDY 136

The CAAC-IGZO transistors are typically realized as N-type 137

devices having a moderate on-current and are suitable for 138

low-temperature BEOL CMOS integration. This allows for 139

increasing the bit cell density by stacking multiple lay- 140

ers of IGZO access transistors and backend capacitors in 141

a 3-D fashion. In addition to 3-D integration, IGZO-based 142

eDRAMs can increase bit density by storing multiple bits 143

per cell, owing to the extremely low leakage characteristics 144

of IGZO devices, with high sense margins for resolving 145

between multiple storage capacitor voltage levels. The SN 146

of eDRAMs and DRAMs starts leaking due to sub-threshold 147

leakage, band-to-band tunneling, and the gate-induced drain 148

leakage (GIDL) [15] of the access transistor and the storage 149

capacitor leakage, as shown in Fig. 1. The extent of this 150

leakage defines the refresh times of such memories. One 151

mechanism of reducing the subthreshold leakage (exponen- 152

tially dependent on the transistor gate to source voltage) is the 153

use negative word line voltages in the off-state. However, this 154

negative voltage increases the electric field at the gate–drain 155

overlap region, which leads to an increase in GIDL. The 156

higher energy bandgap (Eg), higher effective mass of elec- 157

tron (m0), and higher relative permittivity (Er) in IGZO as 158

compared with Si are the primary driving factors for reduced 159

GIDL. This increases the retention time to more than ten days 160

in IGZO-based eDRAMs [16]. Furthermore, low leakage 161

enables successful retention of the bit cell contents for a 162

longer time and, hence, enables reliable read (enough bitline 163
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FIGURE 1. Left: CAAC-IGZO transistor exhibiting extremely low
leakage. High effective mass, high energy bandgap, and high
relative permittivity for IGZO lower leakage significantly
compared with the silicon-based eDRAM. Right: different
eDRAM bit cell configurations with the properties of different
bit cells.

differential for successfully differentiating between different164

levels) after a long retention time, even in the presence of165

process variations.166

III. BIT CELL STUDY167

Various gain-cell topologies employing dedicated read port168

transistors (e.g., 2T1C, 3T1C, 4T1C, and 5T1C gain cells)169

have been proposed to eliminate the issue of destructive read170

observed in the widely used 1T1C eDRAM bit cell. Despite171

being the most area efficient gain-cell topology, 2T1C is not172

the ideal choice for MLC CIM applications due to the thresh-173

old clipped voltage swing on the RBL. The 3T1C gain-cell174

topology, on the other hand, exhibits a full-rail voltage swing175

at the RBL. This helps improve the resolution of multiple data176

levels stored on the bit cell capacitance by monitoring the177

extent of RBL discharge. The 3-D integration of DRAM bit178

cell to improve the performance is an essential requirement179

for the performance of large-scale ML workloads. The scala-180

bility is severely limited by the requirement of bit cell storage181

capacitor [17]. Thus, the capacitorless IGZO-based eDRAM182

alleviates this problem by utilizing the gate capacitance of the183

read port transistor as the storage capacitor.184

IV. DEVICE MODELING185

A compact device model for an n-type CAAC-IGZO tran-186

sistor is developed using the experimentally demonstrated187

CAAC-IGZO of gate length 72 nm [11]. Fig. 2 shows188

the calibration of the model parameters with experimental189

data. Modeling is performed by empirically calibrating the190

Log(ID) versus Vgs (gate–source voltage) characteristics cor-191

responding to the first layer of the 3-D stack with different192

body bias voltages of 0, −1.5, and −3 V. The different body193

bias voltages translate to different threshold voltages of the194

transistor, by modulating the channel charge. The experi-195

mental results are demonstrated for Vds = 1.2 V, and the196

characteristics are scaled to model Vds = 1.3 V for SPICE197

simulations. The compact SPICE performing that calibrates198

the device characteristics for performing circuit simulations199

is modeled using BSIMIMG (102.9.2) [18]. BSIMIMG-200

based models have been used so as to efficiently capture201

the effect of body bias voltage on the threshold voltage.202

The experimental model is calibrated in such a way that it203

exhibits similar Ion and Ioff characteristics as in [11]. The off204

FIGURE 2. 72-nm CAAC-IGZO transistor experimental device
cross section and Log(ID) versus Vgs (gate–source voltage)
characteristics calibrated with a BSIMIMG model [11].

characteristics of low-leakage IGZO-based eDRAMs have 205

been obtained by carefully optimizing the device parameters, 206

such as doping of the channel (NBODY), mobility tempera- 207

ture coefficient (UTL), and nonuniform doping in the lateral 208

direction (K0). These parameters enable tuning of the sub- 209

threshold slope and the off-state current. on-current, which is 210

typically in the range of µA and lower than the on-current 211

of the Si-based transistors, is modeled with a decreased 212

mobility value using the low field mobility coefficient 213

parameter (U0). 214

FIGURE 3. Capacitorless IGZO eDRAM bit cell. SN is the bit cell
storage node. WBL/RBL is write/read bitline. Write port
transistor (orange) is of higher threshold voltage than read port
transistor (green). RWL is read word line with the voltages
required for read, write, and retention.

V. CAPACITORLESS IGZO eDRAM STUDY 215

Fig. 3 shows a three-transistor capacitorless eDRAM struc- 216

ture that has been used for circuit simulations for multilevel 217

storage. A write port transistor (T1), marked in orange, has 218

been optimized with a higher threshold voltage (Vt) using a 219

larger body bias voltage so as to reduce the leakage of the bit 220

cell. The read port transistors (T2 and T3) use low threshold 221

voltage (Vt), so that the read time is optimized effectively and 222

to have a wider bit cell swing on the RBL, thus enabling better 223

sense margin. This allows storage of multiple levels in the 224

same bit cell. 225

Fig. 4 shows the timing diagram for the capacitorless 226

IGZO-based eDRAM configuration. Fig. 4 illustrates that the 227

read operation is performed using the read port transistors 228

(T2 and T3) by turning on read word line (RWL), and the 229

write operation is performed using a write port transistor 230

(T1) write word line (WWL). Both these word lines have a 231
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FIGURE 4. Simulation results for read and write operations for
capacitorless IGZO-based MLC eDRAM. SN is the bit cell
storage node. WBL/RBL is write/read bitline. RWL is read word
line.

10-ns (0.1 GHz) pulsewidth. During write, WWL is turned232

on, and the voltages at write bitline (WBL) are chosen (shown233

in Fig. 3) to enable writing of three data levels, i.e., ‘‘00,’’234

‘‘01,’’ and ‘‘10.’’ The extreme low leakage obtained using a235

high-Vt IGZO-based transistor (T1) facilitates storing the bit236

cell SN values for extremely longer time. The read operation237

is performed in two steps. The first step involves precharge238

of the RBL to 1.3 V, followed by the evaluation step. During239

the evaluation step, RWL turns on, and the discharge rate of240

RBLdetermines the voltage stored on the gate of T3. The read241

bitline capacitance is assumed to be 30 fF for performing the242

read simulations. The overdrive voltage of T3 determines the243

effective discharge rate of RBL. The discharge rate of storing244

‘‘10’’ discharges the T3 transistor faster than storing ‘‘00’’245

and ‘‘01.’’ Furthermore, the voltage at the SN node increases246

instantaneously due to the coupling effect between RWL and247

the intermediate node between T2 and T3. This action further248

causes coupling onto SN from the intermediate node, thus249

increasing the SN voltage. The three different data levels250

that are stored in capacitorless IGZO eDRAM bit cell are251

differentiated using a flash analog–digital conversion (ADC)252

based on the voltage at the RBL after a predefined time. It is253

important to note that the full swing of RBL enables storage254

of multiple levels and reliable readout, as compared with255

the 2T1C gain-cell structure. The capacitorless IGZO-based256

eDRAM enables realizing computations inside memory with257

increased array density as compared with 3T1C because of258

the absence of bit cell capacitor.259

FIGURE 5. Difference between SN voltage at the end of write
obtained for different levels remains constant with temperature.

VI. WRITE ANALYSIS 260

Write stability is measured in terms of SN voltage at the 261

end of write. The voltage at the SN modulates the effective 262

resistance of the read port transistors, which, in turn, affects 263

the read stability as well. Thus, it is important to note that 264

voltage at the SN at the end of write should be large enough 265

to differentiate between different levels during read. 266

The robustness of the design to write needs to be tested 267

at 110 C, which captures the effect of worst case condition for 268

SNs to leak and not retain the SN values. The SN values are 269

robust to temperature variations, ranging from−40 to 110 C, 270

as shown in Fig. 5. The average value of the SN at the end 271

of write is identified by averaging across 105 runs. Thus, the 272

effects of process and temperature variations were captured 273

in this analysis. 274

FIGURE 6. Histogram showing the SN values at the end of write
cycle.

Fig. 6 suggests the histogram of SN at the end of write and 275

is maximum for storing ‘‘11’’ even in the presence of process 276

variations. The capacitive coupling between the voltage at the 277

WWL and the SN further aids in the decrease of SN value at 278

the end of write. The abovementioned analysis suggests that 279

the voltage at SN is fairly resilient to temperature variations. 280

Fig. 6 depicts the range of SN values for different levels in 281

the presence of process variations at the end of a write cycle. 282

This analysis captures the effect of capacitive coupling at the 283

end of a write cycle to understand the separation between 284

different levels stored in the bit cell. There are 105 Monte 285
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Carlo simulations performed with 1σ Vt of 30 mV to capture286

the effect of process variations. The mean and sigma values287

for different levels are depicted in Fig. 6. Thus, the voltage at288

the SN is separated by 0.5 V across different levels even in289

the presence of process variations.290

FIGURE 7. Difference between RBL voltage average obtained at
the end of read for different levels (with temperature variation)
remains sufficient for reliable read.

FIGURE 8. Histogram showing the RBL values at the end of read
cycle when read is performed immediately after write.

VII. READ ANALYSIS291

Read stability as a function of temperature is measured in292

terms of the voltage at the RBL at the end of read. The293

voltage difference should be sufficiently large enough to294

read different levels accurately in the presence of process295

and temperature variations. RBL voltage at the end of read296

(with worst case scenario of process variation) is shown in297

Fig. 7. As the temperature increases from −40 to 110 C, the298

devices tend to be slower because of lowered mobility of the299

devices, and this leads to a lower voltage difference across300

different levels. The effect of mobility decrease compensates301

the effect of reduced threshold voltage at higher temperature.302

This leads to lesser discharge rates of the RBL node, leading303

to decrease in the voltage difference between levels. However,304

it is important to note that, even at increased temperatures,305

0.4–0.5-V difference is observed across different levels. To306

further study the robustness of the design to process varia-307

tions, the analysis of RBL voltage at the end of read cycle308

at 110 C was performed. The 105 Monte Carlo simulations309

assuming 1σ Vt of 30 mV for the read port and access transis- 310

tors are used. This analysis is performed with a read operation 311

performed immediately after a write operation (i.e., with 312

lesser amount of retention/standby time). This result captures 313

the effect of capacitive coupling degrading the SN postwrite 314

and the increase in SN value during read. In the case of 315

reading ‘‘10,’’ the voltage at RBL is close to 0 V, the voltage 316

at RBL for ‘‘01’’ is close to 0.65 V, and the RBL for ‘‘10’’ 317

is close to 1.3 V. Thus, there is a difference of 0.4 V in 318

RBL voltage at the end of read between ‘‘10’’ and ‘‘01’’ and 319

0.55 V between ‘‘01’’ and ‘‘00’’ in worst case scenario. This 320

suggests that there is sufficient difference in the voltages for 321

reading the levels ‘‘00,’’ ‘‘01,’’ and ‘‘10’’ efficiently, as shown 322

in Fig. 8. 323

Fig. 9 demonstrates the effectiveness of the bit cell to be 324

able to read multiple levels efficiently. This is performed 325

assuming the read is performed long (10 s) after it has been 326

written. This exploration captures the effect of the capaci- 327

tive coupling degrading the storage node observed postwrite, 328

SN degrading because of leakage and the slight increase in 329

SN observed during read. Histograms corresponding to levels 330

‘‘10’’ and ‘‘01’’ are shifted to the right in contrast to Fig. 8, 331

while ‘‘00’’ histogram is shifted to the left. This is because 332

the SN while storing 0 V increases over a period of time. This 333

analysis explains the feasibility of successfully differentiating 334

between different bit cell contents. 335

FIGURE 9. Histogram showing the RBL values at the end of read
cycle when read is performed long after write, with SN voltage
degradation.

VIII. RETENTION ANALYSIS 336

Fig. 10 shows the degradation of SN voltage as a function 337

of time in seconds. This analysis is performed once a write 338

operation is performed on the bit cell and left unaccessed for 339

a long time. The leakage current is a strong function of the 340

voltage difference between WBL and SN. Thus, the voltage 341

on the WBL is conditioned to capture the worst case leakage 342

for each of the levels. The initial voltage at SN is assumed to 343

be the voltage after the capacitive coupling onto the SN node 344

fromWWL.WBL is conditioned to 1.3 V, when the bit cell is 345

programmed to ‘‘00’’ or ‘‘01,’’ andWBL is conditioned to 0V 346

when the bit cell is programmed to ‘‘10.’’ The degradation of 347

SN is least for ‘‘01,’’ because the voltage difference between 348

SN and WBL is 0.8 V as compared with 1.3 V for ‘‘00’’ or 349
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FIGURE 10. Waveform showing SN degradation as a function of
time.

‘‘01.’’ Typically, a negative voltage is applied to the WWLs350

to reduce leakage. For the high Vt transistor T1, with a back351

bias of−0.3 V, leakage current of 10-18 A is observed at a gate352

voltage of −0.25 V. This is the predominant leakage current353

component for the bit cell.354

The retention time reported is for the worst case scenario355

of bit cell storing ‘‘10.’’ Retention time is quantified as the356

time required for the SN voltage to drop by 0.1 V post the357

write process for ‘‘10’’ and is observed to be approximately358

1000 s. The voltage at the SN storing ‘‘00’’ increases post359

the write process, because the WBL charges the SN, and the360

charging process happens at a similar rate as compared to the361

discharge of ‘‘10.’’362

IX. ARCHITECTURE STUDY363

This section understands the architectural-level details for364

performing CIM and for performing conventional workloads365

by assuming that the compute can potentially be performed in366

the IGZO based eDRAM array, without going into the details367

of the way compute is performed in eDRAM array (discussed368

in Section X). Furthermore, the section analyses the trade-off369

between performance and energy of IGZO-based eDRAM370

over Si-based DRAM in terms of performance and energy371

for different benchmarks using Ramulator [19], a cycle-372

accurate simulator capable of modeling different DRAM373

standards ranging from DDR3, DDR4, and LPDDR, using374

different memory technologies, such as DRAM, PCM, and375

spin transfer torque magnetoresistive random access memory376

(STT-MRAM). Ramulator has been carefully calibrated for377

analyzing the performance parameters that are of interest,378

with eDRAMs being utilized for L3 cache for non-CIM379

workloads. Different parameters of IGZO-based eDRAMand380

Si-based eDRAM parameters used for simulation are men-381

tioned in Fig. 11. Si-based eDRAM parameters are obtained382

after scaling the DRAM parameters specified by Micrometer383

in [20]. The eDRAM memory organization is assumed to be384

consisting of a hierarchy of channel, modules, rank, chip, and385

bank, and that each channel is responsible for data transfer386

between the DRAM chips and the memory controller as part387

of the CPU core. Each bank consists of an array of memory388

cells, and a row of sense amplifiers are called row buffers.389

CIM workloads have been simulated using the benchmarks390

listed in [21]. The architecture is assumed to be made of one391

channel, one rank, and 4× 16 chips per rank for simulation in392

FIGURE 11. Comparison between different simulation parameters
for the IGZO eDRAM and DRAM followed by energy per bit for
different operations of IGZO eDRAM bit cell.

case of 2-D IGZO-based eDRAM. The different commands 393

that are part of the DRAM interface are activation (turning 394

ONDRAM) for write/read, precharge command, refresh, and 395

row buffer read; 1.5-bit storage in IGZO-based eDRAM is 396

modulated by assuming that the size of IGZO-based eDRAM 397

is 1.5 times the size of DRAM. The different timing/delay 398

parameters used are as follows. 399

1) tRCD is a measure of read time and captures the effect 400

of a bit cell read and row buffer read out. Assuming 401

400-MHz clock, the read latency is roughly five cycles 402

(as shown in timing diagram) for IGZO-based eDRAM 403

as compared with four cycles in eDRAM. 404

2) tCL is the time taken to read the data once it is latched 405

onto the row buffer. tWL and tWTR impose constraints 406

on the successive commands of the row buffer and 407

are independent of the underlying memory technol- 408

ogy [22]. tRTP is a measure of the data stability in 409

the cross coupled inverters that feed into write drivers 410

of the memory array and are independent of memory 411

technology. 412

3) tRP is an indication of time taken between a successful 413

precharge and completion of activate command for 414

write in the same bank. Thus, it is a measure of the write 415

latency of memory array [22] and is roughly four cycles 416

at 400-MHz clock. 417

tRCD and tRP in case of IGZO-based eDRAMs are higher, 418

because the on-current is lower in contrast to IGZO-based 419

eDRAMs. Furthermore, a refresh time of 300 µs has been 420

assumed for eDRAMs, and a refresh command has been 421

utilized every 300 µs, which leads to of performance degra- 422

dation as this is a dead cycle from a memory cycle point 423

of view. The abovementioned delay parameters are used 424

for calibrating DRAM for simulating IGZO-based eDRAM. 425

ACPU trace-driven approach, where instructions are directly 426

read from the proposed benchmarks and simulates a simpli- 427

fied CPU core model that performs nonmemory instructions 428

and accesses memory for load store instructions, is used 429

for running these benchmarks. Few of the CPU SPEC2006 430

benchmarks have been chosen to simulate to capture the 431

effect of performance. Fig. 12 captures the effect of the IPC 432

40 VOLUME 8, NO. 1, JUNE 2022



Sundara Raman et al.: IGZO CIM: Enabling In-Memory Computations Using Multilevel Capacitorless IGZO-Based eDRAM Technology

of IGZO-based eDRAM normalized to Si-based eDRAM for433

both non-CIM workloads and CIM workloads. The system434

architecture for non-CIM workloads makes use of L3 cache435

made of IGZO-based eDRAM and gets accessed in case of436

cache misses. In case of CIM workloads, the architecture437

involves just a processor interacting with eDRAM compute438

array. The number of cache misses in hmmer and bzip2 are439

relatively lower in contrast to mcf, lbm, and astar, which are440

memory intensive workloads with larger L1/L2 cache misses.441

Thus, the cache misses lead to larger number of DRAM442

accesses (in this case, L3 cache), and because Si-based443

eDRAM has better read and write latency, there is an increase444

in the number of instructions processed by the core. In case445

of CIM workloads, the instructions per cycle (IPC) is less446

as compared with Si eDRAM due to lesser on-currents and447

increased read access latency.448

FIGURE 12. IPC normalized to Si eDRAM for different non-CIM
and CIM workloads. More cache misses lead to increased
eDRAM accesses. Si eDRAM has better IPC because of faster
read accesses in both these types of workloads.

FIGURE 13. Energy normalized to Si eDRAM for different non-CIM
and CIM workloads. IGZO eDRAM has better IPC because of
lesser refresh power in both these types of workloads.

The energy analysis includes the energy for WBL, WWL,449

and RBL based on the operation performed. The write energy450

is maximum for storing bit ‘‘10’’ because of the large voltage451

applied at WBL for storing bit ‘‘10’’ in comparison with the452

other. Read energy for bit ‘‘10’’ is highest because of the453

greater RBL swing in contrast to the levels. Fig. 13 sug-454

gests the energy levels for different levels. At an array level,455

the energy benefits of IGZO-based eDRAM come primarily456

because of refresh every 300 µs in case of Si-based eDRAM,457

and there are less frequent refresh commands required in case458

of IGZO-based eDRAMdue to its extreme low leakage. Thus,459

IGZO-based eDRAM is energy efficient at the expense of460

performance in case of CIM designs.461

X. COMPUTE-IN-MEMORY462

This section describes the usage of the capacitorless463

IGZO-based eDRAM for low-resolution neural networks.464

FIGURE 14. CIM architecture using capacitorless IGZO eDRAM
array showing weight and activation storage array and compute
array.

Ternary neural networks are an example of a low-resolution 465

neural network where the weights and activations can take the 466

value +1, 0, −1. A block diagram highlighting the features 467

of the proposed CIM architecture is shown in Fig. 14. The 468

proposed IGZO eDRAM can be efficiently used for ternary 469

neural networks because of the following. 470

1) In conventional CIM designs, activations are stored 471

in a separate storage array, and the activations are 472

transferred to the compute array where the weights are 473

stationary to perform computations. In case of conven- 474

tional TNN CIM designs, with weights and activations 475

encoded as 2 bits, 2-bit cells are needed to store the acti- 476

vations/weights or perform computation. This proposal 477

utilizes a single bit cell for storing the activations, and 478

the computation can be performed in a single bit cell. 479

1) Multiplication in case of ternary neural networks is 480

usually realized by a combination of AND and XOR 481

gate [23]. This proposal takes advantage of the mul- 482

tilevel storage in eDRAM to perform the computation 483

to get rid of additional XOR gate. 484

The proposed CIM architecture operates on 1.5-bit wide input 485

activations and weights and is efficient in terms of storage 486

and compute. The data flow for performing CIM operation is 487

described as follows. 488

1) Mapping Phase: The 1.5-bit weights/activations (0,−1, 489

+1) are encoded as ‘‘00,’’ ‘‘10,’’ and ‘‘11.’’ The weights 490
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FIGURE 15. Timing diagram for performing CIM using
capacitorless IGZO eDRAM.

are assumed to be stationary, located in the compute array.491

The activations typically are moved from activation storage492

array into compute array for activation. Fig. 14 shows the493

convolution operation performed between 2 × 2 filters and494

input activations. Each of the weights is stored in a single495

row, and the activations are mapped onto the RWL in a496

serial fashion. The RWL voltage is modulated to realize three497

activation levels, as shown in Fig. 15.498

2) Dot Product Compute Phase: The 1.5-bit weight ini-499

tially is written onto the compute array by turning on the500

WWL and storing onto SN. The write cycle in Fig. 15 is501

indicative of the weight storage onto the bit cell. During the502

next cycle, RBL is precharged to 1.3 V, marked as precharge.503

In the compute cycle, activations are mapped onto the RWL,504

and the discharge rate of RBL is different for different RWL505

voltages. Fig. 15 shows that for an activation of ‘‘11,’’ RBL506

discharges completely in contrast to activation of ‘‘10’’ where507

the bitline is partially discharged. In case of activation of508

‘‘00,’’ the weights are not discharged. Thus, reading RBL at509

the end of a predetermined compute time is a characteristic510

measure of the dot product between the activations and the511

weights.512

3) Accumulation Phase: The dot product is converted into513

an equivalent 1.5-bit value, as shown in Fig. 14, and the acti-514

vations and then charge shared using binary-scaled capacitors515

to realize the accumulation operation516

XI. PROCESS VARIATION STUDY517

It is important to note that the discharge rate of RBL is subject518

to process variations. Hence, a detailed study was conducted519

to understand the effect of process variations on dot product520

computations. The experiment setup involved running 105521

Monte Carlo simulations with 1σ Vt of 30 mV. The analysis522

suggested a trend similar to that of the RBL graph shown in523

Fig. 8. Furthermore, the design was also tested across differ- 524

ent temperatures to realize the temperature impact on the dot 525

product computation. The design was extremely resilient to 526

temperature variations, as observed in the read analysis. 527

XII. CIFAR-10 RESULTS 528

The proposed multilevel cell IGZO-based eDRAMs CIM 529

design efficiency is quantified using CIFAR-10 dataset with 530

a representative convolutional neural network that has been 531

trained for effectively utilizing 1.5-bit weights and activations 532

as shown. The network has four convolutional layers, with the 533

first and second layers containing 32 channels each of size 534

32× 32 and the third and fourth layers containing 64 channels 535

each of size 32 × 32. A 3 × 3 kernel has been used. The 536

proposed design achieves 82% Top-1 classification accuracy, 537

compared with the 87% accuracy obtained from ideal soft- 538

ware implementation for the same network. The difference in 539

accuracy stems from quantization loss. The design specifica- 540

tions of the proposed CIM design are specified in Table 1. 541

This analysis indicates that the CAAC-IZGO eDRAM can 542

be a promising candidate for performing large scale, ternary 543

CIM designs with good accuracy. 544

TABLE 1. IGZO eDRAM based CIM parameters.

XIII. CONCLUSION 545

In this article, we make use of the extreme low leakage 546

CAAC-IGZO-based eDRAM to perform CIM operation for 547

ternary neural networks. The low leakage, high retention time 548

of IGZO can be leveraged to enable multilevel cell function- 549

ality, which further increases the storage density. We present 550

a detailed study involving comparison between leakage of 551

IGZO and Si-based eDRAM, different available topologies, 552

and shortcomings of each of the topologies. We utilize the 553

capacitorless IGZO-based eDRAM for storing 1.5 bits/cell. 554

Architecture-level simulations comparing IPC and energy 555

between DRAM and IGZO-based eDRAM is also presented. 556

The feasibility of this proposal has been qualified by per- 557

forming Monte Carlo simulations for read, write, and reten- 558

tion. Monte Carlo simulations suggest that the multilevel bit 559

cell is not prone to bit cell variations and offers retention 560

time of 1000 s for the given modeled device. The storage 561

of 1.5 bits/cell allows efficient mapping of ternary weights 562

onto a single bit cell. Overall architecture of the compute 563

array along with charge share for performing dot product 564

compute has been presented. A validation of this approach is 565

obtained by performing compute for a custom neural network 566

on a CIFAR-10 dataset with the compute array showing 567

good accuracy. The susceptibility of CIM design to process 568

variations is investigated and detailed in the process varia- 569

tions section. 570
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