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ABSTRACT Reducing VDD while keeping leakage current low is critical for minimizing energy consump-
tion for systems across the compute-continuum, especially in IoT. Emerging low-VDD logic devices such as
tunnel FET (TFETs) offer better low-VDD performance than conventional MOSFETs but lack performance at
high-VDD. To assess TFETs, and other transistors optimized for low-VDD operation, we propose a technology-
driven design framework. Our framework adapts standard industry flows and tools to optimize the design
of logic blocks with full consideration of the tradeoffs possible with the future generation device I–V
characteristics and interconnect. Proposed approach optimizes design implementation to improve projected
power-performance and area, as well as, expected accuracy of the projections. TFET improves energy
efficiency by 2.35x and 1.35x over MOSFET at low- and high-performance points, respectively, for industrial
design test cases. Accuracy of the energy efficiency and performance projections is improved by 71% and
40%, respectively.

INDEX TERMS Cell library, circuit-device interaction, interconnect, Internet of Things (IoT), synthesis,
tunnel FETs (TFETs).

I. INTRODUCTION

LOW-VOLTAGE logic transistors, such as tunnel FETs
(TFETs) are best-suited to augment MOSFETs because

of their steep subthreshold slope (SS) [1], [2].With SS steeper
than MOSFETs’, such emerging logic devices enable higher
performance and reduced energy consumption at low sup-
ply voltage [9]. Several low-voltage emerging logic devices,
however, have limited drive current at higher supply voltages.
For example, the GaSb-InAs TFET is expected to be slower
than MOSFET when operated above 0.5 V [2]. Such inherent
power/performance tradeoffs at the device-level have to be
carefully considered as we optimize logic block implemen-
tation. To this end, prior works [4], [5], [7] have compared
designs implemented with emerging logic devices, but they
suffer from two major shortcomings that introduce severe
inaccuracies in power-performance projections. First, prior
works fail to optimize a design’s implementation with full
consideration of an emerging device’s unique I–V character-
istics. Second, prior works use simple, nonrigorous design-
optimization methods to estimate power-performance. For
instance, prior research did not use logic synthesis, used
small cell libraries, and rudimentary wire RC models. As a

result, prior research under predicted TFET energy efficiency
and performance compared to MOSFET by 71% and 40%,
respectively, for Internet of Things (IoT) system-on-chip
(SoC) subblocks (Fig. 15).

To address these shortcomings, we propose technology-
driven design approach. Proposed approach enables us to
optimize logic paths in a design, cognizant of an emerging
device’s power-performance characteristics. Furthermore,
it leverages cutting edge high productivity tools and methods
to synthesize technology-optimal logic blocks. Specifically,
technology-driven design uses comprehensive technology-
optimized logic libraries, product-like design flows for logic
synthesis and a physical implementation environment with
interconnect RC models (Fig. 1).
Logic blocks optimized with product-like design flows

considering an emerging device’s power-performance char-
acteristics, i.e., this paper, has superior energy efficiency
compared to logic blocks generated by merely swapping
MOSFET devices with emerging devices, i.e., ‘‘swap-and-
simulate’’ [4], [5]. Our experimental results suggest
technology-driven design, compared to ‘‘swap-and-simulate,’’
improves performance/watt by 22% at low performance, and
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FIGURE 1. Technology-driven design—highlighting steps that
have been considered rigorously in low-voltage logic
evaluations in this paper.

frequency by 10% at higher performance points for IoT
SoC subblocks (Fig. 16). Furthermore, technology-specific
design-optimization improves frequency projection accuracy
over prior works [5] by 76%—underscoring the significance
of the proposed approach in emerging device benchmark-
ing [19].

The key contributions of this paper is as follows.
1) A novel technology-driven design approach is

described to accurately benchmark emerging low-
voltage logic devices—spanning from transistor/wire
RC model through synthesis and physical design.
Methods to fully co-optimize device I–V characteris-
tics and logic design are presented in detail.

2) Efficacy of the proposed approach over prior works
is demonstrated by thoroughly evaluating the power-
performance tradeoffs associated with low-voltage
logic devices and interconnects (as applicable to
ITRS [1] 2018 node) using industrial models, flows,
and designs.

II. RELATED WORK
TFET is a leading low-voltage steep-SS emerging
logic device candidate. Designs implemented with TFET
have been investigated by prior works [4], [7], [20].
Swaminathan et al. [4], [7] use circuits constructed
from simple logic gates to assess TFET/MOSFET power-
performance-area (PPA) tradeoffs. They use ‘‘swap-and-
simulate’’ method wherein, MOSFETs in a logic path are
replaced by TFETs, to estimate TFET’s impact on the
block’s power-performance [4], [5]. While being quick,
‘‘swap-and-simulate’’ technique precludes any technology-
specific design-optimization, wherein circuit implementa-
tion for a specific logic function is optimized to best
leverage inherent device characteristics. Sharma et al. [5]
evaluate TFET/MOSFET tradeoffs for synthesized design
blocks. However, use of nonrigorous design methods, such
as wire-load models for interconnects, makes their power-
performance estimates inaccurate. We illustrate the signifi-
cance of technology-specific design optimizations with four
examples.

1) Synthesis with technology-specific circuit libraries:
Synthesizing designs with a TFET cell library results
in >76% higher performance compared to a design that just
swaps MOSFETs with TFETs, as in swap-and-simulate [4]
(Fig. 9).

2) Size of logic cell library: Limiting synthesis to
extremely small cell libraries with <10 logic cells (as in [5])

can result in >150% degradation in performance compared
to using comprehensive libraries (containing cells with differ-
ent functions and drive strengths), making TFET/MOSFET
design comparisons synthesized from small cell libraries
unrealistic
(Figs. 4 and 15).

3) Technology-optimized cell library: Logic circuits in
a cell library can be optimized to leverage a device’s unique
characteristics. Logic libraries containing circuits optimized
for TFETs [3], [6], such as, flip-flops, multiplexers, and full-
adders, can further improve design performance and energy
(Fig. 7).

4) Wire RC considerations: Power-performance bench-
marking has to comprehend the interaction between an
emerging logic device and scaled interconnect. However,
prior works use wire-load models (prelayout wire mod-
els based on fan-out and gate count) to capture intercon-
nect RC in logic synthesis resulting in inaccurate projec-
tions (lower frequency, higher area). Wire-load models fail
to capture the physical notion of interconnect with high
fidelity due to the lack of physical placement informa-
tion (Fig. 17). Overall, there is dearth of prior works that
explore the interplay between emerging device I–V charac-
teristics and logic design implementation (i.e., cell library
design, logic synthesis, and physical synthesis). We propose
technology-driven design to co-optimize logic implementa-
tion for emerging devices with full consideration of their
unique power/performance characteristics using industrial
tools and methods.

III. TECHNOLOGY-DRIVEN DESIGN
SoCs are designed to achieve power/performance targets
by optimizing the logic implementation to the underlying
device technology. Logic blocks in modern SoCs are pre-
dominantly synthesized from circuit libraries using high
productivity design-automation tools and flows. However,
reusing such product-design methods as-is for early tech-
nology benchmarking proves to be very time-consuming
and inefficient. To bridge the gap between low-effort low
fidelity approaches such as ‘‘swap-and-simulate’’ and a high-
effort high fidelity approach akin to product development,
we propose the technology-driven design approach. Proposed
framework adapts key steps from an industrial design flow
while reducing complexity to efficiently analyze low-voltage
logic implementation tradeoffs (Fig. 1).

In this section, we describe the proposed approach and
illustrate the significance of each step with three SoC design
blocks built with low-voltage MOSFET and TFET.

1) CASE-A-3K, is a simple datapath circuit with 3K gates,
similar to those used by prior works [4].

2) CASE-B-110K, is an industrial low power medium-
sized logic-dominated IoT SoC block with 110K+
gates.

3) CASE-C-1.5M, is an industrial high throughput
interconnect-dominated large block with 1.5M+ gates
and embedded memories.
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Designs with different characteristics have been considered
to: 1) show interaction between design parameters (size,
power, performance, area) and emerging device character-
istics (I–V , C–V ) and 2) highlight common pitfalls with
drawing conclusions based on a single, and often simple,
design (such as, CASE-A-3K).

A. DEVICE MODELING AND CIRCUIT SIMULATION
Device modeling and circuit simulation form the corner-
stone of technology-driven design. In this paper, models
for TFET and MOSFET devices as applicable to the ITRS
2018 node are used [2]. A 4.7-nm square nanowire with
13-nm gate length [1] and an equivalent oxide thickness
(EOT) of 0.8 nm was used for both MOSFET and TFET.
For theMOSFET, the conventional silicon material is chosen.
n-TFET uses GaSb as p+ source, intrinsic InAs as channel
and doped n+ InAs as drain, to enable highest possible
drive current [2]. MOSFET is modeled using drift-diffusion
simulations and TFET is modeled with atomistic simula-
tions. Device parameters and electrical characteristics are
based on those described under the 2018 node (M1 half
pitch = 15 nm) in the 2011 issue of the ITRS [2]. Fringing
and gate-to-contact capacitances suitable for the technology
node are subsequently added to create circuit models for both
MOSFET and TFET.

With nonidentical source and drain doping, the source
and drain terminals of a TFET are not interchangeable as
they are in a MOSFET. With nonoptimized source doping,
the III-V p-TFET may be limited to a SS of just 60 mV/dec.
However, with optimized lower P-TFET source doping, it is
possible to achieve steep-SS without sacrificing substantial
Ion current [9]. Thus, n-TFET and p-TFET Ids–Vgs symmetry
(i.e., the same or similar SS) was used for the purposed of this
paper.

A table-based model implemented in Verilog-A was used
for the Cadence Spectre simulator [15] to enable circuit sim-
ulation using the device electrical characteristics predicted
by the atomistic simulation [3], [9] (Fig. 2). TFETs have
significantly lower delay compared to MOSFETs at lower
voltages (<0.5 V). Circuit simulation of a 35-stage ring
oscillator with RC load and 0.2% activity factor illustrates
supply voltages where TFET may be a preferred alternative
to MOSFET (Fig. 3). For a given performance and power
target, total energy is minimized by optimizing VDD and Ioff
(by tuning work function as shown in [13]). The benefits of
steep-SS may be seen in either leakage energy (TFET with
lower Ioff) or in dynamic energy (with lower VDD). We trade-
off slight increase in leakage energy at 0.32 V for TFETs for
significant savings in dynamic energy to minimize total
energy. Compared to MOSFET circuits with a supply of
0.45 V, TFET circuits with a supply of 0.32 V consume
half the energy yet have similar performance (within 10%).
Hence, unless explicitly mentioned otherwise our TFET
designs are optimized at 0.32 V and MOSFET at 0.45 V—
isofrequency with 2x energy savings.

FIGURE 2. Simulated TFET characteristics [2]. (a) IDS–VGS at
VDS = 0.45 V. (b) Asymmetric IDS–VDS results in IDS < 1 nA at
low negative VDS.

FIGURE 3. Power-performance tradeoffs for TFETs/MOSFETs,
simulated based on [2]. Here, circuit is 35-stage FO4 inverter
with wire RC load and 0.2% activity factor and leakage.

The structural difference of the MOSFET device versus
the TFET device has implications for cell library layout. The
MOSFET device’s source/drain has identical composition.
For example, the source and drain of nMOS may both be
n-doped silicon. Thus, the source and drain of two serially
connected nMOSs may directly abut and share a contact.
In contrast, the TFET source/drain has different materials and
doping types. The source of n-TFET may be p+ doped GaSb
and drain may be n+ doped InAs. Thus, the source and drain
of two serially connected n-TFETs may not directly abut
and share a contact. This asymmetry of source/drain doping
results in reduced layout density. The resulting area increase,
however, depends on the specific design rules of the process
technology.

B. CELL LIBRARY DESIGN AND CHARACTERIZATION
Any logic block described in a hardware-description lan-
guage can be mapped to logic gates in a cell library with
synthesis. Logic cell library design and their characterization
for power-performance-area (PPA) using transistor models is
an important step in technology-driven design. We discuss
several cell library considerations in detail.

1) Cell Library Size: Industrial class logic libraries
have 1000s of cells to meet diverse power, performance,
and area specifications [10]. However, prior works build
TFET/MOSFET designs using small cell libraries contain-
ing a few basic cells. Limiting library contents to namely,
nand, nor, INV, and FLOP as in [5] leads to highly subop-
timal designs. To illustrate the importance of library size,
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FIGURE 4. Small library (small_lib) size has detrimental effect on
a design’s PPA (1.71× higher energy). Lack of key cells in
library increases logic depth by 4.96× and indirectly degrades
design’s PPA. Design synthesized with medium_lib has PPA
similar to large library. Design is CASE-B-110K.

FIGURE 5. Logic cell library with more cell functions
(medium_lib_func) is 1.35× more energy efficient than a library
with fewer cell functions (medium_lib_drv). Design used is
CASE-B-110K.

we synthesizedCASE-B-110K using cell libraries with differ-
ent number of cells, namely small_lib (as in [5]),medium_lib
(50+ cells), and large_lib (500+ cells). Small_lib contains
the most basic cells (nand, nor, INV, and FLOP), medium_lib
contains cells in medium_lib_func in Fig. 5, and large_lib
contains cells with over 110 cell functions with various
drive strengths. Our results indicate that an industrial design
synthesized with a large_lib is far superior to small_lib,
consuming 2.61x lesser delay, 1.46x lower area and 1.71x
lower energy-per-op (Fig. 4). This result is expected as logic
synthesis relies on a rich library containing cells of different
functional types and drive strengths (e.g., cell function type
is aoi22; drive strengths are aoi22x1, aoi22x2, and so on).
Without such a large diverse library, critical path logic depth
(#logic stages between flip-flops) increases by 4.96x.

2) Cell Library Contents: Both the size of the library and
selection of library cells are critical. To illustrate this point,
we created two medium-sized cell libraries, one with few
drive strengths but many cell functions (medium_lib_func),
and another with fewer cell functions but many drive
strengths per cell function (medium_lib_drv) (Fig. 5). Both
cell libraries have several drive strengths of inverters and
buffers. Results from synthesized designs with these two
libraries illustrate medium_lib_func is 1.35x more energy
efficient than medium_lib_drv(Fig. 5). To select the com-
position of large_lib, we analyzed industrial designs and
cell libraries and created a library that has 500+ cells with
110+ different cell functions. They contain five different
classes: basic combinational (e.g., nand), complex combina-

tional (e.g., fadd), sequential (e.g., dff), clock (e.g., clkgate or
cg), and repeaters (e.g., buf).

3) Technology-Optimized Cell Library Circuits: Most
common logic circuit topologies with complementary and
dual pull-up and pull-down work correctly when an MOS-
FET is replaced with a TFET. The same is true for trans-
mission gate-based circuits that require only unidirectional
conduction such as mux, xor, latches, and flip-flops, as long
as the source and drain terminals of a TFET are oriented
correctly. Furthermore, prior works [3], [13] present TFET-
based flip-flops and multiplexer circuits that consume lower
delay/power/area by leveraging TFET’s unidirectional con-
duction (Fig. 6). While TFET-optimized circuits have clear
benefits over baseline TFET (nonoptimized) circuits, block-
level impact assessment is essential.

FIGURE 6. PPA benefits of key TFET-optimized logic circuits.

To this end, we synthesized a CASE-A-3K using both tfet-
opt (TFET cell library that includes TFET-optimized circuits)
and tfet-baseline (CMOS circuits with MOSFET replaced
by TFET device) and present results in Fig. 7(a). Superior
energy-per-op (up to 23%) for design synthesized with tfet-
opt comes exclusively from extensive use of TFET-optimized
full adder. However, to generalize the benefits of TFET-
optimized circuits at the block-level, we next synthesized the
CASE-C-1.5M design. Results show dynamic energy reduces
by 3% and performance improves by 10% (Fig. 7(b)). This
exercise emphasizes the need to use different design test cases
to assess the impact of design-technology optimizations.

4) Cell Library Characterization: Our cell library con-
tains 510 cells with 115 types. Based on Fig. 3, we character-
ize TFETs at 0.32, 0.41, and 0.45 V and MOSFETs at 0.45,
0.5, and 0.65 V in TTTT corner at 25C. Manual/scripting
approaches to characterization as in prior works are tedious
and inefficient [4]. We use a commercial library character-
ization tool with in-house customization for characterizing
our TFET and MOSFET libraries (Fig. 8). The characteri-
zation tool takes as input a transistor model, netlists of all
cells in the library, preferred circuit simulator (Spectre [15]),
and cell and library templates to guide characterization [12].
We use published Verilog-A MOSFET and TFET models
(handles TFET’s asymmetry). Cell area estimates for TFETs
andMOSFETs are the same and does not account for the area
impact of asymmetric TFET circuits as it is process design
rule-dependent [9].

C. LOGIC SYNTHESIS WITH LOW-VOLTAGE LOGIC
1)Why Synthesis:Most of the SoC blocks are synthesized

using CAD tools. Synthesis takes as input the behavioral
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FIGURE 7. (a) CASE-A-3K synthesized with TFET-optimized cell
library (tfet-opt) is 23% lower energy compared to tfet-baseline.
Benefits are from extensive use of TFET-optimized full adder.
(b) CASE-C-1.5M synthesized with tfet-opt has 10% performance
improvement over tfet-baseline.

FIGURE 8. Logic library characterization flow to generate .lib.

description of a design block and the liberty timing model
of a cell library, and generates a gate-level-netlist that meets
the PPA constraints. Synthesis optimizes the circuit imple-
mentation for the device technology characteristics. Skipping
this design-optimization process by simply swapping TFET
for MOSFET devices in a MOSFET-optimized design (as
in ‘‘swap-and-simulate’’ [4], [5]) precludes us from gaining
insight into the advantages and disadvantages of an emerging
device to implement logic blocks. We illustrate this point by
first synthesizing CASE-B-110K with a large cell library in
node N . Next, the node N devices in the optimized design
are substituted by devices of the N + 2 generation in [1].
We compare the PPA of this ‘‘swap-and-simulate’’ design
with the PPA of a design synthesized using the node N + 2
cell library. Please note the cell composition in N and N + 2
libraries are identical for fair comparison. The optimized
design has a 1.76x higher frequency compared to the ‘‘swap-
and-simulate’’ design. This is because the node N and N + 2
technologies have different VDD, I–V , and C–V so reopti-
mization (with synthesis using technology-optimized library)
is essential to accurately estimate PPA landing zone of emerg-
ing logic devices (Fig. 9).

2) Logic Synthesis Results For Case-B-110K: In
this paper, we adopt synthesis flows used in prod-
uct designs to work with our TFET/MOSFET libraries,
supporting scan insertion, clock gating, dynamic power opti-
mization, leakage power optimization, and area recovery.
Power is measured by generating switching activities from
running a real workload/benchmark in the implemented
design. The power, performance, and area design spaces for
TFET at 0.32 V and MOSFET at 0.45 V for CASE-B-110K
block after logic synthesis are shown in Fig. 10. Three obser-

FIGURE 9. Synthesis with technology-specific library (Design B)
provides a 76% performance boost and allows for more
accurate design projections.

FIGURE 10. TFET/MOSFET implementation tradeoffs for low
power block after logic synthesis. Energy savings for TFET over
MOSFET varies with frequency targets. Maximum energy
savings at low/medium frequency targets.

vations are in order.
a) TFET implementations on an average consume 0.44×

the energy of MOSFET implementations. Result is
intuitive given the energy proportional to Cdyn and
V 2
DD, a TFET design’s energy benefit over anMOSFET

design is expected to be about 0.5 × (0.322/0.452)
due to TFET’s lower VDD of operation compared to
MOSFET.

b) Interestingly, TFET designs optimized for lower per-
formance points show higher energy savings (60%)
over MOSFET implementations compared to higher
performance points (48%). This is apparent given
TFET at 0.32 V is slightly slower than MOSFET at
0.45 V (Fig. 3). However, what is nonobvious is that
synthesis allows a TFET design at 0.32 V to achieve
about the same frequency as MOSFET at 0.45 V,
but at the cost of area, dynamic power, and hence
increased energy. As shown in Figs. 11 and 12, TFETs’
lower intrinsic capacitance allows synthesis to choose
large drive-strength cells to achieve frequency targets
at the cost of area and dynamic power. Such trade-
offs between performance and area for emerging low-
voltage devices can only be observed by co-optimizing
logic design and devices together—enabled by the
proposed technology-driven design approach.

c) Area consumed by TFET and MOSFET are similar
except at high-performance points, where TFET uses
large drive-strength cells and repeaters to meet high-
performance targets.

14 VOLUME 4, NO. 1, JUNE 2018



Vaidyanathan et al.: Improving Energy Efficiency of Low-Voltage Logic by Technology-Driven Design

FIGURE 11. Post-synthesis TFET/MOSFET designs’ cell area
histogram shows differences in cells chosen by logic synthesis
(e.g., aoi112x1 and aoai13x1 not chosen for MOSFET designs).

FIGURE 12. Histogram of gates in critical path for post-synthesis
TFET/MOSFET designs. High drive-strength gates (e.g.,
nor2x12 and invx12) are preferred in TFET design to meet delay
targets due to their lower self-loading capacitance.

3) Interaction Between Logic Synthesis And Device
I–V : Synthesis’ logic optimization methods interact with
inherent device characteristics. As a result TFET and MOS-
FET designs are optimized differently by logic synthesis.
For instance, cells such as aoi112x1 and aoai13x1 are only
used in a TFET-based design (Fig. 11). Inspecting the cells
that make up the critical paths, TFET design critical paths
use large drive strengths cells more liberally than MOSFET
design critical paths (Fig. 12). This trend is due to TFETs
having lower device capacitance compared to MOSFETs [2].
Lower intrinsic device capacitance reduces the self-loading
of large drive-strength cells resulting in lower delay by up to
15% for reasonable load conditions. This makes large drive-
strength cells more attractive for synthesis optimizations for
TFETs, but not for MOSFETs.

4) Impact Of Embedded Memory Leakage and
Design Size On Power/Performance Tradeoffs: Given
the large size and physical footprint of CASE-C-1.5M,
we use physically aware logic synthesis (Synopsys
dc-Topographical [17]). Even at the logic synthesis stage,
we provide the tool high level floorplan and customized
block-specific wire-load models to improve accuracy and
quality of results. Results are shown in Fig. 13.

a) While TFET at 0.32 V can operate at frequencies
similar to MOSFET at 0.45 V, it consumes 0.6× the
energy-per-op. While the energy savings of TFETs
over MOSFETs is still substantial it is not as much

FIGURE 13. (a) Energy-per-op benefits of TFETs for CASE-C-1.5M
is lowered due to embedded memory leakage. (b) Switching
energy-per-op benefits for TFET at 0.32 V over MOSFET at
0.45 V is in-line with expectations. Using TFET-optimized cell
library (TFET_OPT_v032) enables 10% high frequency and 4%
lower energy compared to baseline TFET library (TFET_v032).

FIGURE 14. Synthesis trades off area for performance by
offsetting slightly lower performance of TFET at 0.32 V to
MOSFET at 0.45 V for CASE-C-1.5M.

as CASE-B-110K (Fig. 10). The benefits of steep-
SS may be seen in either leakage power (TFET with
lower Ioff) or in dynamic power (with lower VDD).
For CASE-C-1.5M and CASE-B-110K, transistor Ioff
was targeted to be equivalent for MOSFET and TFET.
CASE-B-110K has a dominant active power component
and sees full benefit of the transistor Ioff targets. CASE-
C-1.5M has larger leakage components (with an addi-
tional 20% from embedded memories), as such, energy
reduction is less significant for this specific Ioff target-
ing (Fig. 13(b)). Evidence for this reasoning is shown
in Fig. 13(b) where switching energy benefits of TFET
over MOSFET are 0.49×, in-line with expectations.

b) TFET at 0.32 V has marginally lower performance
compared to MOSFET at 0.45 V for CASE-C-1.5M.
Nontrivial wire RC (due to large block size) and tight
power-performance constraints require TFET designs
to consume 14% more area than MOSFET designs
(Fig. 14). This trend was not seen in CASE-B-110K
because the block was optimized for low power and not
high performance.

5) Impact Of Library/Synthesis on Emerging Device
Benchmarking: Results presented so far using the proposed
framework underscore the need for industrial design blocks,
flows and large libraries for accurate design projections with
emerging devices. But is such a framework necessary to
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make relative comparisons between emerging devices? We
synthesized CASE-B-110K across several frequency targets
using small and large TFET and MOSFET cell libraries.
We observed that using small libraries was more detrimental
to TFET at 0.32 V thanMOSFET at 0.45 V to synthesize high
frequency designs. Specifically, using small TFET libraries to
synthesize designs under-projects a TFET design’s maximum
attainable frequency by 40% (Fig. 15). This result is in-line
with expectation that cell library with reasonable number
and variety of cells (functions, drive strengths) is key to
the efficiency of design generated by logic synthesis, which
in turn impacts absolute and relative power/performance
projections for emerging logic devices. Technology-driven
design approach co-optimizes logic design and device I–
V characteristics resulting in technology-optimal designs
and accurate power-performance projections for emerging
device benchmarking.

FIGURE 15. Synthesis/technology-specific comprehensive cell
libraries are essential to make accurate absolute and relative
projections for emerging devices. Technology-driven design
approach improves accuracy of relative comparisons of delay
and energy/op by 40% and 71%.

6) Sensitivity of Performance and Energy Efficiency
to Supply Voltage: Prior works have used ‘‘swap-and-
simulate’’ to understand the sensitivity of a block’s per-
formance and energy efficiency to operating voltage for
different emerging low-voltage logic devices. While being
simple, ‘‘swap-and-simulate’’ fails to comprehend the inter-
action between an emerging device’s I–V characteristics,
operating voltage, and design-optimization methods such
a logic synthesis. Our proposed technology-driven design
approach addresses this pitfall of ‘‘swap-and-simulate.’’
Fig. 16 shows performance/watt improvements of TFET over
MOSFET at different operating frequencies as estimated
by ‘‘swap-and-simulate’’ and technology-driven design.
Technology-driven design, by optimizing logic design with
device I–V , can improve performance/watt by 22% at low
performance, and frequency by 10% at higher performance
points—illustrating the efficacy of the proposed approach.

D. PHYSICAL SYNTHESIS WITH TFETS AND MOSFETS
1) Why Physical Synthesis? Interconnect scaling—with
tight pitches, acceptable resistance, and capacitance per µm
of wire—is becoming increasingly challenging [11], [18].
As interconnect and devices together determine the efficiency
of ICs, any holistic evaluation of emerging devices has to be

FIGURE 16. Technology-driven design approach enables
22% better performance/watt and 10% higher frequency than
swap-and-simulate. Improvements are achieved by
co-optimizing logic design with I–V characteristics for
emerging low-voltage devices.

FIGURE 17. Physical synthesis is necessary to capture
interconnect RC impact on a design’s frequency and area
(e.g., physical synthesis frequency estimate is 9% lower than
logic synthesis).

fully cognizant of interconnect RC scaling.While prior works
have taken a step in the right direction, their interconnect
considerations are rudimentary. For instance, a recent prior
work has tried to account for interconnect RC with wire-load
models in logic synthesis [5]. Although logic synthesis with
wire-load models provides a notion of interconnect loading
on gates (based on gate count and fan-out), lack of place-
ment information makes them highly inaccurate compared to
physical synthesis (Fig. 17). To work-around this problem,
a naïve approach is to adapt physical synthesis flows used
in products for emerging low-voltage devices. However, that
will be impractical, as it requires development of complete
physical technology collaterals. We use the methodology
described in supplementation section to assess the effect of
future generation interconnect (node N + 1) using existing
physical synthesis flows (in node N ).

2) Interaction of Low-Voltage Logic and Scaled
Interconnect: Next, we analyzed the impact of scaled
interconnect RC (as applicable to ITRS 2018 node) in
CASE-C-1.5M. Given the large physical size of this
block it is meaningful to analyze the interaction of low-
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FIGURE 18. Post-layout timing and power estimations show
different relative effects between TFET/MOSFET that are not
identified with prelayout analysis (synthesis with [17]).

voltage logic devices and interconnects. We observe that
lower supply voltages of TFETs lends it a marginal
advantage over MOSFETs in tackling future interconnect
RC effects (Fig. 18).

IV. CONCLUSION
Owing to their superior performance and leakage at low
supply voltage steep-SS devices, such as TFETs, are
being actively considered to augment MOSFETs in energy-
constrained SoCs. To fully understand and leverage the
unique opportunities enabled by low-voltage logic devices,
it is necessary to consider the full range of logic and cir-
cuit design optimizations. To the best of our knowledge,
this is the first work that co-optimizes logic design with
unique characteristics of emerging devices—resulting in
superior design comparisons and accurate design projec-
tions. Technology-driven design framework enables device
engineers and designers to develop a heterogeneous com-
pute substrate for future applications. Key insights from
technology-driven design case studies are as follows.

1) ‘‘Swap-and-simulate’’ is effective only for first-order
relative comparisons between emerging devices as
it does not consider technology-specific design
optimizations.

2) Technology-optimized designs with emerging devices
are as different as the underlying device I–V character-
istics.

3) Power-performance tradeoffs associated with different
emerging logic devices are also dependent on design
attributes and design-optimization methods.

4) Comparing emerging logic devices with consideration
of interconnect RC characteristics is critical. Interac-
tion between logic device and interconnect RC is best
studied in blocks with large physical footprint.

5) Low-voltage logic devices, such as TFETs, improve
energy efficiency. Heterogeneous integration of such
devices with MOSFET is necessary to achieve high
performance [13].
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