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Abstract— Social media is a popular medium for the dissem-
ination of real-time news all over the world. Easy and quick
information proliferation is one of the reasons for its popularity.
An extensive number of users with different age groups, gender,
and societal beliefs are engaged in social media websites. Despite
these favorable aspects, a significant disadvantage comes in
the form of fake news, as people usually read and share
information without caring about its genuineness. Therefore,
it is imperative to research methods for the authentication of
news. To address this issue, this article proposes a two-phase
benchmark model named WELFake based on word embedding
(WE) over linguistic features for fake news detection using
machine learning classification. The first phase preprocesses the
data set and validates the veracity of news content by using
linguistic features. The second phase merges the linguistic feature
sets with WE and applies voting classification. To validate its
approach, this article also carefully designs a novel WELFake
data set with approximately 72 000 articles, which incorporates
different data sets to generate an unbiased classification output.
Experimental results show that the WELFake model categorizes
the news in real and fake with a 96.73% which improves the
overall accuracy by 1.31% compared to bidirectional encoder
representations from transformer (BERT) and 4.25% compared
to convolutional neural network (CNN) models. Our frequency-
based and focused analyzing writing patterns model outperforms
predictive-based related works implemented using the Word2vec
WE method by up to 1.73%.

Index Terms— Bidirectional encoder representations from
transformer (BERT), convolutional neural network (CNN), fake
news, linguistic feature, machine learning (ML), text classifica-
tion, voting classifier, word embedding (WE).

I. INTRODUCTION

NOWADAYS people around the world are getting much
involved on online social networks regardless of age,

community, or sex [1]. Communicating using social networks
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is simple, fast, and attractive to share and transfer informa-
tion. Currently, social network sites like Facebook trailed by
Twitter are the market pioneers, facilitating over 1.3 billion
clients with a dynamic monthly variation of 300 million users
in average [2]. Their collaborations generate Terabytes of
information every second [3], [4]. Online social networks are
attractive because of the simple and convenient way to access
and circulate information with other people. However, the fast
scattering of data at a high rate with minimal effort enables
the widespread of false information, such as fake news, which
are harmful to society and people.

Fake news are low-quality information with purposefully
false data, propagated by individuals or bots that deliberately
manipulate message for tattle or political plans. Schudson
and Zelizer [5] claimed that the term “fake news” originated
in previous centuries together with the mass media itself.
Nevertheless, this term attracted increased attention after the
U.S. presidential elections of 2016, when the propagation of
fake news on social media pulled the attention of a larger
number of online users than traditional newsreaders. In the last
five months before the elections, approximately 7.5 million
tweets contained a link to exceptionally one-sided or false
news websites. An interesting and worrying aspect is that false
and unsubstantiated news from doubtful sources attracts more
audiences than credible information [6]. Relevant work on
this topic concluded that fake news spread quicker, penetrate
further, and have a deeper impact than true news [7]. There are
numerous cases where people accept and spread news without
checking their correctness certified by sources. By doing this,
they become part of a group that deliberately or unintentionally
propagates fake news. The intention behind the prolifera-
tion of fake news may be manipulation of public views for
financial or political benefit, or simply fun. The negative
consequences of this phenomenon are, therefore, undeniable,
ranging from wrong decision-making to episodes of bullying
and violence. Fig. 1(a) and (b) shows two common examples
of fake news over social networks.

False information categories are fake news, satire, mis-
information, rumor, hoax, disinformation, propaganda, and
opinion spam [8]. These categories are not mutually exclusive,
but many researchers used them with different storylines.
Although there exist a few websites to check the authen-
ticity of the news like PolitiFact [9], The Washington Post
Fact Checker [10], FactCheck [11], Snopes [12], TruthOrFic-
tion [13], FullFact [14], HoaxSlayer [15], Vishvas News [16],
Factly Media & Research [17] yet, these websites are unable
to spontaneously react to any fake news event [18].
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Fig. 1. Fake news examples. (a) Decontextualized news. (b) False news.

As online social networks are major sources of information
that can mislead individuals or communities [19], there is a
serious need for solutions to verify the authenticity of the
content. Many researchers consistently try to develop machine
learning (ML) models with different sets of features targeted
toward automating the fake news detection process [20], [21]
using visual [22] or text-based linguistic approaches. However,
the following four questions remain unanswered.

1) Which linguistic features are most significant in classi-
fying the news data into real and fake?

2) Which word embedding (WE) technique with lin-
guistic features predicts fake news better than other
ML methods like convolutional neural networks
(CNNs) [21] or bidirectional encoder representations
from transformers (BERTs) [23]?

3) Which classification method is the most appropriate for
fake news detection on available data sets?

4) Does ensemble voting classifier improve the fake news
detection results?

To answer these questions, we propose a new method called
WELFake exclusively focused on text data in three stages.

1) Fake news prediction using linguistic feature sets (LFS);
2) WE over LFS for improved fake news detection over a

WELFake data set.
3) Comparative analysis of the linguistic features based

results with state-of-the-art CNN and BERT methods.

The WELFake model does not require additional metadata
information related to the user or media [24] for the classifi-
cation of real and fake news. Instead, it aims for a reformation
of the state-of-the-art techniques in the detection of fake news
over social media websites by using a combined LFS and WE
technique. We highlight three contributions of our WELFake
model.

A. WELFake Data Set [25]

We designed a larger WELFake data set to prevent over-
fitting of classifiers and enable better ML training. For this
purpose, we merged four popular news data sets (i.e., Kaggle,
McIntire, Reuters, and BuzzFeed Political) and prepared a
more generic data set of 72 134 news articles with 35 028 real
and 37 106 fake news.

B. WELFake Fake News Detection Model

We proposed a novel WELFake model for fake news
detection in two steps.

1) collection of various linguistic features from state-of-
the-art methods and identification of a subset that per-
forms well on the larger WELFake data set, and

2) ensemble learning on WE features using various ML
methods.

C. WELFake Model Generalization and Validation
We applied an adversarial approach to evaluate the model

generalization and effectiveness by training and testing on
separate data sets.

Experimental results on the WELFake data set revealed that
our model achieved a fake news classification accuracy of up
to 96.73%, which improves the state of the art by 4.25% over
CNN and by 1.31% over BERT methods.

The article has eight sections. Section II gives a background
overview on text classification methods. Section III highlights
the related work. Section IV describes the proposed methodol-
ogy and the WELFake model, followed by the resulting algo-
rithm in Section V. Section VI describes the implementation
of CNN and BERT state-of-the-art methods for fake news
classification used for direct comparison. Section VII pro-
vides evaluation results and further related work comparison.
Section VIII concludes the article and highlights the future
work.

II. TEXT CLASSIFICATION BACKGROUND

This section discusses several ML [26] methods, including
CNN and BERT for text classification.

A. ML Classification Methods
We review in this section a few ML methods [26] used for

fake news classification in the WELFake model.
1) Naive Bayes: This is a supervised learning algorithm

based on Bayes’ theorem that gives fast predictions with better
accuracy in the domain of sentiment analysis, spam filtration,
and text classification?

2) Support Vector Machine: This is a supervised learning
algorithm that works for both classification and regression
problems. The algorithm finds the best line for set separation
and predicts the correct set for new data values.
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3) Decision Tree: This is a supervised learning algorithm
that classifies the data for both categorical and continuous
dependent variables. This classifier uses tree structures to solve
a problem by distributing complete data sets into homogeneous
ones. Internal nodes, branches and leaf nodes in this tree
structure represent the data set, the decision rules and the
outcome. There are two attribute selection measures for the
best attribute node: information gain and Gini index.

4) Random Forest: This is a supervised learning algorithm
based on ensemble learning that ensembles several decision
trees (DTs) into a random forest (RF) and calculates the
average results. The large number of trees in the RF may
increase the model accuracy.

5) K-Nearest Neighbor: This is majorly useful for classifi-
cation problems based on feature similarity. The algorithm can
use any integer value for K based on the problem statement
and statistics, and employs the Euclidean, Manhattan, or Ham-
ming metric for calculating the distance between data.

6) Boosting: This connects all base learners sequentially.
Initially, it passes a few records to the first base learner
(B L1) (of any model) for training, evaluates all the records on
B L1, and passes the incorrectly classified ones to the second
learner (B L2) for training. B L2 tests all the records and passes
the incorrectly classified ones to the next learner B L3. This
process continues until a specified number of base learners.

7) Bagging: This is known as bootstrap aggregation, this
is an ensemble technique that uses multiple base learners and
provides different subsets of the original data set to each model
for training (bootstrapping). The testing process decides the
output based on the majority votes from the different models
(aggregation). Apart from different sample sets, one can train
the models with different subsets to reduce over-fitting.

B. Text Classification Methods

This section reviews the state-of-the-art CNN and BERT
classification methods used in our experimental evaluation.

1) CNN [27]: This is each sentence into words (called
tokens) and converts them into vectors using context-based
WE methods like GloVe, Word2vec, and FastText. These vec-
tors join together to form a m×n matrix for a given sentence,
where m is the embedding dimension and n is the number of
tokens present in the vocabulary. Next, it applies the filters on
the 1-D convolution (Conv1D) layer. This convolution kernel
works from top to bottom (single directional) because of the
same width of filters. The Conv1D later combines its outcomes
and applies pooling (maximum, average, and global) that
passes the data to the final fully connected layer. This takes
care of the output generated by the pool layer and produces
the classification decision depending on the loads appointed
to each other inside the text.

2) BERT [28]: This is a popular pretrained model for text
processing developed by Google, which gives a better sense
of the language context compared to unidirectional models in
two phases.

1) Bidirectional training of an input and output transformer
representation model, comprising:

a) an encoder reading the text as input, and

b) a decoder generating the output based on the task;
and

2) Popular attention mechanism with a neural network
(NN) implementing important features only [29].

BERT takes input text and preprocesses it using tokenization,
lemmatization, stopword removal, and text lowering opera-
tions. Second, it passes the preprocessed text to the encoding
phase where additional token, segment, and positional embed-
ding processes take place. Third, it converts the input into
default 768 long embedding vectors and passes them through
the encoder layers. Finally, the more accurate information of
each token available at the last encoding layer passes to the
dense layer for text categorization.

III. STATE-OF-THE-ART SURVEY

This section focuses on reviewing various important fake
news detection methods.

A. Clickbaits

Clickbaits a special type of fake content that contains
linguistic headlines to attract the readers but do not fulfill their
promises. Chen et al. [30] scrutinized potential techniques
for programed discovery of clickbaits by combining syntax
and semantics under textual cues, as well as images and
newsreader behavior under nontextual cues. They surveyed
the importance of these cues for the identification of fake
news but failed to implement a prototype of their methodology.
Bourgonje et al. [31] proposed a model for clickbait detection
that checks the relevance of headlines for article bodies.
They used the data set released by the coordinators of the
first fake news challenge on stance detection and achieved
a significant accuracy of 89.59% using a logistic regression
classifier. Rashkin et al. [32] compared the language of real
news with satire, hoaxes, and propaganda, and discovered the
features of fake text and other online sources for the fact-
checking.

B. News Credibility

Alrubaian et al. [33] analyzed the credibility of 489 330
Twitter accounts using text (sentiment analysis), the user (gen-
der, number of followers), and message (URL, hashtag, num-
ber of replies) specific features. They implemented RF, Naive
Bayes (NB), DT, and feature-rank NB algorithms with a ten-
fold cross-validation. Castillo et al. [34] detected fake news
based on credibility using four feature sets: text-specific (e.g.,
number of characters, words, question marks, punctuation, and
sentiment analysis), user-specific (e.g., verified accounts, num-
ber of followers, number of tweets, and account creation time),
message-specific (e.g., with URL, retweeted status) and prop-
agation (e.g., root node degree and propagation tree depth).
These features applied on a Twitter data set obtained precision
and recall in the range between 70% and 80%. Benjamin
et al. [35] classified the news as real or fake based on stylistic
(e.g., syntax, text style, and grammar), complexity (e.g., article
title), and psycholinguistic features. Experimental results on
three data sets revealed better results with large amounts of
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data and more in-depth features. Kaliyar et al. [36] proposed
a deep convolutional neural network for fake news detection
network (FNDNet) model and achieved a 98.36% accuracy
on the Kaggle data set. However, they did not show results on
generalized text [37]. Shu et al. [38] discussed the worthiness
of real or fake news detected through comments on particular
items and achieved 90.4%, respectively, 80.80% accuracy on
the PolitiFact and GossipCop data sets. Zellers et al. [39]
proposed a text generation model named GROVER that uses
adversaries to spread more trustworthy disinformation than
humans. They investigated several propagated threats and
showed that GROVER can be an effective discriminator that
outperforms BERT in detecting the generated false news.

C. Linguistic Features
The utilization of linguistic features for fake news detection

has been popular since the mid-2000s. Burgoon et al. [40]
used 16 linguistic features categorized in four classes, which
achieved an accuracy of 60.72% using a DT algorithm with
15-fold cross-validation. Vicario et al. [41] used different
features like text (e.g., number of characters, words, sentences,
question marks, and negations), user-specific, and message-
specific (e.g., number of replies, likes) to identify hoaxes and
fake news on social media using linear regression, logistic
regression, support vector machine (SVM), K-nearest neighbor
(KNN), and NNs. The validation on an Italian Facebook data
set with new features achieved an accuracy of 91% on the lin-
ear regression classification algorithm. Pérez-Rosas et al. [42]
used major linguistic features (e.g., n-grams, punctuation,
psycho-linguistic, readability, and syntax) and achieved an
accuracy of 76% on two novel data sets covering seven
domains. Buntain and Golbeck [43] attempted to classify
real or fake Twitter threads in four categories using 45 fea-
tures: structural (e.g., length, the number of tweets), content
(e.g., polarity, subjectivity), temporal, and user (e.g., age,
followers, authenticity). They used the CREDBANK [44] and
PHEME [45] data sets for training and the BuzzFeed data set
for testing with an accuracy of 65.29%. Newman et al. [46]
applied logistic regression to evaluate 29 features and achieved
an accuracy between 52% and 67%. Similarly, Zhou et al. [47]
used 20 features of nine categories for fake news detection.
Ahmed et al. [48] used an unclear private version of the con-
tinuously updated Kaggle data set for fake news detection and
achieved an accuracy of 92%. Shu et al. [49] used Politifact
and BuzzFeed data sets in their analysis, which are hard to
generalize due to their very small size. Gravanis et al. [37]
compared their model with [48], [49] by combining some
articles from four data sets (Kaggle-EXT, McIntire, BuzzFeed,
and Politifact) in a new UNBiased data set with 3004 articles
and achieved the highest accuracy of 95% using SVM. Table I
shows a comparative study of five linguistic feature categories.

1) Readability index quantifies the text’s complexity (i.e.,
reading difficulty) based on word length, number of
syllables, and sentence length.

2) Psycho-linguistic features describe emotions, behaviors,
persona, and mindset.

3) Stylistic features explain the style of a sentence.
4) User credibility features describe user information.

TABLE I

STATE-OF-THE-ART COMPARISON OF LINGUISTIC FEATURES

TABLE II

FAKE NEWS DETECTION DATA SETS

5) Quantity features explain sentence information such as
the number of words and number of sentences.

D. Open Data Sets
From the large number of data sets available for the study

of fake news [55]–[61], we highlight some popular data sets
in Table II.

1) Benjamin Political News is a very small data set with
75 stories each for real, fake, and satire categories.

2) Burfoot Satire News is an unbalanced data set with real
and satire categories.

3) BuzzFeed News is a very small data set of 101 news.
4) CREDBANK consists of incomplete news articles in real

and fake events categories.
5) Fake News Challenge focuses on individual claims

among three categories: disagree, discuss and unrelated.
6) FakeNewsNet consists of only 422 news articles with

incomplete classification in real and fake categories.
7) LIAR contains various hard-to-classify social media

posts and speeches due to the lack of verification
sources or knowledge bases [62].

8) Reuters consists of real and fake news articles from a
single source that increases the chances of biased data.

9) McIntire consists of real and fake news categories with-
out authentic confirmation from any individual.

10) Kaggle consists of real and fake news data without
source information.

E. Summary
No single method guarantees the best solution for all data

sets. The state-of-the-art approach of Gravanis et al. [37] used
57 linguistic features and embed them with a word-to-vector
embedding method on UNBiased data set of less than
4000 articles only. They used all features in a single LFS
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Fig. 2. WELFake model overview.

and achieves up to 95% accuracy. WELFake improves on this
method using a novel method based on four stages that:

1) creates a larger data set with improved generalization;
2) identifies the most significant twenty linguistic features

and creates three unique LFS based on categories;
3) applies two WE methods to train various ML models;

and
4) generates the final prediction using a two-stage voting

classification.

IV. WELFAKE MODEL

This section outlines the WELFake model for fake news
detection divided into four phases, shown in Fig. 2.

1) Data set preparation involves the collection and pre-
processing of the data in a proper format, as a funda-
mental task of any ML model;

2) Feature engineering involves linguistic feature extrac-
tion and selection;

3) WE identifies the most appropriate technique connected
with the LFS;

4) Fake news detection tunes the model parameters and
applies a hard voting classifier for better accuracy.

A. Data Set Preparation

1) News Data Collection: This is essential for a balanced
and unbiased data set and the key to providing high quality
training data and delivering good results. Although there exist
an important number of open data sets for the study of fake
news (see Section III and Table II), the literature showed
their serious limitations in terms of size, category, or bias.
After a careful study, we prepared a more comprehensive
WELFake data set that combines four data sets, Kaggle,
McIntire, Reuters, and BuzzFeed, for two reasons. First, they
have a similar structure with two categories (i.e., real and fake
news). Second, combining the data sets reduces the limitations
and the bias of each individual data set. Table III shows the
WELFake open data set with 72 134 news articles classified as
35 028 real and 37 106 fake news [25]. The data set contains
three columns (i.e., title, text, label) with a binary label for
fake and real news. Table IV summarizes the balanced fake

TABLE III

WELFAKE DATA SET

TABLE IV

FAKE VERSUS REAL NEWS DISTRIBUTION IN WELFAKE

and real news distribution in the WELFake data set across all
four feature categories.

a) Number of short sentences (below ten words) represent-
ing real news is greater than those representing fake news.

b) Text readability of fake news is poorer than the readability
of real news.

c) Subjectivity of fake news articles is larger than for real
news articles.

d) Number of articles representing real news is larger than
those representing fake news.

2) Data Preprocessing: This solves different problems in
the collected data, like typographic errors, unstructured data
format, and other limitations, using several methods, depend-
ing on the data set and objectives.

a) Missing data handles undefined (NaN) and blank values
(NULL) present in the data set, which hinder the feature
engineering process. Since deleting the data entries containing
missing values may cause the loss of important informa-
tion [63], we performed a missing value imputation process
that estimates missing values and then analyzes the complete
data set as if these values were the actual observed ones.

b) Inconsistent data deviates from other data points because
of mistakes during data collection. We employed several
visualization techniques and mathematical functions for outlier
identification and correction, like box plot, scatter plot, Z-
score, and inter-quartile range (IQR) score.

c) Duplicate data or deduplication removes redundancy that
can lead to biased results, which may occur when the same
person collected the data.

d) Irrelevant data removes stop words (and other noise)
that make the sentence grammatically complete, but do not
have semantic significance in news classification operations.
Removing stop words and keeping relevant tokens only sig-
nificantly increases the model performance.

e) Stemming converts the text into its root word by applying
the Porter–Stemmer algorithm on text features for accuracy
improvement. In case it cannot recognize the root word,
it generates the canonical form of a corresponding word.

B. Feature Engineering

1) Linguistic Features Extraction: This is the process of
conversion from raw text to the data provided to the ML



886 IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS, VOL. 8, NO. 4, AUGUST 2021

algorithm. Feature extraction aims to create a feature set
that summarizes the information of the original data set,
which speeds up the model training and improves the data
visualization and learning accuracy. We extracted in WELFake
87 text-based linguistic features from state-of-the-art works,
falling into two syntactic (i.e., writing pattern, quantity) and
semantic (i.e., grammar, psycho-linguistics) categories.

a) Writing pattern emphasizes the writing style of the text
by accessing the sentence types, use of determinants, special
characters, and modifiers.

b) Grammar focuses on the text readability index and
emphasizes the word structure, average syllables per word,
easy word use ratio in a word list, and sentence complexity.

c) Psycho-linguistic estimates the text sentiment and infor-
mation opinion based on semantic and subjectivity.

d) Quantity identifies speech information parts by counting
the verbs, adjectives, adverbs, syllables, and words, as well as
the rate of adjectives, adverbs, and words per sentence.

2) Linguistic Features Selection: This is the process of
choosing important features for data classification, which
diminishes the quantity of input features, decreases the compu-
tational expense and improves the accuracy of the ML model.
For this purpose, we calculated the Pearson’s correlation
coefficient of each feature with the other features within
the same category and discarded those with a correlation
coefficient higher than 0.7, which indicates a strong positive
linear relationship [23] between the two features. A learning
model with fewer features is simpler and more precise accord-
ing to Occam’s razor principle and the minimum description
length concept [62]. We executed this recurrent process until
removing all the least significant features. Table V shows the
remaining 20 most significant features of WELFake grouped
based on the four categories.

3) LFS Creation: This groups the selected 20 linguistic
features in different sets to enable multiple WE methods for
unbiased model training. We need an odd number of input sets
to obtain a clear result upon subsequent voting classification.
We consequently created a minimum of three distinct LFS
based on four categories, as shown in Table V.

a) Readability index defines the sentence structure complex-
ity of any text. We identify the level or grade of the text writer
based on the readability index, which helps in classifying the
news as real or fake. For this reason, we uniformly distributed
all three readability index features among the three LFS and
assigned one feature to each set.

b) Psycho-linguistic features play an important role in detec-
tion of fake news, as explained in Section III. We, therefore,
used all three of them in all the three LFS.

c) Quantity features also participate in news classification,
so we evenly distributed them across the three LFS.

d) Writing pattern contains five features and, therefore,
we evenly distributed three features to each LFS.

C. WE
1) WE Selection: This identifies the most appropriate tech-

nique for converting plain text into a numeric value, as ML
methods cannot directly process plain text. We observed two
popular WE categories in the literature: 1) content-based, such

TABLE V

WELFAKE LFS

as term frequency-inverse document frequency (TF-IDF) and
count vectorizer (CV), that focus on previous knowledge and
2) context-based, such as Word2Vec, GloVe, and FastText, that
focus on writing text patterns. As fake news writers (fakesters)
tend to repeat similar words, we selected the content-based WE
that focuses on writing patterns rather than context [64].

a) CV: Also called one-hot encoding, CV converts text
document in a histogram vector, where each element represents
the number of appearances of the word in the document. The
vector length depends on the number of unique words in the
corpus.

b) TF-IDF: This is the advanced version of CV, which
shows the importance of a term (representing a word) in a
corpus alongside its occurrence in the document. TF-IDF is
the multiplication of the term frequency tf(t, d) that computes
the occurrence of a term t in a document d and the inverse
document frequency idf(t, D) that computes the importance of
that term t in a corpus of documents D

TF-IDF(t, d, D) = tf(t, d) · idf(t, D)

tf(t, d) = fd(t)

maxw∈d fd(w)

idf(t, D) = ln

( |D|
|{d ∈ D : t ∈ d}|

)

where fd(t) represents the number of occurrences of the term
t in the document d , |D| is the number of documents in the
corpus D, and |{d ∈ D : t ∈ d}| is the number of documents
containing the term t .

2) WE Over LFS: This improves the output prediction,
as predefined features do not always accurately predict and
need additional training methods. For this purpose, we com-
bined the WE with LFS. We applied the TF-IDF and CV
WE techniques on the three LFS and found that CV gives
better results. We achieved maximum of 95.61% accuracy
using SVM on CV, while TF-IDF gave maximum accuracy
of 95.12% using bagging. Thus, we selected CV and combined
it with LFSs for further accuracy analysis of various models
in Section VII-B.
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TABLE VI

HYPERPARAMETERS FOR ML MODELS TUNING

D. Fake News Detection

1) ML Model Creation and Tuning: This passes the LFS
with WE through six ML methods: SVM, NB, KNN, DT,
Bagging, and AdaBoost. For this purpose, we experimented
with each ML model on random samples of the WELFake data
set with four training-testing data combinations: 60%–40%,
70%–30%, 80%–20%, and 90%–10%. To improve the accu-
racy, we performed a manual tuning of the six different
models using the hyperparameters displayed in Table VI.
We sequentially explored different hyperparameter value com-
binations from the given possible value ranges and tuned
them until we obtained a state-of-the-art accuracy of at least
96%. We evaluated the performance of each ML model on
different training and testing data distributions as explained in
Section VII-B and found out that a 70%–30% data distribution
gives better accuracy for all six ML methods.

2) Voting Classification: This process uses ensemble learn-
ing to collect predictive outputs from various models and
generates an output that minimizes the error and the over-
fitting. There are in general two voting classifier approaches:
soft voting based on probability and hard voting based on
maximum votes. Since fake news detection is a binary classi-
fication problem, we use hard voting that predicts a target
variable Y based on the maximum votes mode given by
different models Mi to a class:

Y = mode{M1(X), M2(X), . . . , Mn(X)}
where X is predictor or input variable.

V. WELFAKE FAKE NEWS DETECTION ALGORITHM

Fig. 3 shows the WELFake binary news classification
method (as real or fake) using TF-IDF and CV, three linguistic
feature sets (LFS1, LFS2 and LFS3) and the hard voting
classifier. The WELFake workflow consists of four steps:

1) Apply TF-IDF and CV on entire data set, store the
results in P1 and P2, and decide the better WE based on
accuracy.

Fig. 3. Sequential workflow of WELFake model.

2) Apply CV (better performing method) on three well-
defined LFS and store the results in P3, P4, and P5.

3) Apply WE hard voting classifier on P3, P4, and P5, and
generate the prediction P6 as output.

4) Combine P1, P2, and P6 using the hard voting classifier
and generate the final prediction output.

Algorithm 1 explains the steps of the proposed WELFake
model organized in four phases, as explained in Fig. 2.

1) Data Set Preparation: This the WELFake data collection
in line 1 and data set preprocessing in line 2.

2) Feature Engineering: Extracts linguistic features of the
data set in line 3 and applies Pearson’s coefficient to
select the significant linguistic features in line 4. Line 5
creates an odd number of LFS to perform voting.

3) WE: (i.e., CV and TF-IDF) This applies on the entire
data set in lines 6 and 7. We select in line 8 the best
method to combine with the various LFS created in
line 5. Lines 9 and 10 combine the LFS with the best
WE method.

4) ML Model Tuning and Voting Classifier: We train in line
11 the data sets from line 5 on various ML classification
models and select the best results from each set. Line
12 applies the voting classifier on the results achieved on
the different LFS using the best ML classification model
and generates the hard voting output. Line 13 applies
again the hard voting classifier (line 12), CV (line 6), and
TF-IDF (line 7) and returns the final news classification
prediction.

VI. CNN AND BERT IMPLEMENTATIONS ON

WELFAKE DATA SET

This section describes the CNN and BERT implementation
on the WELFake data set. We performed a hyperparameter
tuning to improve their performance, summarized in Table VII.

A. CNN-Based Fake News Detection

After preprocessing the text as presented in Section IV-A2,
we pass it to our CNN implementation consisting of several
layers shown in Fig. 4.
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Algorithm 1: WELFake Fake News Detection Algorithm
Data: Kaggle, McIntire, Reuters, BuzzFeed
Result: WELFake Model for news classification
// Phase 1: data set preparation

1 WELFake_data set ← collection(Kaggle, McIntire, Reuters, BuzzFeed) // News collection
2 WELFake_data set ← preprocess(WELFake_data set) // Data set pre_processing
// Phase 2: feature engineering

3 L F ← extract(WELFake_data set) // Linguistic feature extraction
4 L F ← selection(LF) // Feature selection using Pearson’s correlation
5 L FS ← split(LF) // Split linguistic features in odd sets
// Phase 3: Word embedding

6 CV ← cv(WELFake_data set) // Apply CV technique on data set
7 T F I DF ← tfidf(WELFake_data set) // Apply TFIDF technique on data set
8 Best ← select(CV, TFIDF) // Select best embedding technique with data set
9 foreach L FSi ∈ L FS do

10 C L FSi ← combine(C L FSi , Best)

// Phase 4: ML model tuning and voting classifier
11 Model ← bestModel(SVM (CLFS), DT (CLFS), NB (CLFS), Bagging (CLFS), AdaBoost (CLFS), KNN (CLFS))

// Selection of best model for linguistic feature set
12 vote_hard ← votingClassifier(Model (C L FSi ));
13 return votingClassifier(TFIDF, CV, vote_hard)

Fig. 4. CNN text processing on WELFake data set.

1) Embedding Layer: This converts the input text into WE,
where every word in the vocabulary transforms into a high-
dimensional space vector for next layer execution. We used
the GloVe technique for the conversion of text into a vector.

2) Convolutional Layer: This layer the WE from the previ-
ous layer as input and specifies the number of Conv1D layers
and the kernel size k, representing the number of words in a
sentence during one filter slide. We used three Conv1D layers
having kernels of size two, three, and four with 32 filters
each (totalling 96 filters in the Conv1D layers). We obtained
32 feature maps from each kernel for further execution and
calculated the filter height as m − k + 1, where m is the
maximum sequence length in the data set.

3) Pooling Layer: The pooling layer reduces the number
of outputs generated at the previous layer. After applying a
global average pooling, the size of the vector is the same as
the number of filters. This layer also merges the converted
vectors of size f × x , where f is the number of filters and x
is the number of kernels.

4) Dense Layer: This layer takes the output from the
pooling layer and passes it on to two consecutive dense layers

Fig. 5. BERT text processing on WELFake data set.

for final prediction using a Sigmoid activation function with
values in the [0, 1] interval, which helps to assess the CNN
prediction confidence.

B. BERT-Based Fake News Detection

We performed fine-tuning of the pretrained BERT model
for fake news classification in several steps, shown in Fig. 5.

1) Data Preprocessing: performs the operations described
in Section IV-A2 on the raw text and adds a classification
[CLS] token at the start of the first sentence.
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TABLE VII

CNN AND BERT MODEL PARAMETERS

TABLE VIII

FAKE NEWS PREDICTION PARAMETERS

2) BERT Model Architecture: uses the BERTBASE model
with 12 encoder layers. Each encoder layer performs a self-
attention mechanism and passes the output to a feed-forward
network. The output of each layer is a vector of default
size 768. We applied at the 12th layer the [CLS] token to
store the useful information for classification.

3) Output Layer: reads the vector stored in the [CLS] token.
We used a Sigmoid activation function and implemented a NN
with five dense layers and three dropout layers to classify the
text news. The Sigmoid function produces the results in the
range of [0, 1], which identifies confidence classes such that
the class with a larger value wins the prediction.

VII. EXPERIMENTAL EVALUATION

We implemented WELFake in Python 3.6 on a Jupyter
notebook. We run the experiments on a computer equipped
with a ninth-generation i7 processor and 16 GB of memory.

A. Evaluation Metrics

We define four evaluation parameters, true-positive (TP),
true-negative (TN), false-positive (FP), and false-negative
(FN), based on the relation between the predictive news
classification and the actual one, displayed in Table VIII.
Based on these parameters, we evaluated the WELFake model
on four performance metrics.

1) Accuracy: This is the ratio between the number of correct
predictions and the total number of predictions

Accuracy = TP+ TN

TP+ TN+ FP+ FN
.

2) Precision: This measures the positive predicted value,
as the ratio between the number of correct positive predictions
to the total number of positive predictions

Precision = TP

TP+ FP
.

3) Recall: R measures the sensitivity of the model as the
ratio between the number of correct positive predictions to the
total number of correctly predicted results

Recall = TP

TP+ FN
.

4) F1-Score: F1 measures the testing accuracy of the model
as the harmonic mean of the precision and the recall

F1− score = 2

Recall−1 + Precision−1 .

B. Comparative ML Classification
We analyze the accuracy of the WELFake model on the six

ML classifiers in Table IX using four scenarios.
1) LFS: This classifies the news on the three LFS indi-

vidually using the six ML classifiers. The accuracy of all
three sets ranges between 77.3% and 85.6%. LFS1 gives
the best accuracy of 83.4% using Bagging and the worst
accuracy of 79.2% using NB. LFS2 produces the highest
accuracy of 84.2% using Bagging and the lowest accuracy
of 77.3% using NB. Similarly, LFS3 achieves the highest
85.6% accuracy using SVM and the lowest accuracy of 79.8%
using NB. Bagging and SVM performed the best among all
six ML classifiers followed by AdaBoost, DT, KNN, and NB.

2) WE: This applies CV and TF-IDF on the WELFake data
set and classifies the news to predict P1 and P2, as illustrated
in Fig. 3. We observed that CV achieved in general a better
accuracy than TF-IDF. CV performed the best on SVM with
a 95.61% accuracy, followed by Bagging, AdaBoost, NB, DT,
and KNN. TF-IDF achieved an accuracy of 95.12% using
Bagging, followed by SVM, AdaBoost, NB, KNN, and DT.

3) LFS-Enabled WE: This combines CV with the three
LFS to predict P3, P4, and P5 and applies voting classifier to
obtain P6. We achieved a maximum accuracy of up to 96.1%
using SVM and a minimum accuracy of up to 89.6% using
DT. Overall, SVM performed the best followed by Bagging,
AdaBoost, NB, KNN, and DT.

4) WELFake Prediction: This predicts the final classi-
fication output by applying voting classifier across the
LFS-enabled WE classification (P6), TF-IDF (P1) and CV (P2)
predictions. SVM achieved the maximum accuracy of 96.73%
followed by AdaBoost, Bagging, NB, KNN, and DT.

5) Comparison: Table X shows the performance among
several training and testing dataset splits and Table XI com-
pares the overall performance of the WELFake model in
terms of accuracy, precision, recall, and F1-score, introduced
in Section VII-A. From all six ML models, WELFake pro-
duces the best results using SVM with a maximum accuracy
of 96.73%, and a minimum accuracy of 89.92% using DT.
Similarly, SVM achieved the highest precision (94.6%), recall
(98.61%), and F-1 score (96.56%), while DT scored the lowest
precision (86.1%) and F1-score (89.24%). KNN achieved the
worst recall of 90.55% only. From these results, we conclude
that the proposed WELFake model achieved the best perfor-
mance on the WELFake data set (on all evaluation metrics)
using SVM followed by AdaBoost, Bagging, NB, KNN, and
DT.
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TABLE IX

ACCURACY ANALYSIS OF WELFAKE MODEL

TABLE X

WELFAKE ACCURACY ANALYSIS ON DIFFERENT TRAINING

AND TESTING DATA SETS

TABLE XI

EVALUATION RESULTS FOR DIFFERENT ML MODELS

C. Comparative Text Classification

Fig. 6 compares the accuracy and F1-score of the WELFake
model with the CNN and BERT state-of-the-art methods. The
WELFake model achieved a 96.73% accuracy, while CNN
and BERT achieved a maximum accuracy only up to 92.48%
and 93.79%, respectively. Similarly, WELFake also shows a
better F1-score compared to CNN and BERT due to its better
generalization. While Kaliyar et al. [36] achieved a 98.36%
accuracy using a deep NN on single data set, its accuracy
reduced to 92.48% on the WELFake data set. Similarly, BERT
is a pretrained model which works well with labeled data,
while its performance gets compromised in a generalized data
set where testing data are independent of the training data.
Finally, WELFake focuses on text writing pattern linguistic
features that extract the text structure and provide the syntax,
sentiment, grammatical, and readability evidence specific to
the text content, which explains the improved fake news
detection. Overall, WELFake achieved the highest accuracy
followed by BERT and CNN.

D. WELFake Generalization

We use different training and testing data sets to analyze
the generalization performance of the WELFake model. For
this purpose, we followed an adversarial approach that splits
the WELFake data set into four constituent subsets (i.e.,
BuzzFeed, Reuters, McIntire, and Kaggle). We generated
four experimental data sets that combine three of them as

Fig. 6. CNN, BERT, and WELFake performance comparison.

TABLE XII

WELFAKE GENERALIZATION ACCURACY

training data and keeps the fourth for testing, as presented
in Table XII.

1) Under-Fitting Data Set (3): This has the training data
set smaller than the testing data set, which overestimates the
results in over-constrained models.

2) Over-Fitting Data Set (4): This uses almost the entire
data set as part of training, which underestimates the results
in under-constrained models.

3) Balanced Data Set (1, 2): This splits the training and
testing data in acceptable ratios.

The evaluation results reveal that the WELFake model
accuracy remains high in all four scenarios, ranging between
96.03% to 96.84% with a very small standard deviation of 0.3.
It is possible because our proposed WELFake model handles
well the overfitting and underfitting data due to the multilevel
model training and data classification. These results, therefore,
validate the generalization of the proposed WELFake model.

E. Related Work Comparison

We compare our proposed WELFake model with three
related models, summarized in Table XIII.
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TABLE XIII

WELFAKE COMPARISON WITH RELATED METHODS

1) Ahmed et al. [48]: experimented with fake news detec-
tion on the Kaggle-EXT data set with 25 200 articles. They did
not use linguistic features and applied a linear SVM model on
TF-IDF with the highest 92% accuracy.

2) Shu et al. [49]: used linguistic features for fake news
detection on the BuzzFeed and Politifact data sets of only
240 and 182 articles. They separately used a linguistic feature
method with two features and implemented SVM on both data
sets with an accuracy of 87.8% for Politifact and 86.4% for
BuzzFeed.

3) Gravanis et al. [37]: used the UNBiased data set with
3404 articles with 2004 real news and 1400 fake ones and
achieved accuracy up to 95% using the SVM classifier. They
used 57 linguistic features with the Word2vec WE method.
They also compared their method on other data sets (i.e.,
Kaggle-EXT, BuzzFeed, Politifact, and McIntire) and achieved
an accuracy of up to 99.0%, 72.70%, 84.7%, and 81%,
respectively. They claimed of using a biased Kaggle-EXT
data set (in the year 2018) with real news from one source
only, which produced a constant performance regardless of the
number of features (i.e., up to 99% accuracy even by using a
single linguistic feature, such as a typo).

4) WELFake: applied on a larger data set with over
72 000 news achieved a higher accuracy of 96.73% compared
to the related methods. For a fair comparison, we separately
applied the WELFake model on the four smaller data sets
(i.e., Kaggle, McIntire, Reuters, Buzzfeed) too. Compared
to [37] (the better-proven method among [37], [48], [49]) on
the Buzzfeed and McIntire data sets, WELFake improved the
accuracy from 72.7% to 82.7%, respectively, from 81% to
91.78%.

VIII. CONCLUSIONS AND FUTURE WORK

We presented a new model called WELFake for text fake
news detection. For this purpose, we prepared a larger data
set called WELFake with over 72 000 news articles combining
four open-source data sets (i.e., Kaggle, McIntire, Reuters, and
BuzzFeed) to reduce their individual limitation and bias. After-
ward, we analyzed over 80 linguistic features from state-of-
the-art works and selected 20 significant ones to minimize the

computational complexity and increase the standard classifiers’
accuracy. We applied two WE-based methods (i.e., TF-IDF,
CV) over these linguistic features using six ML models (i.e.,
KNN, SVM, NB, DT, Bagging, and AdaBoost) and found
out that CV produces better overall accuracy than TF-IDF
with an SVM model. We, therefore, used CV over LFS and
classified the 20 features based on four categories: writing
pattern, readability index, psycho-linguistics, and quantity.

As the number of predictors that participate in the voting
classifier needs to be odd, we prepared three LFS by dis-
tributing the twenty selected features in a balanced manner
across these categories. Afterward, we embedded CV with
these LFS and applied all six ML models. We determined
the most accurate ML model and took its predicted results
from each WE-enabled LFS data set for voting classification.
We finally applied the result of this voting classifier to the
next level voting classification with the best model results of
TF-IDF and CV over LFS and obtained the final classification.
Experimental results show that the WELFake model produces
a high 96.73% accuracy on the WELFake data set. To further
analyze its advantage we compared it with two state-of-the-
art works and found out that it improves the overall accuracy
by 1.31% compared to BERT and 4.25% compared to CNN
models. The proposed WELFake model also improved the
accuracy by up to 10% on the McIntire and BuzzFeed data
sets [37]. We also analyzed the performance of different ML
models in terms of accuracy, precision, recall, and F1-score,
and found out that SVM produced the most accurate results.
Finally, our frequency-based model focused on analyzing
writing patterns outperformed predictive-based related works
implemented using the Word2vec WE method by up to 1.73%.

We plan to extend our work in the future with other
factors like knowledge graphs and user credibility for further
verification of the output generated by the WELFake model.
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