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Abstract—A concept of cloud radio access networks (C-RANs)
is becoming a popular solution to support the required commu-
nication quality for new emerging service in the future network
environment, i.e., more than 10 Gbps capacity, less than 1 ms
latency, and connectivity for numerous devices. In this paper, we
envision a C-RAN based on passive optical network (PON) exploit-
ing power over fiber (PoF), which achieves low installation and
operation costs since it is capable of providing communication ser-
vices without external power supply for large amount of remote
radio heads (RRHs). This network, however, needs to reduce the
optical transmission power of PoF due to the fiber fuse issue.
Additionally, the diversification of services, devices, and person-
ality indicates the need to improve user satisfaction, i.e., quality of
experience (QoE), based on the user’s perspective, which is dif-
ferent from previous approaches that aim to guarantee quality
of services (QoS). Therefore, we propose a QoE-guaranteed and
power-efficient network operation strategy. Our proposed opera-
tion is able to reduce the transmission power while satisfying the
QoE constraint by controlling both the schedule of RRH’s sleep
and optical transmission power of PoF. Furthermore, the effec-
tiveness of our proposed operation scheme is evaluated through
extensive computer simulations.

Index Terms—Cloud radio access network (C-RAN), QoE-
guaranteed and power-efficient network operation, quality of
experience (QoE), sleep scheduling.

I. INTRODUCTION

F UTURE mobile networks are required to support new
emerging services with a high network capacity, as well

as reduce communication latency and provide connectivity for
numerous devices, e.g., three-dimensional (3-D) video stream-
ing/meeting, augmented reality (AR), online big data mining,
real-time Internet of Things (IoT), and so forth [1]–[3]. A
network architecture utilizing super-dense small cell deploy-
ments and centralized resource management, i.e., cloud radio
access networks (C-RANs), have attracted much attention as
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a cornerstone to achieve the aforementioned requirements [4],
[5]. In this architecture, small cells are capable of provid-
ing high communication capacity between remote radio head
(RRH) and users, and a central office (CO) connects with RRHs
via high-speed fronthaul links and combines the managements
of users and RRHs in order to fulfill the required capacity and
latency [6], [7].

Although C-RAN is expected as a promising future mobile
architecture, it needs higher installation and operation costs
due to the following reasons: 1) since the amount of traffic
between the CO and RRHs is much higher in contrast with
the traditional RAN, high-speed links are required. However,
setting up private optical-fiber cables to each RRH indicates a
high installation cost and 2) provision of external power sup-
ply to all RRHs will involve high cost, especially in the case
of deployment in places lacking external power supply. To this
end, passive optical network (PON) exploiting power over fiber
(PoF) is recognized as the key enabling technology [8]–[10].
In PON with PoF, an optical splitter is used to enable a single
optical-fiber cable to serve multiple RRHs, and an optical line
terminal (OLT) that aggregates multiple RRHs supplies power
to RRHs through the optical-fiber cable.

However, we need to reduce the transmission power of OLT
for our envisioned network since supplying power above a cer-
tain level may cause the fiber fuse effect. To cope with this
issue, the recent investigations on PoF are trying to develop
fiber cables that are able to transmit optical signal with few
watts and to create RRHs that are operated with low power con-
sumption. In contrast to these works, this paper focuses on the
investigation of the power-efficient network operation in order
to tackle this issue. This approach is absolutely imperative since
the improvement of physical performance has limitations.

On the other hand, the emergence of various kinds of services
indicates the need to improve the overall performance from a
user’s perspective [11]. Indeed, network operators and service
providers are now switching their focus from network quality of
service (QoS) to user quality of experience (QoE). According to
many investigations accomplished by [12]–[14], the QoE value
has a slightly different method of measurement from QoS value
since QoE is determined by user context such as age, gender,
region, personality, and so forth [15], [16]. Consequently, it can
be said that a QoE-guaranteed network operation is essential for
our envisioned C-RAN [17], [18].
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Fig. 1. Architecture of our envisioned C-RAN based on PON exploiting PoF.

In this paper, we aim to demonstrate the QoE-guaranteed and
power-efficient network operation. First, we describe the math-
ematical model of our envisioned C-RAN such as an energy
harvesting model and a battery-powered model of RRHs. Then,
we show a correlation model between the communication
distance from RRH to user and QoE value, which is used for
our proposed network operation. Furthermore, we present a
joint control method of RRH sleep and transmission power of
OLTs to reduce the transmission power while guaranteeing the
individual QoE of users.

This paper is organized as follows. Section II describes
the system model of our considered C-RAN architecture. The
correlation between the QoE value and transmission distance
is elucidated in Section III. Our proposed QoE-guaranteed
and power-efficient network operation scheme is explained
in Section IV. We present the performance evaluation in
Section V. Finally, this paper is concluded in Section VI.

II. ENVISIONED C-RAN WITH POF

In this section, we introduce our envisioned C-RAN archi-
tecture and the roles of each network component. Furthermore,
we describe the system model of our envisioned C-RAN.

A. Overview

Our envisioned C-RAN is based on PON exploiting the PoF
technology as shown in Fig. 1. As shown in this figure, our
assumed network can be divided into three components, i.e., the
CO, the OLTs, and the RRHs. In the remainder of this section,
the roles of CO, OLT, and RRH are described.

Traditional RAN architecture utilizes the distributed resource
management. In this architecture, a base-band unit (BBU),
which is a function to manage the resource and interference, is
put on each base station. In contrast to this architecture, C-RAN
deploys BBUs in a CO in order to control numerous RRHs via
an “intelligent brain.” This architecture can effectively manage
the complex functions of numerous RRHs, e.g., multiple input
multiple output (MIMO), coordinated multipoint (CoMP), and
handover. In addition to wireless components, the CO controls

Fig. 2. PoF in our considered network.

the optical components in C-RAN. This means that the CO
decides the optical resource allocation and transmission power
of OLTs.

Our envisioned C-RAN utilizes the PON to construct a fron-
thaul network between OLTs and RRHs. Each OLT in our
envisioned network has two roles for the connected RRHs as
follows: 1) data communication between the OLT and RRHs
and 2) power supply to RRHs. For data transmission to mul-
tiple RRHs, we assume that wavelength division multiplexing
(WDM) is used for resource allocation. On the other hand, we
assume that RRHs transmit data to the OLT based on time
division multiplexing (TDM). For power supply to RRHs, we
assume the usage of PoF technology which is able to convert
optical signal to electrical power. Since PON has a feature of
broadcast from OLT to RRHs [19] and some RRHs receive data
which are not meant for them, the “unnecessary data” is con-
verted to electric power by PoF technology and used to power
its own operation. The OLT is, therefore, used by the CO to sup-
ply electric power to the RRHs by using the unnecessary data.

In the envisioned network, it is considered that numerous
RRHs are deployed. As shown in Fig. 2, each RRH is composed
of three modules, i.e., the optical network unit (ONU) module,
battery module, and antenna module. Furthermore, Fig. 2 illus-
trates how the ONU module of an RRH communicates with
the OLT. The optical fiber used for communication between
the OLT and the ONU module of the RRH is assumed to be a
multimode fiber having core diameter of 50 µm and clad diam-
eter of 125 µm [20]. In case of downlink communication, the
OLT receives data from the CO at its Rx component [21]. The
received data are converted into optical signal at laser diode
(LD), which is transmitted over the fiber to the ONU of RRHs.
The RRH, which receives necessary data, converts the opti-
cal signal into electric signal, which is transmitted to users via
antenna module. In case of receiving unnecessary data, the opti-
cal signal is converted into electrical power, which is stored
in battery module via Rx component. Here, the OLT informs
the accommodated RRHs of the address of transmission data
by sending the signal including the address information in
advance. The battery module continuously stores the converted
power and supplies the stored electricity to ONU and antenna
modules for their operation. Our supposed RRHs also have a
sleep function, which reduces power consumption of RRHs by
turning down some modules. However, the PD and Rx compo-
nents used to receive the transmitted signal from OLT, and the
battery module cannot enter in sleep state all times since they
are required to harvest electric power [22].
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B. System Model

Our supposed C-RAN consists of a single CO, |L| OLTs, and
|R| RRHs, where the set of OLTs and that of RRHs are defined
as L = {l1, l2, . . . , l|L|} and R = {r1, r2, . . . , r|R|}, respec-
tively. Since each OLT connects to multiple RRHs via PON,
we define Rlk = {rlk,1, rlk,2, . . . , rlk,|Rlk

|}, which denotes the
set of RRHs that connect to the OLT lk. Here, note that the
number of branches of the splitter in PON θ is decided as |Rlk |.
Additionally, the distance of the link from OLT lk to RRH rlk,i
is defined as dlkrlk,i

. In the PON with PoF, the optical trans-
mission signals from OLTs are attenuated because of the fiber
attenuation, the power branch at the splitter, and the loss of
photoelectric conversion. Supposed that Olk , ϕ(dlkrlk,i

), and ρ

are the transmission power of OLT lk, power loss factor due to
transmission distance, and conversion efficiency, respectively,
the received power of RRH rlk,i Orlk,i

can be expressed as

Orlk,i
=

ρϕ(dlkrlk,i
)Olk

θ
(1)

ϕ(dlkrlk,i
) = 10

(−d
lk
rlk,i

ϕ dB/10) (2)

where ϕ dB is the fiber attenuation in dB/km [23]. Furthermore,
since the Rx module of the RRHs converts the unnecessary
transmission signal to electric power and the battery mod-
ule stores the converted power, the harvested power of RRH
rlk,i Hrlk,i

can be expressed as

Hrlk,i
= Orlk,i

(1− ωrlk,i
) =

ρϕ(dlkrlk,i
)Olk

θ
(1− ωrlk,i

) (3)

where ωrlk,i
is the ratio of signal addressed to RRH rlk,i.

Let Urlk,i
= {urlk,i

1 , u
rlk,i

2 , . . . , u
rlk,i

|Urlk,i
|} be the set of users

to which the RRH rlk,i provides communication service, where
the set of total users is defined as U = {u1, u2, . . . , u|U |} and
each RRH has constraints such as the maximum number of
accommodated users M and maximum transmission range C.
Additionally, based on the set information Urlk,i

for all rlk,i,
we can derive the set of users that are virtually connected to the
OLT lk Ulk which is expressed as

Ulk = Urlk,1

⋃
Urlk,2

⋃
. . .

⋃
Urlk,|Rlk

| . (4)

Since each OLT allocates the orthogonal bandwidth to the con-
nected RRHs and the amount of bandwidth to each RRH is
decided based on the number of accommodated users of the
RRH, the allocated bandwidth for the RRH rlk,i Brlk,i

is calcu-
lated with the ratio of accommodated users of RRH rlk,i frlk,i

as follows:

Brlk,i
= Blkfrlk,i

= Blk

|Urlk,i
|

|Ulk |
(5)

where Blk denotes the total bandwidth assigned to the downlink
of OLT lk in our envisioned PON.

In the envisioned C-RAN, each RRH stores the harvested
energy to the battery module, and the energy is consumed in
its own operation. Additionally, since the power consumption

of RRHs in sleep state E sleep is smaller than that in active state
E active, some RRHs enter in sleep state if the energy in their
battery is below a certain level. Let qrlk,i

be the resource uti-
lization of the link between OLT lk and the RRH rlk,i. While
the RRH rlk,i in active state receives the signal addressed to it
with the ratio wrlk,i

= qrlk,i
frlk,i

, the OLT would never trans-
mit signal addressed to the RRH in sleep state (i.e., wrlk,i

= 0).

Therefore, the harvested power in sleep state H sleep
rlk,i and that in

active state H active
rlk,i

can be expressed as

H sleep
rlk,i

= Orlk,i
(6)

H active
rlk,i

= Orlk,i
(1− qrlk,i

frlk,i
). (7)

Supposed that the time is divided into multiple time slots with
length τ and the state of each RRH is decided at each time slot,
the amount of battery of RRH rlk,i in sleep state at the end of
time slot t T sleep

rlk,i (t) and that in active state T active
rlk,i

(t) can be
expressed as

T sleep
rlk,i

(t) = Trlk,i
(t− 1) + (H sleep

rlk,i
− E sleep)τ

T active
rlk,i

(t) = Trlk,i
(t− 1) + (H active

rlk,i
− E active)τ (8)

where Trlk,i
(t− 1) denotes the amount of battery of RRH

rlk,i at previous time slot t− 1. Additionally, since only RRHs
that are able to operate during a time slot can be chosen as
active RRHs, we decide whether to let the RRH rlk,i enter
in active state at time slot t or not, based on the following
condition:

Trlk,i
(t) + (H

active
rlk,i

− E active)τ > 0 (9)

where H
active
rlk,i

is the maximum harvested power of RRH rlk,i,
which is decided based on the maximum transmission power of
OLT lk, Olk .

C. RRHs Deployment

This section presents our considered strategy to distribute
RRHs in the service area. In the conventional strategy, the
RRHs connected to the same OLT are distributed to a nearby
area due to the simplicity of resource and interference man-
agement. However, this results in higher transmission power
of OLTs when the traffic (or user) concentrates in a specific
area. Consequently, we introduce a scattered strategy that dis-
tributes RRHs connected to the same OLT to a distinct (or
distant) area. In the envisioned network, this approach can be
realized because all RRHs are virtually managed by the CO
without consideration of the connected OLTs.

Fig. 3 shows an example of the scattered deployment strat-
egy. A service area A is defined as a square which has
dimensions of γ meters wide and deep. Additionally, area A
is divided into |Rl| subareas since we choose an RRH from
each OLT lk and distribute the chosen RRHs to the subareas.
In other words, each subarea has |L| RRHs that connect to the
different OLTs. For simplicity, supposed that g =

√|Rl| is an
integral number, each subarea ai becomes a square which has
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Fig. 3. Our considered RRH deployment.

dimensions of γ/g meters wide and deep. Therefore, by using
a g × g matrix, A can be expressed as

A =

⎡
⎢⎢⎢⎣

a1 a2 a3 . . . ag

ag+1 ag+2 ag+3 . . . a2g

...
. . .

ag2−g+1 ag2−g+2 ag2−g+3 . . . a|Rl|

⎤
⎥⎥⎥⎦ . (10)

Furthermore, the subarea ai is also divided into |L| cells to
which |L| RRHs that are chosen from each Rlk are distributed.
Here, supposed that s =

√|L| is an integral number, each cell
becomes a square which has dimensions of γ/g/s meters wide
and deep. In the scattered deployment, since we choose RRHs
rlk,i for the kth cell in subarea ai, the s× s matrix, ai, that
indicates the location of RRHs, can be expressed as

ai =

⎡
⎢⎢⎢⎣

rl1,i rl2,i rl3,i . . . rls,i
rls+1,i rls+2,i rls+3,i . . . rl2s,i

...
. . .

rls2−s+1,i
rls2−s+2,i

rls2−s+3,i
. . . rl|L|,i

⎤
⎥⎥⎥⎦ . (11)

Supposed that the RRHs are distributed to the middle of each
cell, the distance between neighbor RRHs, e.g., the distance
between rl1,i and rl2,i, is given as γ/g/s.

III. CORRELATION BETWEEN TRANSMISSION DISTANCE

AND QOE VALUE

This section presents the impact of distance between RRH
and user on the QoE value in voice over IP (VoIP) ser-
vices. Some mathematical expressions and numerical results
are presented to show the correlation.

While the QoE value is defined as a function of multiple
influence factors including some QoS factors [24], [25], we
focus on packet loss in order to derive the fundamental cor-
relation in VoIP services. According to the investigation made
in [26], the correlation between QoE value Q and packet loss
probability P (d) is modeled by the exponential function as

Q = αe−δP (d) + β (12)

where α, β, and δ denote the parameters of the function that
are retrieved by means of nonlinear regression. Additionally, in

Fig. 4. Correlation between QoE value and transmission distance.

order to model the QoE in different network and user environ-
ments, we need to derive the appropriate values of α, β, and δ
by using the observational data in the actual environment. The
investigation made in [24] has conducted an experiment to mea-
sure the mean opinion scores (MOS) with different packet loss
probabilities in the actual situation. According to this paper, the
exponential interdependency of QoE value Q and packet loss
probability P (d) are given as

Q = 3.01e−4.473P (d) + 1.065. (13)

On the other hand, it is well known that the packet loss prob-
ability increases with higher transmission distance because of
the channel fading due to the path loss [27], [28]. According
to (19) described in [28], in the data transmission without
retransmission control, the packet loss probability function
P (d) is expressed with transmission range of RRH C, distance
from RRH to users d, and a positive integer value for fading
parameter m as

P (d) =
(d2m)m

Γ(m)

∫ 1/C2

0

zm−1e−d2mzdz. (14)

We redefine the original function of m described in (20) in [28]
with the continuous value of d as

m = λμ/d − σ. (15)

Note that λ, μ, and σ denote the parameters that are set to model
the exact communication environment.

Fig. 4 shows the QoE value with different transmission dis-
tances from RRH to user. This result is calculated based on
(13)–(15) and the parameters are set as follows: C = 150 m,
λ = 1.5, μ = 150, and σ = 0.5. As shown in Fig. 4, the QoE
value is approximately the same value when the transmission
distance is below 50 m. From 50 m, it exponentially decreases
with the increase of the transmission distance. It is obviously
understood that network operators can guarantee the QoE value
by connecting RRHs to the users whose distance is less than
a distance threshold. In other words, the distance threshold
decides the associated users for each RRH to guarantee their
QoE values. For instance, in the case of Fig. 4, the distance
threshold of RRHs is set to 50 m if the guaranteed QoE value is
set to 4 by network operators.
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Procedure 1. QoE-guaranteed and power-efficient network
operation

1: Given: guaranteed QoE value, |Q|, transmission range, C
2: /* Decide distance threshold by analyzing the fitting func-

tion of Q in area A */
Run Distance Threshold Decision Function,
Ψ← DTDF(|Q|, C)

3: /* Control the sleep of RRHs and the transmission power of
OLTs */
Run Sleep and Power Control Function, SPCF(Ψ)

Function 1. DTDF (|Q|, C)

1: Derive the parameters, α, β, and δ, in (12) based on mea-
surement data of users

2: Decide distance threshold, Ψ, based on the fitting function
of Q and guaranteed QoE value, |Q|

3: return Ψ

IV. PROPOSED QOE-GUARANTEED AND

POWER-EFFICIENT NETWORK OPERATION

In this section, we describe the proposed network operation
scheme for our envisioned C-RAN. Our scheme aims to mini-
mize the transmission power of each OLT while guaranteeing
QoE values of individuals.

Procedure 1 shows our proposed QoE-guaranteed and power-
efficient network operation. The CO executes this procedure
at each time slot t. In this scheme, the guaranteed QoE value
|Q| and transmission range of RRHs C are previously set by
the network operator. Also, this operation is classified into two
functions, i.e., the distance threshold decision function (DTDF)
and the sleep and power control function (SPCF). While DTDF
decides the distance threshold for guaranteeing the required
QoE value, SPCF jointly controls the state of RRHs, i.e., either
sleep or active state, and the transmission power of OLTs based
on the distance threshold.

First, the CO executes DTDF (|Q|, C). Since the QoE value
depends on user context, region, and time, we need to derive the
adequate function of QoE in real-time based on (12). Therefore,
the CO first estimates the appropriate parameters α, β, and δ by
using the least-square technique [29], [30]. Here, the CO uses
a large number of measurement data of users who are in the
focused area and the data are observed and stored into the CO
beforehand. Afterwards, the CO can construct the relationship
between the QoE value and transmission distance from RRHs
to users based on the transmission range C, and the derived
function of QoE. By using the derived relationship and the guar-
anteed QoE value |Q|, the CO decides the distance threshold Ψ,
in which the QoE value of users can be guaranteed.

Then, the CO executes SPCF(Ψ) by using the derived Ψ.
First, the CO constructs a set of candidate RRHs Ṙ, which will
enter active state. Here, the RRHs that satisfy the aforemen-
tioned condition (9) are chosen as the candidates. On the other
hand, since the other RRHs, i.e., RRHs in R− Ṙ, do not have
enough power for the operation until the next time slot (t+ 1),

Function 2. SPCF(Ψ)

1: Construct a set of candidate RRHs, Ṙ
2: let RRHs in R− Ṙ enter sleep state
3: while Ṙ �= ∅ and U �= ∅ do
4: Choose r′lk,i which has maximum amount of power

5: Ṙ← Ṙ− {r′lk,i}
6: Construct a set of candidate users for r′lk,i, U̇r′lk,i

7: while U̇r′lk,i
�= ∅ and |Ur′lk,i

| < M do

8: Choose ur′lk,i
who has minimum distance to r′lk,i

9: U̇r′lk,i
← U̇r′lk,i

− {ur′lk,i
}

10: Ur′lk,i
← Ur′lk,i

+ {ur′lk,i
}

11: end while
12: if |Ur′lk,i

| > 0 then

13: let r′lk,i enter active state
14: U ← U − Ur′lk,i

15: else
16: let r′lk,i enter sleep state
17: end if
18: end while
19: let RRHs in Ṙ enter sleep state
20: while k < |L| do
21: Decide transmission power of lk, Olk , according to (16)
22: k ← k + 1
23: end while

the CO lets these RRHs enter sleep state. Then, it will continue
to decide the state of candidate RRHs until it finishes the state
decision for all candidates or user association to the RRHs for
all users.

In deciding the state of RRHs, the CO first chooses the RRH
r′lk,i, which has the maximum amount of power from the set of

candidates Ṙ and then removes r′lk,i from Ṙ. After this, the CO

constructs a set of candidate users U̇r′lk,i
, in which users satisfy

the distance threshold Ψ, i.e., transmission distance between
users and RRH r′lk,i is shorter than Ψ. Then, the CO continues
to decide the users accommodated by RRH r′lk,i until the set
of candidates becomes empty or the number of accommodated
users reaches the maximum value M . In selecting the users to
be accommodated, the CO chooses the user ur′lk,i

in order of
increasing distance from the closest user. Then, the CO removes
ur′lk,i

from the set of candidate users U̇r′lk,i
and adds ur′lk,i

to
the set of accommodated users Ur′lk,i

. After finishing the user

selection, the CO decides the state of RRH r′lk,i. The CO should
let RRH r′lk,i enter active state if RRH r′lk,i accommodates at
least one user, i.e., |Ur′lk,i

| > 0. On the other hand, if there is no

users accommodated by RRH r′lk,i, the CO lets RRH r′lk,i enter
sleep state. Then, once the CO finishes the user association pro-
cess, it lets the rest of the candidate RRHs in Ṙ enter sleep state.
Finally, the CO decides the transmission power of OLT lk Olk ,
which is expressed with the maximum value of the required
transmission power for the connected RRHs O

rlk,i

lk
as follows:

Olk = max
rlk,i∈Rlk

O
rlk,i

lk
(16)
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TABLE I
EVALUATION SETTINGS

where the value of O
rlk,i

lk
in case of sleep state can be calculated

with the margin of battery ε as

O
rlk,i

lk
=

θ

ρϕ(dlkrlk,i)

(
ε− Trlk,i

(t)

τ
+ E sleep

)
(17)

and the value of O
rlk,i

lk
in case of active state can be decided as

O
rlk,i

lk
=

θ

ρϕ(dlkrlk,i)(1− qrlk,i
frlk,i

)

·
(
ε− Trlk,i

(t)

τ
+ E active

)
. (18)

V. PERFORMANCE EVALUATION

In this section, we confirm the effectiveness of our pro-
posed QoE-guaranteed and power-efficient network operation
in our envisioned C-RAN in comparison with the conven-
tional scheme, by using extensive simulations. Furthermore, we
evaluate the performance of the proposed scheme in different
scenarios, i.e., different user densities and different margins of
battery.

A. Parameter Settings

Table I describes the settings of our simulations. The simula-
tions are executed for 100 s, which is divided into ten time slots.
In these simulations, a service area is defined as a square which
has dimensions of 450 m wide and deep. Users are evenly dis-
tributed into this area. As a system configuration, we consider
that there exist a single CO and nine OLTs, which are located in
the middle of this area. Additionally, since each OLT connects
to 4 RRHs, there exist 36 RRHs. The power consumption of
each RRH in active state and that in sleep state are set to 1.5 W
[20] and 0.7 W [31], respectively. Additionally, we assume that
each RRH stores 30 J in its battery at time slot t = 0. As a PoF
model, the maximum transmission power of each OLT, con-
version efficiency, fiber attenuation, and resource utilization of
the communication from an OLT to any RRHs, are set to 8 W,
0.6, 0.25 db/km, and 1%, respectively [23], [32]. Furthermore,
the transmission range of each RRH and maximum number of

TABLE II
RELATION BETWEEN QOE LEVEL AND DISTANCE THRESHOLD IN THE

SIMULATION ENVIRONMENTS

accommodated users are set to 150 m and 15, respectively. As
a fading model, λ, μ, and σ are set to 1.5, 150, and 0.5, respec-
tively. To model the relation between QoE value and packet loss
probability, the following equation is used in the simulations:

Q = 4.05e−8.473P (d) + 0.965. (19)

B. Performance Comparison

In order to verify the effectiveness of our proposed net-
work operation, we compare the performance between it and
the conventional scheme. While our proposed scheme changes
distance threshold based on the guaranteed QoE level, the con-
ventional scheme uses a constant distance threshold (i.e., 70 m).
In this simulation, we evaluate the performance by changing
the guaranteed QoE level from 1 to 5. The adequate distance
threshold to guarantee the certain QoE level is listed as shown in
Table II. Additionally, the total number of users and the margin
of battery are set to 100 and 2 J, respectively.

Fig. 5(a) demonstrates the cumulative sum of average trans-
mission power of OLTs in different QoE settings. The average
transmission power of OLTs in the conventional scheme does
not change according to QoE level and is the same as the
proposed scheme in |Q| = 3. In contrast to this, the proposed
scheme reduces the average transmission power of OLTs when
the guaranteed QoE level is lower than 3. Although higher
transmission power is required in the case that the guaranteed
QoE level is higher than 3, the difference is small compared to
the case of 1 and 2 because the transmission power increases
logarithmically with the increase of QoE level. Therefore, the
transmission power in the proposed scheme is lower than the
conventional scheme.

Fig. 5(b) shows the cumulative sum of users satisfying the
QoE levels. As shown in this figure, the proposed scheme can
guarantee the QoE level of much more users compared with the
conventional scheme. This is why, in case of higher guaranteed
QoE level, the conventional scheme accommodates the users
that are distant from the adequate distance threshold although it
cannot guarantee the QoE level of such users. Additionally, in
case of lower guaranteed QoE level, the conventional scheme
accommodates only users that are within 70 m although it can
accommodate more distant users while satisfying their QoE
value. Since a lot of RRHs unnecessarily enter in active state
at a time slot and the number of RRHs that can enter in active
state will not be enough at the next time slot, the number
of users satisfying QoE value in the conventional scheme is
lower than that in the proposed scheme. Indeed, the proposed
scheme associates much more 55 users while satisfying their
QoE value.

Fig. 5(c) shows the cumulative sum of guaranteed users and
power efficiency (GUPE) in different QoE environments. Since
GUPE denotes how many users can be guaranteed by 1-W
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Fig. 5. Performance comparison in different QoE environments.

transmission power, the value of GUPE η can be expressed with
the number of users satisfying QoE |U guaranteed|, and the average
transmission power of OLTs 〈O〉 as

η =
|U guaranteed|
〈O〉 . (20)

From Fig. 5(c), it is clear that our proposed scheme achieves
higher GUPE in all QoE settings. The improvement of GUPE
rises with increase in the guaranteed QoE level and improve-
ment is 73.7% when the QoE level is 5. This means that the
proposed scheme can effectively guarantee QoE level even
when users request higher QoE level.

Fig. 6. Performance evaluation in different user densities.

C. Impact of User Density on the Performance of the Proposal

Here, we investigate the performance of our proposed
scheme in different user densities. In this simulation, we change
the number of users from 50 to 300 in 50 increments. Also,
we set three different QoE levels, i.e., |Q| = 2, |Q| = 3, and
|Q| = 4, where (19) is used as a QoE function. Additionally,
the margin of battery is set to 2 J.

Fig. 6(a) shows the average transmission power of OLTs
in different user densities. It is shown that the transmission
power logarithmically rises and that there is an upper limita-
tion of transmission power. This phenomenon happens for the
following reasons. Since the number of accommodated users
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Fig. 7. Performance evaluation when the margin of battery changes.

is limited, the number of RRHs that should enter in active
state increases with the increase in user density. Therefore, each
OLT needs to increase its transmission power in order to give
enough power to the RRHs whose amount of battery is low. On
the other hand, since we set a lower bound of battery, which
decides whether RRH can enter in active state, the transmission
power is limited. Therefore, the transmission power drasti-
cally increases when the node density is low and the growth
of transmission power is gradual with the increase in user
density.

Fig. 6(b) demonstrates the ratio of users satisfying QoE level
in different user densities in a setting equal to that of Fig. 6(a).

In all cases, the ratio of users satisfying QoE degrades with the
increase in user density. This is because, although the number of
RRHs in active state should increase to guarantee the QoE level
in case of higher user density, some users cannot be accommo-
dated by RRHs since the number of accommodated users and
the number of RRHs that can enter in active state at each time
slot are limited.

Fig. 6(c) depicts the changes of GUPE in different user den-
sities. As shown in this figure, the increasing rate in low QoE
level setting (e.g., |Q| = 2) is higher than that in high QoE
level setting (e.g., |Q| = 4). This indicates that, in case of high
user density, the higher we set QoE, the more difficult it is to
guarantee QoE level and achieve high power-efficiency.

D. Impact of Margin of Battery on the Performance of the
Proposal

This section demonstrates the impact of operation parameter
ε, which indicates the margin of battery, on the performance of
our proposed scheme. In this simulation, we change the value
of ε from 0 to 10 in 1 increment. Additionally, (19) is used as
QoE function and the number of users is set to 100.

As shown in Fig. 7(a), the average transmission power of
OLTs can be increased by setting a higher margin of battery.
This is because this parameter denotes the amount of battery
in an RRH that has minimum amount of battery at next time
slot and the transmission power of OLTs is decided based on
its amount of battery. On the other hand, the ratio of users sat-
isfying QoE level gradually increases with the increase in the
margin of battery, as shown in Fig. 7(b). This is caused by
the increase of average transmission power. Therefore, the pro-
posed scheme can control the transmission power of OLTs and
ratio of guaranteed users by changing the margin of battery.
Fig. 7(c) demonstrates GUPE in different margins of battery.
From this figure, it is clear that there exists an optimal point
for maximizing GUPE and the point depends on the QoE level,
e.g., ε = 0 when |Q| = 2, ε = 1 when |Q| = 3, and ε = 6
when |Q| = 4. Consequently, we can conclude that the pro-
posed scheme can effectively guarantee the QoE level by setting
the optimal value of ε.

VI. CONCLUSION

In this paper, we addressed the challenge of QoE-guaranteed
and power-efficient network operation for C-RAN based on
PON exploiting PoF. To address this challenge, we derived a
mathematical model to evaluate the performance of our envi-
sioned C-RAN. Additionally, we constructed a novel frame-
work to evaluate the correlation between the QoE value and
transmission distance from RRH to user. This model showed
the existence of the distance threshold, in which a certain QoE
value of users can be guaranteed. Based on the distance thresh-
old, we proposed an adequate network operation scheme. Our
proposed scheme jointly controls the sleep scheduling of RRHs
and the transmission power of OLTs to reduce the transmission
power while satisfying the QoE value. Extensive simulations
demonstrated the effectiveness of our proposed scheme.
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