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Abstract—The focus of this study is a joint analysis of the
stability of formation control and the capacity of wireless
communications between agents moving in a formation.
The main results derived in this study show a connection
between the second moment stability/convergence of for-
mation control and the expected capacity of the data com-
munications for multiagent systems in which the collective
behavior of the multiple agents is dominated by formation
control with random errors. More specifically, by develop-
ing a joint control-communication framework for the perfor-
mance analysis, we investigate whether random errors in
the formation control have a destructive influence on the
data communications between agents. We prove that the
expected capacity of the multiagent data communication
link has a nonvanishing lower bound that can be evaluated
through second moment performance analysis. The results
from simulations indicate that the theoretical analysis pro-
vides reasonable lower bounds for different system param-
eters.

Index Terms—Communication capacity, formation con-
trol, multiagent systems, stability.

I. INTRODUCTION

MULTIAGENT systems, such as multiple unmanned
aerial vehicles (UAVs) and mobile robots [1], require

high-quality interagent control and communication to achieve
global objectives through local coordination and collabora-
tion [1]–[10]. The capability of a multiagent system is far
beyond that of a single agent, and multiagent systems have great
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advantages in many aspects, such as system cost, efficiency,
robustness, and scalability [9], [10].

Research on multiagent systems has attracted significant at-
tention in the control field over the past several decades [1]–
[8], [12]–[16], [56] while recent years have witnessed a rapidly
increasing interest in the field of communication, especially in
the research of multi-UAV communications [9], [10], [17]–[22].
On the one hand, a variety of studies has focused on cooper-
ative control problems for multiagent systems, including the
cooperative control of formations (i.e., formation control) [1]–
[5], [12]–[16], [56]. Formation control of agents is thought to be
the key technology for many collaborative missions in multi-
UAV, multirobot, and multisatellite systems [1], [2]. On the
other hand, research efforts in the communication community
have identified that one of the most critical design issues in
multiagent systems is interagent communication, which faces
many challenges, as these systems have to provide reliable
communications between agents to transmit the traffic data of
their missions, e.g., sensor, video, and communication-relaying
data, with the multi-UAV system being a typical example [9],
[10], [19]. Hence, great efforts have been made to address the de-
sign and implementation problems associated with multi-UAV
communications [17], [19], [20] and analyze the performance
of multi-UAV communications from the perspective of the er-
godic capacity, outage performance, and diversity-multiplexing
tradeoff [21], [22].

In addition to the two separate lines of control and commu-
nication studies, it is also crucial to understand the fundamental
connections between the control and communication mecha-
nisms of multiagent systems since they are closely related [2],
[23]–[27]. The design of multiagent control laws under imper-
fect communication conditions, such as noise, a time-varying
topology, delay, and channel uncertainty, is known for its practi-
cal significance [2], [24]–[27]. Effective control for multiagent
coordination needs to be designed to ensure that the network
connectivity is reliable [18]. You and Xie [27] considered the
minimum data rates for stabilization and consensusability of
multiagent systems. Besides, communication-aware control can
facilitate networking cooperation and increase autonomy for
multiagent systems [28]. It is generally difficult to carry out
control and communication research jointly [29], as there is
traditionally a gap between the theoretical frameworks of the
two fields. That is, the modeling, analysis, and design in most
control studies rely on the system dynamics [56], [58], [60],
but apart from some algorithms (such as the power control
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algorithm [30]), few system models in communication research
use the system dynamics. Regarding formation-control multia-
gent systems, the joint research can take advantage of the col-
lective behavior of agents. More specifically, these systems are
self-organized, having a specific collective behavior [17], [28]
governed by the formation-control dynamics that can determine
the distance between every pair of agents and thus affect the
performance of interagent communication. An important feature
of this kind of collective behavior is that every individual agent’s
action is dominated by the states of other (neighboring) agents,
where the state information of one agent can spread to others
by means of measurement and communication, both of which
are unavoidably subject to random errors [2], [48], [49]. These
errors can easily affect the collective behavior of the formation
control of multiagent systems, implying that these systems are
prone to influence by random errors.

Therefore, in this study, we consider formation-control mul-
tiagent systems and jointly analyze the stability and capacity
performance under the assumption that the formation control is
corrupted by random errors. The motivations of our work are
fourfold. First, capacity is a fundamental metric of communica-
tion systems, indicating the theoretical limit of the data rate at
which information can be reliably transmitted over a wireless
channel [57], [59]. The communication capacity between two
autonomous agents (UAVs) with random trajectories was inves-
tigated in [21]. It is clear that agents can move either randomly
or in organized formations [1]–[8], [12]–[16]. The study in [21]
is important, but the result is not applicable to formation-control
multiagent systems in which agents do not move along random
trajectories. Second, analyzing the communication capacity of
multiagent systems with formation control requires properly
modeling the positions of the agents. The modeling here is
difficult with communication-theoretic methods, and few results
are available. Third, how random errors in formation control
affect the communication performance of a multiagent system
is unclear. A basic question is whether it is possible to maintain
reliable communication in multiagent systems when the forma-
tion control is corrupted by errors. Fourth, there is a growing
concern for the communication problems in the research on
formation-control multiagent systems [2], [24], [25], but the
capacity performance has not been considered.

The main contributions and novelty of this article can be
summarized as follows.

1) We develop an analytical framework to jointly investigate
the formation-control stability and communication capac-
ity performance of multiagent systems. The framework
constructs the formation-control dynamics of multiagent
systems based on stochastic differential equations, and
then evaluates the expected capacity of data commu-
nication links via second moment performance analy-
sis incorporating average-consensus analytical methods
(see Theor. 1). Thus, the framework attempts to reveal
a connection between the control and communication
performance for multiagent systems.

2) We prove that with respect to multiagent systems, the
expected capacity of the data communication link can
have a nonvanishing lower bound (see Theor. 2–4),
although random errors easily corrupt the formation

control and their accumulation leads to a divergence of
the mean square of the relative center of state (see Remark
2). Because the lower bound is explicitly expressed, we
can easily use its expression in the analysis and design of
communication technologies for multiagent systems.

It is worth noting that many pioneering works [31]–[42]
have derived important results on the performance limitations
and tradeoffs of feedback control and networked control sys-
tems under certain communication conditions (constraints) by
integrating control and information theories. Elia [31], Mar-
tins, and Dahleh [32] conducted remarkable studies on the
fundamental performance limitations of feedback control sys-
tems via information-theoretic interpretations and extensions of
Bode’s integral. In the celebrated paper [33], Tatikonda and
Mitter examined the observability and stabilizability of net-
worked control systems under communication constraints by
unveiling the connection between control and the traditional
information-theoretic problems of source coding and channel
coding. The study [34] of Nair and Evans was influential, which
investigated the minimum data rate required to stabilize the
control system (i.e., the data-rate theorem [35], [36]) using
information-theoretic tools. In recent years, more progress on
performance tradeoffs such as rate-performance and rate-cost
tradeoffs has been made [41], [42]. We refer to the work [55] of
Fang et al for an overview of the related issues. The important
distinction between our work and previous studies is that we
analyze the communication performance under the formation-
control condition for multiagent systems, using an analytical
framework different from those in the studies [31]–[42], and
attempt to derive results useful to the development of commu-
nication and networking technologies for multiagent systems
(e.g., multi-UAV and mobile robots systems [9]–[11]).

Notations. Let R and C denote the real and complex fields,
respectively. The real part of a complex number a ∈ C is de-
noted by re(a). Vectors are set in boldface lowercase letters,
and matrices in boldface capital letters. We write aij for the
entry in the ith row and jth column of the matrix A, and bi
for the ith entry of the vector b. The zero-mean real Gaussian
distribution with variance σ2 is denoted byN (0, σ2). E[·] stands
for the expectation operator. Let diag(A1, . . . ,Ak) denote a
block diagonal matrix with matrices Ai, 1 ≤ i ≤ k, being its
diagonal elements, and tr(·) be the trace of a square matrix. The
superscripts T andH are the transpose and conjugate transpose,
respectively. Let Im be the m×m identity matrix and Om

be the m×m zero matrix. We use 1n ∈ Rn and 0n ∈ Rn to
denote the all-one and all-zero vectors, respectively. Denote by
⊗ the Kronecker product. We write f(t) = O(g(t)) if positive
constants c and t0 exist such that |f(t)| ≤ cg(t) for all t ≥ t0,
where g(t) is strictly positive.

II. MODELS, DEFINITIONS, AND LEMMAS

A. Formation-Control Multiagent Model

Consider a group of n agents moving in an m-dimensional
Euclidean space with the double-integrator dynamics

ṗi(t) = vi(t), v̇i(t) = ui(t) (1)
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where pi ∈ Rm denotes the position of agent i, vi ∈ Rm is
its velocity, ui ∈ Rm is the control input to agent i, and i ∈
{1, . . . , n}. Suppose thatui is a formation-control law expressed
by [3], [44]

ui(t) = −α (vi(t)− v∗)−
n∑
j=1

gij (βΔvij(t) + Δpij(t))

(2)

where α ∈ R and β ∈ R are positive constants, v∗ ∈ Rm

is the desired velocity, and δi ∈ Rm is a constant vec-
tor with all δi together determining what formation shape
the multiagent system will achieve. gij denotes the inter-
action between two distinct agents i and j, i.e., gij = 1 if
they are connected and gij = 0 otherwise, whereas gii = 0
for all i ∈ {1, . . . , n}. Δvij(t) = vi(t)− vj(t) + ηi,j,v de-
notes the difference between the velocities of agents i and
j estimated by agent i via measurement/communication, and
Δpij(t) = (pi(t)− δi)− (pj(t)− δj) + ηi,j,p denotes the
estimated difference between the positions of agents i and j,
where ηi,j,v and ηi,j,p are the normal distributed random errors
(white noise) caused by measurement/communication for which
the assumption of a normal distribution has been widely used in
the relevant literature [2], [24], [46]. Note that the control law
(2) is closely related to the multiagent consensus problem [45],
allowing the system (1) to achieve the desired formation and
velocity. The law (2) is a typical displacement-based control
law [3], where the survey [3] categorizes the formation con-
trol into position-, displacement-, and distance-based schemes,
among which the displacement-based one is moderate in terms
of the system requirements.

We specify the interaction topology of the multiagent systems
as follows [3]. LetV = {1, . . . , n}be a set ofn agents with i ∈ V
representing agent i. A graph G = (V, E) is employed to model
the interaction between the agents, where G is an undirected
graph and E ∈ V × V is the edge set of paired agents. An edge
(j, i) ∈ E implies that agent i is connected to agent j, i.e., gij =
1. For the graph G, the adjacency matrix and Laplacian matrix
are defined as A = [gij ] and L = [lij ], respectively, where lii =∑
j �=i gij and lij = −gij for i �= j.
Assumption 1: Let λ1, . . . , λn be the eigenvalues of L,

where λi denotes the ith smallest eigenvalue. λ1 ≡ 0 since
L1n = 0n, and λ2 is the second smallest eigenvalue, known
as the algebraic connectivity, which is a measure of the global
connectivity for graph G [50]. We assume that λ2 > 0 such that
G is a connected graph.

By defining ri(t) := pi(t)− δi − v∗t and vi(t) := vi(t)−
v∗, the system (1) can be rewritten as ṙi(t) = vi(t) and v̇i(t) =
ui(t), respectively. Without loss of generality, we assume
thatwi,j(t) := βηi,j,v + ηi,j,p = [wi,j,1(t), . . . , wi,j,m(t)]T ∈
Rm, with wi,j,k(t) having the following properties.

1) Independence: t1 �= t2 ⇒ wi,j,k(t1) and wi,j,k(t2)
are independent. i1 �= i2 or j1 �= j2 or k1 �= k2 ⇒
wi1,j1,k1(t) and wi2,j2,k2(t) are independent.

2) Stationarity: {wi,j,k(t)} is stationary, i.e., the joint dis-
tribution of {wi,j,k(t1 + t), . . . , wi,j,k(tn + t)} does not
depend on t.

3) For all t, wi,j,k(t) is normally distributed with every i, j,
and k, i.e.,wi,j,k(t) ∼ N (0, σ2), such that E[wi,j,k(t)] =
0 and E[w2

i,j,k(t)] = σ2.
We then express the above relations in matrix notation as

ẋi(t) = Axi(t) +Bũi(t) (3)

ũi(t) =

n∑
j=1

[gijK(xi(t)− xj(t) +wi,j(t))] (4)

where xi(t) = [ ri(t)
vi(t)

], A = [ Om Im
Om−αIm ], K = [ −Im

−βIm ], and

B = [Om

Im
]. By letting G = diag(gT1 , . . . , g

T
n ) with gi =

[gi,1 · · · gi,n]T , x(t) = [xT1 (t) · · · xTn (t)]
T , and w(t) =

[wT
1 (t) · · · wT

n (t)]
T with wi(t) = [wT

i,1(t) · · · wT
i,n(t)]

T ,
analogous to [24, eq. (4)],[25, eq. (4)], and[46, eq. (4)], we
combine (3) and (4) to obtain

ẋ(t) = (In ⊗A+ L ⊗BK)x(t) + (G⊗BK)w(t) (5)

where x(t) includes the agent states that are related to both the
position pi(t) and velocity vi(t) of all agents. This takes the
form of a stochastic differential equation [58], from which, by
applying the multidimensional Itô integral [58], we get

x(t) =

∫ t

0

(In ⊗A+ L ⊗BK)x(s)ds

+ σ

∫ t

0

(G⊗BK)dB(s) (6)

where dB(s) = w(s)dswithB(s) = [B1(s) · · · Bn2m(s)]T be-
ing an n2m-dimensional Brownian motion (see Appendix A).
The error term σ

∫ t
0 (G⊗BK)dB(s) can be well defined ac-

cording to the general Itô formula [58, Th. 4.2.1].

B. Communication Model

The multiagent system should deploy a series of communi-
cation and networking technologies (e.g., ad-hoc networking
techniques [11], [51], [52]) to establish and maintain efficient
interagent communications that must meet the quality-of-service
requirements arising from practical applications [9]–[11]. There
are generally two main purposes of communications within
formation-control multiagent systems, as described in detail in
the following. First, control communication should be involved
in multiagent systems to exchange vj(t) and pj(t) for the
formation control specified by (2). Agent i is said to connect to
agent j (letting gij = 1) if there is a control communication link
established between the agents. The control communication link
is bidirectional such that gij = gji for i �= j. Second, multiagent
systems must provide data communications among agents to
transmit traffic data related to the agents’ missions, e.g., sensor,
video, and communication-relaying data.

Assumption 2: The communication between any two agents
is sent through a wireless radio channel and is mainly dominated
by the line-of-sight component [18]; thus, the communication
link established between them is a Rician fading channel. In
the literature, notably in the studies of multi-UAV communi-
cations [21], [22], statistical fading models of a UAV-to-UAV
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link often assume that the signal propagation experiences Rician
fading [43].

C. Required Definitions and Useful Lemmas

For formation-control multiagent systems, we investigate the
stability-related properties in the second moment sense, defined
as follows.

Definition 1 (Second Moment Stability): The system (1) with
control law (2) is second moment stable, if there exist nonneg-
ative constants Upi,j <∞ and Uvi,j <∞ for ∀i, j ∈ V such that
limt→∞ E[‖pi(t)− pj(t)‖22] ≤ Upi,j and limt→∞ E[‖vi(t)−
vj(t)‖22] ≤ Uvi,j , with any given initial statespi(0),pj(0),vi(0),
and vj(0).

Definition 2 (Second Moment Convergence): The system
(1) with control law (2) is said to be second moment
convergent, if limt→∞ E[‖pi(t)− pj(t)‖22] = ‖δi − δj‖22 and
limt→∞ E[‖vi(t)− vj(t)‖22] = 0 ∀i, j ∈ V with any given ini-
tial states pi(0), pj(0), vi(0), and vj(0).

From a communication standpoint, capacity is a fundamental
metric in the performance analysis of communications over
wireless radio channels, leading to important insights into wire-
less communication and networking technologies [57]. Let us
provide several lemmas useful for analyzing the capacity per-
formance of formation-control multiagent systems.

Lemma 1 (see [21]): Suppose that the wireless radio channel
is Rician fading with the parameterK, where the transmit power
of the wireless signal is PT and the channel noise has a variance
PN . If the square of the distance between the transmitter and
receiver is L, then the ergodic capacity of this link can be
approximated as Cerg = E[I] ≈ CergL(L), where

CergL(L) :=
1

ln(2)

⎡⎢⎣ln (1 + ϑ(L))− (2K+1)

2(1 +K)2
(
1+ 1

ϑ(L)

)2

⎤⎥⎦
with I := log2(1 + ϑ(L)) being the instantaneous capacity in
which ϑ(L) = PT

PNLγ/2
is the statistically averaged signal-to-

noise ratio (SNR), γ denotes the large-scale path loss expo-
nent [57], and CergL(L) is a monotonically decreasing function
of L. Throughout this article, PT and PN are assumed to be
fixed by default.

Lemma 2 (see [21]): Using Jensen’s inequality, the expecta-
tion of CergL(L) can be lower bounded by

E [CergL(L)] ≥ CergL (E [L])

in the case of γ > 242
79 .

Remark 1: The considered system can be rewritten as (6)
in which the error term

∫ t
0 (G⊗BK)dB(s) might increase

gradually to cause the distance between the pairs of agents to
increase endlessly. There exists a risk that the capacity of the data
communication link between two agents might vanish (decay to
zero) because the transmit power of the wireless signal is finite
in practice.

With the aim of assessing the risk of the capacity vanishing,
we study the capacity of the data communication link in an
expectation sense, requiring the following definition.

Definition 3 (Nonvanishing Expected Capacity): With respect
to the formation-control multiagent system (1) with control law
(2), the expected capacity of the data communication link be-
tween agents i and j is nonvanishing if there exists a positive con-
stant Nc such that limt→∞ E[CergL(‖pi(t)− pj(t)‖22)] ≥ Nc.

III. CONNECTION BETWEEN FORMATION-CONTROL

STABILITY AND COMMUNICATION CAPACITY

A. Main Results

Theorem 1: If the system (1) with formation-control
law (2) is second moment stable with a positive-valued
Up, then the expected capacity of the data communication
link between any two connected agents is nonvanishing,
i.e., limt→∞ E[CergL(‖pi(t)− pj(t)‖22)] ≥ CergL(Up) ∀i, j ∈
V , where CergL(Up) > 0.

Proof: If the system is second moment stable such
that limt→∞ E[‖pi(t)− pj(t)‖22] ≤ Up, it will be true that
limt→∞ CergL(E[‖pi(t)− pj(t)‖22]) ≥ CergL(Up) due to the
monotonicity of CergL(L). Then, by Lemma 2, we can
obtain limt→∞ E[CergL(‖pi(t)− pj(t)‖22)]≥ limt→∞ CergL

(E[‖pi(t)− pj(t)‖22]) ≥ CergL(Up). �
For the system considered in Theorem 1, we can prove that

the second moment stability is a sufficient condition to make
the expected capacity of the interagent data communication link
nonvanishing, but the necessity cannot be evaluated owing to the
use of Jensen’s inequality.

For the system (1), it is difficult to directly validate the non-
vanishing expected capacity by the existing analytical methods
in communication theory because evaluating the statistics of
‖pi(t)− pj(t)‖22 is intractable. The difficulty, however, can be
handily resolved owing to the methods used in the average-
consensus analysis of multiagent systems [24], [25] and second
moment performance analysis of stochastic differential equa-
tions [47], [58]. Referring to the average-consensus studies [24],
[25], let us define

θ(t) :=
1

n

n∑
i=1

xi(t) =

[
θr(t)

θv(t)

]
(7)

with θr(t) :=
1
n

∑n
i=1 ri(t) and θv(t) :=

1
n

∑n
i=1 vi(t),

whereas

ξ(t) :=
[
ξT1 (t) · · · ξTn (t)

]T
(8)

with ξi(t) := xi(t)− θ(t) = [ ξi,r(t)
ξi,v(t)

] = [ ri(t)−θr(t)
vi(t)−θv(t)

].
To derive the main results, we further define

li,j(t) := ‖pi(t)− pj(t)‖2
Li,j(t) := l2i,j(t) = ‖pi(t)− pj(t)‖22

where li,j(t) represents the distance between agents i and j,
Li,j(t) is the square of the distance, and

Li,j(t) := 4E
[
‖ξ(t)‖22

]
+ ‖δi − δj‖22

+4 ‖δi − δj‖2 ‖E [ξ(t)]‖2 . (9)
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Lemma 3: For Li,j(t) and Li,j(t), we have E[Li,j(t)] ≤
Li,j(t) and E[CergL(Li,j(t))] ≥ CergL(Li,j(t)). Then, by the
definition of Li,j(t), we get E[CergL(‖pi(t)− pj(t)‖22)] ≥
CergL(Li,j(t)).

Proof: We first show that Li,j(t) ≤ ‖ξi,r(t)‖22 +
‖ξj,r(t)‖22 + 2‖ξi,r(t)‖2‖ξj,r(t)‖2 + ‖δi − δj‖22 + 2(δi −
δj)

H(ξi,r(t)− ξj,r(t)), by applying the Cauchy–Schwarz–
Buniakowsky inequality. Since it is easy to check
that ‖ξi,r(t)‖2 ≤ ‖ξ(t)‖2 and ‖ξj,r(t)‖2 ≤ ‖ξ(t)‖2, we
obtain E[Li,j(t)] ≤ 4E[‖ξ(t)‖22] + ‖δi − δj‖22 + 2(δi −
δj)

H(E[ξi,r(t)]− E[ξj,r(t)]) ≤ Li,j(t). Then, by applying
Lemma 2, we get E[CergL(Li,j(t))] ≥ CergL(E[Li,j(t)]). Since
CergL(L) decreases with increasing L, CergL(E[Li,j(t)]) ≥
CergL(Li,j(t)); hence, Lemma 3 is proved. �

According to Theorem 1, Lemma 3, and the definition of
Li,j(t), both the second moment stability and communication
capacity of the system (1) with formation-control law (2) can be
evaluated if E[‖ξ(t)‖22] and ‖E[ξ(t)]‖2 are computed. Keeping
this in mind, we unveil the connection between the second mo-
ment stability and communication capacity of formation-control
multiagent systems.

Theorem 2: Consider the system (1) with formation-control
law (2) under Assumptions 1 and 2 for which it holds that the
topology graph G is fixed and the communication links between
the connected agents are Rician fading channels with a path loss
exponent of γ > 242

79 . For every pair of connected agents i and
j, there exists a positive number Uij such that

1) lim
t→∞ E

[
‖pi(t)− pj(t)‖22

]
≤ Ui,j ;

2) lim
t→∞ E

[
‖vi(t)− vj(t)‖22

]
≤ Ui,j ;

3) lim
t→∞ E

[
CergL

(
‖pi(t)− pj(t)‖22

)]
≥ CergL (Uij)

where Uij <∞ is defined as (21) in Appendix B. This implies
that the system is second moment stable and the expected
capacity of the data communication link between agents i and j
is nonvanishing for ∀i, j ∈ V .

Proof: See Appendix B. Note here that the preliminaries for
proof are presented in Appendix A. �

Theorem 3: Consider the system (1) with control law (2)
under Assumptions 1 and 2, for which it holds that the topology
graph is switched to G at t0 with states pi(t0) and vi(t0),
∀i, j ∈ V , and the communication links between the connected
agents are Rician fading channels with a path loss exponent of
γ > 242

79 . There exist positive numbers Uij ∀i, j ∈ V , such that
the expected capacity of the data communication link related to
every pair of connected agents i and j satisfies

CergL
(
Li,j (t− t0)

)− CergL (Uij) = O
(
eϕ

re
max(t−t0)

)
as t grows, where ϕre

max < 0 is defined as (19) in Appendix B.
Proof: See Appendix C. �
Theorem 3 is obtained to illustrate how the expected ca-

pacity of the data communication link between any two con-
nected agents behaves as the topology of the multiagent system
changes. From Theorem 3, we find that after each topology

change, the formation-control law (2) allows the lower bound
of E[CergL(‖pi(t)− pj(t)‖22)], i.e., CergL(Li,j(t− t0)), to ap-
proach CergL(Uij) at a rate of O(eϕ

re
max(t−t0)), where ϕre

max < 0
and Uij depends on the topology graph G.

In the following, the analytical result of the connection be-
tween the second moment convergence and communication
capacity of formation-control multiagent systems is provided.
To proceed forward, we modify the control law (2) to

ui(t) = − α (vi(t)− v∗)

−
n∑
j=1

a(t)gij (βΔvij(t) + Δpij(t)) (10)

where a(·) : [0,∞) → [0,∞) is a time-varying gain function
that satisfies stochastic approximation-type conditions, allowing
the system to be second moment convergent [23], [46]. This
study does not discuss in depth how the second moment conver-
gence is achieved; we refer to [23] and [46] for details.

Theorem 4: Consider the system (1) with control law (10)
under Assumptions 1 and 2 for which it holds that the topology
graph is G and the communication links between the connected
agents are Rician fading channels with a path loss exponent of
γ > 242

79 . If the system is second moment convergent, then for
every pair of connected agents, the expected capacity of the data
communication link is nonvanishing. More specifically

lim
t→∞ E

[
CergL

(
‖pi(t)− pj(t)‖22

)]
≥ CergL

(
U cij

)
(11)

where agents i and j are connected and U cij = ‖δi − δj‖22.
Proof: We can validate (11) conveniently in a manner analo-

gos to that for the proof of Theorem 1. �

B. Discussions

We first revisit the error termσ
∫ t
0 (G⊗BK)dB(s) ofx(t) in

(6), which has an essential impact on the behavior of multiagent
systems as shown by the following remark (see Appendix D for
proof).

Remark 2: E[‖θ(t)‖22] diverges (goes to infinity) with the
growth rate O(t) as t→ ∞. For clarity, we refer to θ(t)
as the relative center of state of the multiagent system,
sinceθr(t) = 1

n

∑n
i=1 pi(t)− ( 1n

∑n
i=1 δi + v∗t) andθv(t) =

1
n

∑n
i=1 vi(t)− v∗ stand for the deviations of the average po-

sition 1
n

∑n
i=1 pi(t) and the average velocity 1

n

∑n
i=1 vi(t) of

multiagent systems from the preferable values 1
n

∑n
i=1 δi + v∗t

and v∗, respectively.
From Remark 2, it is intuitively clear that the error term of

x(t) in (6) yields ever-increasing E[‖θ(t)‖22] as t increases. This
confirms that the impact of random errors exists. Nonetheless,
and fortunately, this impact may not necessarily raise the risk of
the capacity vanishing according to Theorems 2 and 4.

The results obtained in this study should be useful to the
development of communication and networking technologies
for multiagent systems (e.g., multi-UAV and mobile robots
systems [9]–[11]). For example, the formation-control mul-
tiagent systems can deploy ad-hoc networking techniques to
realize high-speed and wide-range data communication between
agents, with the help of enabling technologies, such as the
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Fig. 1. Desired formation shape and interaction topology given in
two-dimensional Euclidean space. The desired separations between
UAVs are specified by δ1 = [0 20]T , δ2 = [10 20]T , δ3 = [20 20]T ,
δ4 = [20 10]T , δ5 = [10 10]T , and δ6 = [20 0]T . The Cartesian coor-
dinate system is employed, where each δi is identified with an ordered
pair of coordinates (X,Y ). There is a line linking UAVs i and j if they
are connected.

IEEE 802.11/802.16, multihop, and routing techniques [9]–[11],
[53], [54]. Herein, evaluating the communication capacity of
interagent communications is a necessary task for the analysis
and design of ad-hoc networking techniques, which reveals the
data-rate performance (limitation) of a system and guides the
data-rate-maximized design [57].

All these results should be viewed as the initial steps toward a
comprehensive understanding of formation-control multiagent
systems from both the control and communication perspectives.
The formation-control law considered in this study is linear
without delay, whereas there is a need for analogous studies
on nonlinear and time-delayed formation-control laws in the
future. Here, the nonlinearity and time delay make the analysis
more challenging. More in-depth studies under the assumption
of a time-varying topology are also necessary and important to
practical multiagent systems and will be carried out by us in the
future. In addition, the outage probability and outage capacity
are other fundamental metrics for evaluating the communication
performance of the multiagent systems of interest and should
also be investigated.

IV. SIMULATIONS

To demonstrate the effectiveness of the theoretical analysis,
we present simulation results for a multi-UAV system with
formation control (2) in this section. The simulations performed
below consider a system with six UAVs using the desired
formation shape and interaction topology shown in Fig. 1. We
set K = 5, γ = 3.2, PTPN = 1000, vi(0) = [0 0]T , and pi(0) =

[50× (i− 1) 0]T for all i in the simulations. For notational
convenience, the wireless link between UAVs i and j is denoted
by link i–j.

To illustrate Theorem 2, Figs. 2 and 3 compare the simulation
results of E[CergL(‖pi(t)− pj(t)‖22)] with the analytical results
ofCergL(Uij) for different values ofα andβ. As can be seen from
both figures, the expected capacity E[CergL(‖pi(t)− pj(t)‖22)]
gradually changes with increasing t and appears to converge
to certain values that are larger than CergL(Uij). This can

Fig. 2. Simulation results of E[CergL(‖pi(t)− pj(t)‖22)] and analytical
results of CergL(Uij) for Theorem 2 with α = 0.5, β = 1.7, and σ = 10.

Fig. 3. Simulation results of E[CergL(‖pi(t)− pj(t)‖22)] and analytical
results of CergL(Uij) for Theorem 2 with α = 1.2, β = 1.0, and σ = 10.

be explained by Theorem 2, where limt→∞ E[CergL(‖pi(t)−
pj(t)‖22)] ≥ CergL(Uij).

The simulation results for Theorem 3 shown in Figs. 4 and
5 reinforce the fact that the gap between CergL(Li,j(t)) and
CergL(Uij) vanishes considerably fast. From Figs. 4 and 5, we

observe a finite upper bound of CergL(Li,j(t))−CergL(Uij)

eϕ
re
maxt

, which

means that CergL(Li,j(t))−CergL(Uij)

eϕ
re
maxt

= O(1). This in turn validates

the statement of Theorem 3, i.e., CergL(Li,j(t))− CergL(Uij) =
O(eϕ

re
maxt).

The simulation results of E[CergL(‖pi(t)− pj(t)‖22)] are
compared with the analytical results CergL(U

c
ij) for Theorem

4 in Fig. 6. One observation in this comparison is worth noting:
the expected capacity E[CergL(‖pi(t)− pj(t)‖22)] apparently
converges to CergL(U

c
ij). From this observation, we can infer

that the control law (10) is able to attenuate the random errors
such that ‖pi(t)− pj(t)‖22 → ‖δi − δj‖22, which further makes
the system second moment convergent and E[CergL(‖pi(t)−
pj(t)‖22)] → CergL(U

c
ij). This observation actually reflects the

fact that applying Jensen’s inequality yields a lower bound
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Fig. 4. Simulation results for Theorem 3 with α = 0.5, β = 1.7, and
σ = 10, letting t0 = 0 without loss of generality. Convergence rate is

calculated as
CergL(Li,j(t−t0))−CergL(Uij)

e
ϕre

max(t−t0)
.

Fig. 5. Simulation results for Theorem 3 with α = 1.2, β = 1.0, and
σ = 10, letting t0 = 0 without loss of generality. Convergence rate is

calculated as
CergL(Li,j(t−t0))−CergL(Uij)

e
ϕre

max(t−t0)
.

Fig. 6. Simulation results of E[CergL(‖pi(t)− pj(t)‖22)] and analytical
results of CergL(U

c
ij) for Theorem 4 with different α and β. Note that we

choose a(t) =
ln(t+2)
t+2 , similar to the simulation in [23].

without invoking evident looseness when deriving
E[CergL(‖pi(t)− pj(t)‖22)] > CergL(Li,j(t)) in Lemma 3.

V. CONCLUSION

This study develops a joint control–communication frame-
work for the performance analysis of formation-control multia-
gent systems. The study mainly reveals a connection between the
second moment stability/convergence of the formation control
and the expected capacity of data communications when the
collective behavior of multiple agents is dominated by formation
control with random errors.

APPENDIX A
PRELIMINARIES

In this appendix, we recall some definitions of stochastic
differential equations and linear systems. For further details,
see, e.g., [58] and [60]. Thereafter, we provide several lemmas
required by the derivations of main results.

Definition (see [58]). A Brownian motion (i.e., Wiener pro-
cess) B(t) is characterized by the following properties:

1) B(t) has independent increments, i.e., B(t1), B(t2)−
B(t1), · · · , B(tn)− B(tn−1) are independent for all 0 ≤
tl ≤ · · · ≤ tn;

2) B(t) has Gaussian increments, i.e., B(t+ u)− B(t) is
normally distributed with mean 0 and variance u, denoted
as B(t+ u)− B(t) ∼ N (0, u);

3) B(t) is the integral of a white Gaussian process [59].
Definition: The exponential function of a matrix A can

be written as eAt =
∑∞
k=0

tk

k!A
k [60]. In particular, if A =

diag(a1, . . . , ak) is a diagonal matrix, eAt will be diagonal as
well, i.e., eAt = diag(ea1t, . . . , eakt) [60].

E

⎡⎣∥∥∥∥∥
∫ t

0

(
k∑
i=1

eψi(t−s)hip̃Ti

)
dB(s)

∥∥∥∥∥
2

2

⎤⎦ (a)
= E

⎡⎣ k∑
i=1

k∑
j=1

tr

(∫ t

0

∫ t

0

eψi(t−s)+ψ
H
j (t−s′)p̃jhTj hip̃

T
i dB(s) (dB(s′))T

)]

=

k∑
i=1

k∑
j=1

tr

(
p̃jh

T
j hip̃

T
i

∫ t

0

e(ψi+ψ
H
j )(t−s)ds

)

=

k∑
i=1

k∑
j=1

(
e(ψi+ψ

H
j )t − 1

)
ψi + ψHj

tr
(
p̃jh

T
j hip̃

T
i

)
. (12)

Lemma A1: Given two real matrices H = [h1 · · · hk]
and P = [p̃1 · · · p̃k]

T , let Ψ = diag(ψ1, . . . , ψk) be
a diagonal matrix with main diagonal entries ψi ∈ C
and re(ψi) < 0 for all i ∈ {1, . . . , k}. Then, we have
HeΨtP =

∑k
i=1 e

ψithip̃
T
i and E[‖ ∫ t0 HeΨtP dB(s)‖22] =∑k

i=1

∑k
j=1

e
(ψi+ψ

H
j

)t−1
ψi+ψHj

tr(p̃jhTj hip̃
T
i ), which monotonically

increases with t such that E[‖ ∫ t0 HeΨtP dB(s)‖22] ≤
−∑k

i=1

∑k
j=1

tr(p̃jhTj hip̃
T
i )

ψi+ψHj
.
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Proof: HeΨtP =
∑k
i=1 e

ψithip̃
T
i follows from

block multiplication. A detailed procedure for deriving
E[‖ ∫ t0 HeΨtP dB(s)‖22] can be found in (12). More specifically,
we can get (a) from the properties of the trace operation. In the
evaluation of the integral on the right-hand side of (a), the expec-
tation can be calculated before carrying out integral operations,
as E[dB(s)(dB(s))T ] = Ikds and E[dB(s)(dB(s′))T ] = 0k
for s �= s′ according to the Itô isometry [58, Corollary 3.1.7].

We then have
∫ t
0 e

(ψi+ψ
H
j )(t−s)ds = e

(ψi+ψ
H
j

)t−1
ψi+ψHj

, since ψi ∈ C

and re(ψi) < 0 for each i. Substituting e
(ψi+ψ

H
j

)t−1
ψi+ψHj

for

the integral, we can obtain the result of (12). Furthermore,

since dE[‖∫ t0 HeΨtPdB(s)‖22]
dt = ‖HeΨtP ‖22 > 0, we find that

E[‖ ∫ t0 HeΨtP dB(s)‖22] monotonically increases with t. �
Lemma A2: For real numbers α, β > 0 and λ > 0,

assuming f+(λ) = −α+βλ

2 +
√

(α+βλ)2

4 − λ and f-(λ) =

−α+βλ

2 −
√

(α+βλ)2

4 − λ, there exists an eigenvalue
decomposition (except for the very special case that
λ = (1±√

1−αβ)2
β2 ) as [ 0 1

−λ −(α+βλ) ] = Θ(λ)Φ(λ)Θ−1(λ),

where Θ(λ) = [ 1 1
f+(λ) f-(λ)

], Θ−1(λ) = 1
f-(λ)−f+(λ)

[ f-(λ) −1
−f+(λ) 1

],

and Φ(λ) = [ f+(λ) 0
0 f-(λ)

].
Proof: Verifying this eigenvalue decomposition merely re-

quires calculating the matrix multiplications conversely; thus,
the verification is omitted here. �

Remark A1. For positive-valued α, β, and λ, we can have
re(f-(λ)) ≤ re(f+(λ)) ≤ ϕre(λ) < 0, where

ϕre(λ) :=

{
− λ

(α+βλ) , if (α+βλ)2

4 − λ ≥ 0

−α+βλ

2 , if (α+βλ)2

4 − λ < 0.
(13)

Here, we note that (α+βλ)2

4 − λ ≥ 0 should always be true for

αβ ≥ 1; then, for αβ < 1, it holds that (α+βλ)2

4 − λ ≥ 0 if

λ ∈ (0,∞) \ (λ-, λ+) and that (α+βλ)2

4 − λ < 0 if λ ∈ (λ-, λ+),

where λ- =
(1−√

1−αβ)2
β2 and λ+ = (1+

√
1−αβ)2
β2 . The above anal-

ysis suggests that limt→∞ |ef+(λ)t| = 0 and limt→∞ |ef-(λ)t| =
0.

Lemma A3: For positive α, β, and λ, it is easy to check
that [ Om Im

−λIm −(α+βλ)Im
] = (Θ(λ)Φ(λ)Θ−1(λ))⊗ Im, in light

of Lemma A2.

APPENDIX B
PROOF OF THEOREM 2

To complete the proof of Theorem 2, we have to derive the
expressions of E[‖ξ(t)‖22], ‖E[ξ(t)]‖2, and, then, Li,j(t) after
obtaining Lemma 3. The starting point for evaluating E[‖ξ(t)‖22]
and ‖E[ξ(t)]‖2 is the relation between ξ(t) and x(t), given as
ξ(t) = [(In − 1

n1n1
T
n )⊗ I2m]x(t). Analogous to [25, eq. (6)],

the dynamics (5) can be rewritten as

ξ̇(t) = (In ⊗A+ L ⊗BK)ξ(t)

+

[(
In − 1

n
1n1

T
n

)
G⊗BK

]
w(t). (14)

Recalling that the interaction topology of the multiagent
system is modeled by the undirected graph G, we know
that the Laplacian matrix L of G should be symmetric posi-
tive semidefinite, and there exists an orthogonal matrix U =
[ 1n√
n

Y 1] = [ui,j ] ∈ Rn×n such thatUTLU = Λ, whereΛ :=

diag(0, λ2, . . . , λn) is a diagonal matrix whose diagonal ele-
ments are the corresponding eigenvalues of L [25].

Define ξ(t) := [ξT1 (t) · · · ξTn (t)]
T = (UT ⊗ I2m)ξ(t). By

multiplying both sides of (14) by UT ⊗ I2m, we get

ξ̇(t) = (In ⊗A+Λ⊗BK)ξ(t) +

[[
0Tn

Y T
1 G

]
⊗BK

]
w(t)

which follows from the fact that In − 1
n1n1

T
n = Y 1Y

T
1 and

UT (In − 1
n1n1

T
n ) = [0n Y 1]

T .
Since ξ1 ≡ 02m [25], we let ζ(t) := [ξT2 (t) · · · ξTn (t)]

T to
have

ζ̇(t) = Aζ(t) +Bw(t) (15)

where A = In−1 ⊗A+Λ1 ⊗BK with Λ1 :=
diag(λ2, . . . , λn), and B = Y T

1 G⊗BK. This yields

ζ(t) = eAtζ(0) + σ

∫ t

0

eA(t−s)BdB(s). (16)

Noting that A = diag(A+ λ2BK, . . . ,A+ λnBK), where
A+ λBK = [ Om Im

−λIm −(α+βλ)Im
]. By Lemma A3, we have

A = QÂQ−1, where Q = diag(Θ(λ2), . . . ,Θ(λn))⊗
Im, Q−1 = diag(Θ−1(λ2), . . . ,Θ

−1(λn))⊗ Im, and
Â = diag(Φ(λ2), . . . ,Φ(λn))⊗ Im. These give rise

to eAt = QeÂtQ−1 [60, eq. (3.51)], where eÂt =

diag([ e
f+(λ2)t 0
0 ef-(λ2)t ], . . . , [

ef+(λn)t 0
0 ef-(λn)t ])⊗ Im.

Applying the expectation to (16) and using the prop-
erties of the Itô integral [58] yields E[ζ(t)] = eAtζ(0) =

QeÂtQ−1ζ(0), which decreases toward a zero vector in the
time limit as limt→∞ E[ζ(t)] = limt→∞ eAtζ(0) = 0(n−1)m.
To carry the analysis further, let us consider the Euclidean norm
of ζ(t). Specifically, we define and get

Eζ(t) := E
[
‖ζ(t)‖22

]
= EDζ (t) + ENζ (t)

where EDζ (t) := ‖E[ζ(t)]‖22 = ‖QeÂtQ−1ζ(0)‖22, and

ENζ (t) := σ2E

[∥∥∥∥∫ t

0

eA(t−s) (Y T
1 G⊗BK

)
dB(s)

∥∥∥∥2
2

]
.

Furthermore, by substituting [ψ1 · · · ψ2(n−1)m]T =
[f+(λ2) f-(λ2) · · · f+(λn) f-(λn)]

T ⊗ 1m, H = Q, and
P = Q−1ζ(0) into Lemma A1, we can compute EDζ (t) as

EDζ (t) = σ2

2(n−1)m∑
i=1

2(n−1)m∑
j=1

e(ψi+ψ
H
j )ttr

(
p̃jh

T
j hip̃

T
i

)
.

Analogously, through substituting [ψ1 · · · ψ2(n−1)m]T =
[f+(λ2) f-(λ2) · · · f+(λn) f-(λn)]

T ⊗ 1m, H = Q, and
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P = Q−1(Y T
1 G⊗BK) into Lemma A1, ENζ (t) can be ex-

pressed as

ENζ (t) = σ2

2(n−1)m∑
i=1

2(n−1)m∑
j=1

e(ψi+ψ
H
j )t − 1

ψi + ψHj
tr
(
p̃jh

T
j hip̃

T
i

)
.

We note that eA(t−s) = QeÂ(t−s)Q−1 and ENζ (∞) =

−σ2
∑2(n−1)m
i=1

∑2(n−1)m
j=1

tr(p̃jhTj hip̃
T
i )

ψi+ψHj
.

Combining the above with the definitions of ξ(t), ξ(t), and
ζ(t) enables the evaluation of E[‖ξ(t)‖22] and ‖E[ξ(t)]‖2, re-
spectively, as

E
[
‖ξ(t)‖22

]
= Eζ(t) = EDζ (t) + ENζ (t), (17)

and

‖E [ξ(t)]‖2 =
∥∥E

[
ξ(t)

]∥∥
2
= ‖E [ζ(t)]‖2 =

√
EDζ (t). (18)

From the analysis above and Remark A1, it can be shown
that EDζ (t) ≤ λmax(Q

HQ)e2ϕ
re
maxt‖Q−1ζ(0)‖22, where λmax(·)

denotes the maximum eigenvalue and

ϕre
max := max

1≤i≤(n−1)
ϕre(λi) (19)

with ϕre(λ) defined in (13) such that limt→∞EDζ (t) =

0, and ENζ (t) ≤ ENζ (∞) <∞. Hence, E[‖ξ(t)‖22] <∞,

‖E[ξ(t)]‖2 <∞, and Li,j(t) <∞, such that CergL(Li,j(t)) >
0, and

lim
t→∞ E

[
‖pi(t)− pj(t)‖22

]
≤ Uij (20)

where

Uij = 4ENζ (∞) + ‖δi − δj‖22 . (21)

Similarly, it holds that E[‖vi(t)− vj(t)‖22] ≤ Li,j(t), and
thus

lim
t→∞ E

[
‖vi(t)− vj(t)‖22

]
≤ Uij . (22)

Finally, recalling Lemma 3, we can get

lim
t→∞ E

[
CergL

(
‖pi(t)− pj(t)‖22

)]
≥ CergL (Uij) . (23)

This completes the proof. �

APPENDIX C
PROOF OF THEOREM 3

From the proof of Theorem 2, together with Lemma A1,
we get Li,j(t− t0)− Uij = 4EDζ (t− t0) + 4(ENζ (t− t0)−
ENζ (∞)) + 4‖δi − δj‖2

√
EDζ (t− t0) = O(eϕ

re
max(t−t0)),

where EDζ (t− t0) = O(e2ϕ
re
max(t−t0)) and ENζ (t− t0)−

ENζ (∞) = O(eϕ
re
max(t−t0)). Then, applying the standard method

of the Taylor series expansion yields

CergL
(
Li,j (t− t0)

)− CergL (Uij) = O
(
eϕ

re
max(t−t0)

)
. (24)

Therefore, we can prove the result. �

APPENDIX D
PROOF OF REMARK 2

From the definition of θ(t) given in (7), we first find
that θ(t) = ( 1n1

T
n ⊗ I2m)x(t). Substituting this into (5)

yields θ̇(t) = Aθ(t) + ( 1n1
T
nG⊗BK)w(t); thus, we can get

θ(t) = eAtθ(0) + σ
∫ t
0 e

A(t−s)( 1n1
T
nG⊗BK)dB(s), where

A := Θ(0)Φ(0)Θ−1(0), with Θ(0) = [ 1 1
0 −α ]⊗ Im, Φ(0) =

[ 0 0
0 −α ]⊗ Im, and Θ−1(0) = − 1

α [
−α −1
0 1 ]⊗ Im.

Since eAt = Θ(0)([ 1 0
0 e−αt ]⊗ Im)Θ−1(0), the metric

E[‖θ(t)‖22] is easily computed with the help of Lemma
A1, by setting H = Θ(0)⊗ Im and P = (Θ−1(0)⊗
Im)( 1n1

T
nG⊗BK). That is, E[‖θ(t)‖22] = EDθ (t) + ENθ (t),

where EDθ (t) = ‖E[θ(t)]‖22 = ‖eAtθ(0)‖22 and ENθ (t) =

σ2E[‖ ∫ t0 eA(t−s)( 1n1
T
nG⊗BK)dB(s)‖22].

It is obvious that EDθ (t) has a finite upper bound ‖θ(0)‖22
such that EDθ (t) = O(1). We can then obtain ENθ (t) = O(t). It
therefore suffices to show that the mean square of θ(t) of the
multiagent system goes to infinity due to random errors.

This concludes the proof of Remark 2. �
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