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Abstract—Light detection and ranging (LiDAR) sensors are
increasing in popularity due to the advantages they provide over
2-D sensors in IoT object detection and classification applica-
tions, because of their ability to provide very precise distances to
objects. Deep learning algorithms need a huge amount of data
during training to obtain high accuracy results. When using 2-D
images, a vast quantity of data sets are publicly available, but
this is not the case for LiDAR point clouds. Each LiDAR model
generates a point cloud with unique properties, which causes the
data sets not to be compatible between different LiDAR models.
As a result, when using deep learning with LiDARs, it is nec-
essary to generate the data sets manually. For this purpose, the
data must be captured and then labeled one by one, which is
a very time and cost-consuming process. To overcome this issue
and to reduce the development time when using LiDAR sensors
with deep learning algorithms, a methodology is proposed in this
article to automatically generate point cloud data sets using a 3-D
simulator for autonomous cars. In this regard, a data set can be
generated for any LiDAR model by adding the specific LiDAR
parameters to the simulator. Besides, custom scenarios can be
designed and generated, based on the final deployment location,
to provide a simulated solution very close to the final imple-
mentation. With the proposed methodology, a simulation can be
performed to select the LiDAR that best fits certain application
requirements, in contrast to the traditional approach where the
LiDAR must first be purchased.

Index Terms—3-D simulator, deep neural networks (DNNs),
light detection and ranging (LiDAR), object classification, simu-
lated data set.

I. INTRODUCTION

THE CURRENT high demand for autonomous systems
that are capable of recognizing the scenario in which they

are located, requires the use of sensors that are as accurate as
possible for this task. Nowadays, there is a trend of merging
the information coming from several sensors of different types
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to obtain a very accurate scenario representation [1]. However,
when IoT edge devices are considered, computational and
power consumption constraints appear and, therefore, the num-
ber of sensors must be limited. In systems where a single
sensor can be used, the use of 3-D sensors instead of 2-D
sensors is essential to obtain precise spatial information. This
is a critical requirement in applications that have to precisely
locate objects in the space, such as autonomous vehicles or
surveillance systems.

Among 3-D sensors, light detection and ranging (LiDAR)
sensors are currently the most outstanding technology for
several reasons. First, they provide very accurate distance
measurements, which improves the detection and location
of objects in the scene. This is the result of generating
information about the scenario in the form of point clouds.
Second, since they are based on laser technology, they are
very robust in a variety of conditions: day or night, with or
without reflections and shadows, rainy, and foggy [2], [3].
Third, regarding its price, even though some models are still
very expensive today, their price is decreasing due to new
technologies such as in the case of solid-state LiDARs [4].
Additionally, with this new solid state technology, it is also
possible to reduce the power consumption, which allows
LiDARs implementation in edge systems in a competitive
manner.

In order to perform object classification tasks when process-
ing the large amount of information generated by the LiDARs,
deep neural networks (DNNs) are the primary solution adopted
in the state of the art [5]. The reason for this is the high level
of abstraction they provide when working with large amounts
of data [6]. When working with DNNs, an initial stage of
training with labeled data must be performed. To obtain high
accuracy when classifying objects, DNNs require to be trained
with a large amount of data [7].

When using RGB cameras, there are a wide variety of pub-
licly available labeled data sets that can be used to train the
DNN. However, there are not many data sets for LiDARs
and, additionally, as each LiDAR generates a point cloud with
different densities, the data sets are not compatible between
different models of LiDARs. For this reason, when working
with LiDARs, it is common to create a labeled data set from
scratch for each LiDAR and for different scenarios. Thus, the
LiDAR first has to be deployed, data have to be collected, and
then the data have to be manually labeled one by one with
all the objects within the scenario. Unfortunately, this labeling
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process is extremely time and cost consuming. Besides, a large
number of objects must be labeled to train the network and to
obtain accurate results [7].

In this work, a LiDAR point cloud generation methodol-
ogy for automatically producing synthetic high-fidelity-labeled
data sets is presented. Thus, the DNN training stage is car-
ried out only with simulated data, significantly reducing the
development time when implementing object classification
applications with LiDAR sensors. Additionally, the cost is
reduced since the most affordable LiDAR that meets the
requirements of the application can be selected before the
deployment stage, in contrast to the traditional approach where
the LiDAR must be purchased first. The accuracy results
obtained training the DNN with synthetic data are almost iden-
tical compared to the results achieved when training with real
data. As far as the authors know, there are no works in the
state of the art that propose this solution for training DNN
only using simulated data and providing high accuracies for
LiDAR sensors. In this regard, the main contributions of this
article are described as follows.

1) Automation of the process of labeling synthetic data sets
for LiDARs.

2) Addition of different types of LiDAR models for evalu-
ating in predeployment which LiDAR model best fits
the accuracy and cost requirements for each specific
application.

3) Integration of custom scenarios to simulate the final
location, which maximize the accuracy of the classifi-
cation algorithm.

4) Addition of custom 3-D objects of new classes to the
simulated scenario to better fit with the real scenario,
aiming to improve the classification accuracy in the
deployment stage.

5) To maximize the accuracy when performing object
classification tasks using the point-cloud-based DNN
implemented in this work, a methodology to calculate
the DNN parameters is proposed.

This work is used as part of a project in which objects that
pass through a railway level crossing have to be detected and
classified. A static LiDAR will be used as an input sensor as
it provides very accurate spatial information, which is essen-
tial to ensure a robust and reliable solution. The system has to
run on an IoT node, therefore, computing resources and power
consumption constraint limitations have to be considered. This
work is an improvement of the work presented in [8], in which
the detection of objects crossing a certain critical region sur-
rounding a railway level crossing is performed using a LiDAR
sensor and processing the information in an IoT node. The
detection starts by projecting the LIDAR point cloud into a
2-D image and then this image is used as input of an object
detection and tracking algorithm. This algorithm detects the
objects by identifying the changes compared to a previously
generated background image. This processing was performed
using an IoT edge node with a 32-bit medium-performance,
low-power ARM Cortex-A5 core. In this regard, with the sim-
ulated data sets generated in this work, the aim is to train a
DNN to add the object classification capability to the system
proposed in [8].

The remainder of this article is structured as follows. In
Section II, related works which generate simulated data sets
to train DNN are described. The technical background about
the real point cloud data sets used to evaluate the system,
the different LiDAR types involved, 3-D design platforms,
and the DNN algorithm implemented for point cloud object
classification tasks are presented in Section III. The process
for the generation of the simulated data sets is detailed in
Section IV. Experimental results are discussed in Section V.
Finally, conclusions and future lines of work are provided in
Section VI.

II. RELATED WORK

With the increasing number of applications that use DNN
with LiDARs as input for object classification and detection
tasks, there is an increasing effort to address the lack of
labeled point cloud data sets. With the additional challenge
that each data set depends on each specific LiDAR brand and
model, they have different properties [9]. This section aims
to present the current state of the art about LiDAR synthetic
data sets used for object classification, object detection, and
scene segmentation tasks.

The first simulated LiDAR data set generated automatically
used for augmenting real training data sets on scene segmen-
tation applications is presented by Yue et al. [10]. For the
simulator, they select the virtual world in Grand Theft Auto V
(GTA V), a popular video game, to obtain high fidelity simu-
lated point clouds. Their analysis is based on SqueezeSeg [11],
a DNN-based model for point cloud segmentation. They show
improvements in the accuracy when augmenting the KITTI
data set [12] with their simulated LiDAR point clouds before
the training stage. Additionally, the scene images can be cap-
tured simultaneously for future sensor fusion tasks. The results
show that for a point cloud segmentation task, synthesized data
help improve the Intersection-over-Union metric [10] by 9%
on the KITTI benchmark. However, when using the methodol-
ogy proposed by Yue et al. [10], the data set generation stage
is still maintained, as opposed to the methodology proposed
in this work in which the data set generation stage is com-
pletely avoided. The goal of the work proposed in [10] is to
increase the accuracy of the model by using simulated data
along with real data. However, the goal proposed in this work
is to remove the data set generation step while maintaining
the same accuracy compared to using real data.

A LiDAR simulator that augments real point cloud with
synthetic obstacles (e.g., cars, pedestrians, and other movable
objects) is presented by Fang et al. [13]. The augmented simu-
lator avoids the requirement to create background 3-D models,
unlike other simulators that entirely rely on 3-D models and
game engines. Instead, a vehicle with a LiDAR scanner can
be deployed to scan the region of interest and obtain the
background. Then, a labeled point cloud object can be auto-
matically generated and added to the data set of the previously
scanned scenario. The specific LiDAR properties for the sim-
ulated data can be modified, such as the channels number,
range, horizontal and vertical filed-of-view, and angular and
vertical resolution. Their solution is evaluated for 3-D object
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detection and scene segmentation tasks using real and sim-
ulated data. The DNN used in their experiments are based
on SECOND [14] for 3-D object detection, while for scene
segmentation, an accelerated version of MV3D [15] is used.
Fang et al. [13] showed that the accuracies obtained with
real data can be slightly improved by training with simu-
lated data together with real data. They also prove that by
using real background data augmented with simulated data
during training, accuracies close to those achieved by train-
ing with real data can be obtained. However, extremely low
accuracies are obtained when training only with simulated
data and without real backgrounds. In the work carried out
by Fang et al. [13], real data were combined with simulated
data aiming to increase the accuracy of the model compared
to the one trained only with real data. However, when test-
ing the same DNN model trained using only simulated data,
the accuracy of the model is drastically reduced in contrast to
this work in which very similar accuracies are obtained when
training only with simulated data compared to train with real
data.

Hurl et al. [16] provided a method to generate precise
LiDAR point clouds which accurately represent people (pedes-
trians and cyclists) using the video game GTAV. They provide
a large data set (50 000+ frames) in the KITTI data set for-
mat. As Hurl et al. [16] were focused on people detection,
the AVOD-FPN [17] DNN architecture is used for testing.
AVOD-FPN is a top-5 performer on the KITTI 3-D object
detection benchmark challenge [18] under the pedestrian cat-
egory. They demonstrate the effectiveness of their simulated
data set by showing an improvement of up to 5% average
precision (metric defined in [16]) on the KITTI 3-D Object
Detection benchmark challenge when an object detection DNN
was trained with their simulated data sets along with KITTI
data sets. In contrast, in the presented work, the DNN train-
ing is performed only with simulated data sets, as opposed to
Hurl et al. [16] proposed, who obtain high accuracy results
when training with the simulated data sets along with the
KITTI data sets. In [16], the accuracies obtained when training
only with simulated data are up to 14.13% average precision.
In the proposed work, high accuracies are obtained when per-
forming object classification tasks training only with simulated
data sets. This has the advantage of avoiding the dependence
on real data to obtain high accuracy, which means not having
to rely on the availability of a labeled data set or to create a
data set from scratch. Furthermore, the proposed work focuses
on object classification tasks, opposed to [16] in which object
detection is performed. So, they are not directly comparable
according to the metrics used in each case.

In summary, every work that can be found in the state
of the art related to object detection and classification tasks
using LiDAR simulated data sets aiming to increase the accu-
racy provided by the DNNs by using simulated data along
with real data during the training stage. When using sim-
ulated data together with real data, there are works that
significantly improve the object detection by improving param-
eters such as Intersection-over-Union [10]. Additionally, other
works improve the accuracy during object classification stage
[13], [16]. In all these works, an improvement in accuracy is

achieved, however, the data labeling stage remains, which is
the most time and cost-consuming stage. The problem arises
when using only simulated data to train the DNNs as the model
accuracies drop drastically [13], [16]. As far as the authors
know, no work obtains high accuracy results when perform-
ing object classification tasks using only simulated data sets
for the training stage contrary to the methodology proposed
in this work in which high accuracies are obtained by using
only simulated data for the training stage. Besides, the prop-
erties of each LiDAR along with the scenarios and objects of
the simulated data can be customized in this work, to be as
similar as possible to the final deployment.

In summary, every work that can be found in the state of the
art related to object detection and classification tasks, using
LiDAR-simulated data sets aiming to increase the accuracy
provided by the DNNs by using simulated data along with
real data during the training stage, obtain high-accuracy results
by augmenting real data with simulated data. However, the
data labeling stage remains, which is the most time and cost-
consuming stage. As far as the authors know, no work obtains
high-accuracy results when performing object classification
tasks using only simulated data sets for the training stage.
Besides, the properties of each LiDAR along with the scenar-
ios and objects of the simulated data can be customized in this
work, to be as similar as possible to the final deployment.

III. TECHNICAL BACKGROUND

In this section, an overview of the LiDAR sensor technology
considered along with the data sets generated by them is pro-
vided. Additionally, the object classification DNN architecture
implemented and the reasons for its selection are detailed.

A. LiDAR Sensor

A LiDAR is a device that measures the distance from the
laser emitter to a target using a laser beam. The distance to the
object is determined by measuring the time between the emis-
sion of the pulse and its detection through the reflected signal.
In the case of 3-D-LiDAR, there are several lasers placed in
a column configuration. The column rotates 360◦ to generate
a point cloud map of the surrounding scenario. This sensor
provides information about the coordinates of each point in
XYZ format along with the reflectivity value.

In this work, the Velodyne VLP-16 [19] was used to col-
lect real data in the railway-level crossing scenario, which is
the same location for the final deployment of this system as
shown in Fig. 1(a). The VLP-16 is a low-resolution mechanical
LiDAR with a reduced price compared to other high-resolution
LiDARs from Velodyne. The LiDAR configuration properties
for the VLP-16 are presented in Table I.

B. Data Sets From Real Data

Two different point cloud data sets containing real data are
used in this work to validate the DNN trained with simu-
lated data. On the one hand, a data set was generated with
the Velodyne VLP-16, which has been manually collected and
labeled. On the other hand, the KITTI data set will be used to
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TABLE I
VELODYNE VLP-16 CONFIGURATION PROPERTIES

compare the results of this work with a data set widely used
in the state of the art.

The VLP-16 data set was collected in the railway-level
crossing scenario shown in Fig. 1(a) which is situated next to
the train station of Langau, which is a town in the district of
Horn in Lower Austria. This data set contains different object
classes, such as pedestrians, bicycles, cars, trucks, and buses.
Once the data set was collected, 3000 frames were randomly
selected. Then, all the objects that appeared in each frame
were manually labeled. For this purpose, the LiDARLabeler
tool [20] was used, which is specific for the labeling of point
clouds. This tool is a MATLAB package that allows interactive
point cloud labeling of Velodyne LiDARs. These data will later
be exported to be used with the DNN. The average labeling
time when using this tool on data generated by the Velodyne
VLP-16 is 80 labeled objects per hour. Additionally, it is nec-
essary to take into account the time it took to capture the
data during the deployment, which was 4 h for this data set.
Therefore, the total amount of time used for the generation of
this manually labeled data set took 26 h approximately.

Once all the objects in the frame were labeled, the objects
outside a certain critical region were removed. This region
consists of a rectangular region of 200-m long by 6-m wide,
covering the road in the railway level crossing. This region was
selected as it is where vehicles and pedestrians circulate in the
real scenario of the railway level crossing. In the 3000 selected
frames, a total of 1739 objects, including 1291 pedestrians,
59 cyclists/motorcycles, 368 cars, and 21 trucks/buses were
labeled inside the critical region. The cyclists and motorcycles
are grouped in the same class as they are extremely difficult
to distinguish by the DNN since they share a high level of
similarity. Besides, the low resolution provided by VLP-16
also increases the difficulty to distinguish them. This grouping
is also applicable to truck and bus classes for the same reason.
The object classification DNN implemented in this work uses

objects as inputs instead of a complete point cloud from a
scenario as object detection DNN use. For this reason, the
data-set objects were separated from their scenario.

Additionally, the KITTI point cloud data set has also been
used in this work to compare the results obtained when
using simulated data. The KITTI data set was generated using
the Velodyne HDL-64 [19], which is a high-resolution 360◦
mechanical LiDAR. The scenarios captured in the KITTI
data set are diverse, covering real-world traffic situations, rang-
ing from freeways over rural areas to inner city scenes with
many static and dynamic objects. This data set contains dif-
ferent classes of labeled objects, such as pedestrians, cyclists,
cars, vans, trucks, and trams. The presented work is focused
on object classification purposes, for this reason, this data set
was preprocessed to obtain the objects separated from the sce-
narios. As well as for the VLP-16 data set, the vans and truck
classes are grouped in the same class as they are extremely
difficult to distinguish using point clouds due to their high
level of similarity. Besides, the trams class is discarded since
it is not found in the data sets collected with the VLP-16.

It should be noted that the KITTI data set is generated with
the Velodyne HDL-64, differently from the presented work,
which uses the VLP-16, being a lower cost and lower resolu-
tion version. It provides similar properties as the VLP-16 but
with a higher resolution since it has 64 lasers instead of 16.
As a result, the point clouds have a different density, which
means that the data sets cannot be directly compared. To solve
this issue, the HDL-64 point cloud has been transformed to be
compatible with the VLP-16 by taking the information from
16 of the 64 available lasers. The 16 lasers selected are in
the same arrangement as the VLP-16 lasers, making them
fully compatible. For this reason, this adaptation of the KITTI
data set is called KITTI16 in this work.

C. DNN

For the DNN selection, it must be taken into account that
the DNN will be implemented on an IoT edge node that has
limited computational resources. Thus, it is essential to select
a lightweight DNN that provides high performance. Among
the point cloud-based DNN architectures studied in [21], the
one that offers the highest performance along with the smaller
size in memory is the VoxNet architecture. For this reason,
it is the DNN architecture selected for the implementation of
this work.

VoxNet was presented in [22] by Maturana and Scherer
aiming to classify 3-D volume objects with the minimum res-
olution using a voxel grid representation [23]. The voxel grid
representation is a 3-D matrix space composed of a fixed num-
ber of voxels. A voxel consists of a representation similar to
a pixel, but instead of representing a 2-D plane, it represents
a volume feature on a 3-D grid.

When using point cloud as voxels there is a prepro-
cessing stage required to convert the point cloud into vox-
els as it is explained in [22]. This preprocessing stage is
extremely lightweight in computational terms, which is essen-
tial for systems with low computational resources. When using
VoxNet it is necessary to define the voxel grid representation



24816 IEEE INTERNET OF THINGS JOURNAL, VOL. 9, NO. 24, 15 DECEMBER 2022

size, which will be the same for all objects in the data set
since the input size when working with DNNs is fixed. This
size is quantitatively calculated in Section V-B.

To carry out the training of the DNNs used in this work, the
TensorFlow framework [24] is selected since it provides tools
to create complex topologies such as 3-D point cloud-based
DNNs. TensorFlow was created by Google and is one of the
most widely used frameworks to design, train, validate, and
deploy DNNs. TensorFlow supports Python, C++, and Java
programming languages. However, its Python API is much
more efficient when developing an end-to-end solution as it
provides a large number of libraries for data preprocessing.
For this reason, in this work, both training and inference stages
are performed using Python.

IV. GENERATION OF THE SIMULATED DATA SET

A. SVL Simulator

As it was mentioned before, the data labeling process is
extremely time and cost consuming. To solve this issue, a
simulator is used to automatically generate a labeled data set.
When selecting the simulator, certain basic requirements must
be taken into account. First, an opensource simulator is
required, since it allows the modification of the source code to
adapt it to the requirements of this work. Second, it is essen-
tial that it can be controlled with an API since the process
must be fully automatic. Third, it has to be based on a game
engine for interactive media creation. Thus, it will be possi-
ble to implement custom objects and scenarios according to
the specifications of each specific problem. Fourth, it has to
allow the parameter customization of the LiDAR sensors. In
this regard, any LiDAR model can be implemented.

SVL [25] and CARLA [26] simulators are similar and both
meet the requirements for this work, however, they are built
with different game engines. SVL Simulator has been selected
since it is Unity based [27], which is more user friendly and
accessible than CARLA that uses the Unreal Engine [28]. The
SVL Simulator is an end-to-end autonomous vehicle simula-
tion platform developed by LG Electronics America Research
and Development Lab. This simulator has been selected also
because it is opensource and has a Python API for its use.
This simulator includes predefined objects, such as pedestri-
ans, cars, trucks, and buses that can be controlled. Being Unity
based, it also supports the creation of custom objects, scenar-
ios, and sensors. The SVL simulator provides a Python API
to allow the automation of the entire process.

B. Simulated Sensors

To generate a simulated data set, two different kinds of sim-
ulated sensors must be used. First, a simulated LiDAR, and
second, a ground truth sensor. The LiDAR will provide point
cloud information from its surroundings that can be stored
using the Python API. The timing of the point cloud cap-
ture can be controlled. Velodyne VLP-16 has been selected as
LiDARs, as was explained in Section III-A. The LiDAR model
configuration properties have to be provided to the simulator.
These parameters are shown in the sensor section of Table I.
Moreover, the ground-truth sensor will provide information

about the location, size, and orientation for each of the objects
presented in the simulation. The output of this sensor is only
available through ROS [29]. Combining the data from these
two simulated sensors, it is possible to identify whether a point
from the point cloud belongs to any of the objects of the sim-
ulation or if it is just background. This is essential in order to
be able to label the data.

C. Virtual Scenarios and Objects Creation

Game engines, such as Unity, allow importing 3-D objects
previously modeled in external programs. These objects can
be vehicles, pedestrians, sensors, or any custom object.
Additionally, maps can be imported as well. Adding 3-D
objects stored in Unity to the simulator is straightforward. The
simulator recognizes the names of each object and then allows
them to navigate through the maps.

To create a realistic environment faster and in a sys-
tematic way, the blender-osm plugin [30] has been used.
Blender-osm provides one-click download and import of
OpenStreetMap [31] and terrain data from satellite information
with global coverage. This information is easily transferable to
a 3-D model. The information obtained through this process is
insufficiently accurate, but it provides a basis to start working.
The final adjustments and details are modeled manually.

D. Simulation

The simulation consists of a setup, where a LiDAR sensor,
a scenario, and objects have to be selected. The simulator pro-
vides different road maps by default; however, custom maps
can be also be integrated. Besides, the community uploads
custom scenarios that can be used. For the proposed work, a
customized scenario of a railway level crossing was designed
based on the scenario where the real data were collected
as mentioned in Section III-B. Fig. 1(a) shows an image of
the real scenario and Fig. 1(b) shows the simulated scenario
created.

Then, objects are randomly generated according to the AI
paths that are selected for each scenario. Some new objects,
such as bicycles and motorcycles have been included due to the
simulator does not include them and these data are critical for
real usage. Fig. 1(c) shows the objects placed in the scenario.

Finally, the position where the sensor will be placed must
be defined. The sensor will be fixed and located off the road
as it will be in the final deployment. In this case, the LiDAR
was located where the real data were collected as shown in
Fig. 1(a).

E. Outputs Provided by the Simulator

The simulation outputs are generated in each frame and are
composed on the one side by the information of the complete
point cloud provided by the LiDAR in XYZ format as it is
shown in Fig. 1(d). On the other side, the location and size
of each bounding box are generated for all the objects in the
scenario as illustrated in Fig. 1(e). These data are given in
meters. Note that no information regarding reflectivity is pro-
vided by the simulator. Then, these data have to be processed
to obtain the point cloud of each object separated from the
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Fig. 1. Simulated data set generation workflow. (a) Real image of the railway level crossing. (b) Simulated scenario without objects. (c) Simulated scenario
with objects. (d) Simulated scenario with simulated point cloud provided by the LiDAR. (e) Simulated scenario, and LiDAR with objects inside bounding
boxes. (f) Simulated LiDAR with objects point clouds of colored objects by classes.

rest of the frame points. Fig. 1(f) shows the point clouds of
each object with a different color. Finally, each of these objects
will be converted into voxels, which is the format supported
by VoxNet.

V. OBJECT CLASSIFICATION EXPERIMENTS

In this section, experiments are carried out to demonstrate
that training exclusively with simulated data provides very
similar results in terms of accuracy compared to training with
real data. Once the simulated data are generated, the voxel
grid size together with the data set size needed to obtain the
maximum accuracy is calculated in this section.

A. Experimental Setup

The object classification performed in this work is focused
on a critical region of 10-m radius from the LiDAR center cor-
responding to the region to be analyzed in the surroundings

of the railway level crossing following the project specifica-
tions as it was explained in Section III-B. For this reason, all
objects that fall outside this critical region are not taken into
account for all data sets used, both simulated and real. In this
regard, the best results in terms of accuracy when deploying
the system at the railway level crossing will be obtained since
the network becomes more specialized in data similar to the
final deploy.

The accuracy averaged per class is used as a metric to eval-
uate each experiment. This metric is defined by the number
of correctly classified objects divided by the total number of
samples.

Training with simulated and real point cloud data sets was
carried out during the experiments of this work. For the DNN
training stage, the data sets have been divided into training and
validation. The training and validation data were split in a ran-
dom manner, representing 80% and 20% of the total data set,
respectively. The number of objects per class contained in each
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TABLE II
OBJECTS NUMBER BY CLASSES FOR EACH DATA SET

TABLE III
ACCURACIES FOR DIFFERENT VOXEL GRID SIZES

data set, which is presented in Table II, impacts the learning
capability of the DNN as will be explained in the following
section.

The hardware used for the development of the experiments
presented in this section consist, on the one hand, by a desktop
PC with an Intel i5-10600K processor, 8-GB RAM memory,
and a Nvidia GeForce GTX 1060 for the generation of the
simulated data set. On the other hand, the inference time
results provided by the DNN experiments were obtained using
a desktop PC with an Intel i7-8700K processor, 32-MB RAM
memory, and without using a GPU. GPU is not used for mak-
ing inference with DNN as it requires adapting the DNN
models and is out of the scope of this work.

B. Experimental Results

Since the main goal of this work is to implement the system
on an IoT edge node, the smallest voxel grid size should be
selected as it will provide maximum performance. However,
it should be noted that a too small grid size may cause the
accuracy to drop significantly. Table III shows the experiments
when training different voxel grid size DNNs with simulated
data. The accuracy results shown in Table III are calculated
when testing the DNNs with the VLP-16 real data set. The
DNN was trained with a simulated data set of 10 000 frames.
Besides, Table III shows results about the performance when
making inference with a batch size of one object in order to
analyze the influence of the processing time compared to the
size of the object. The inference times shown is an average
value of the time it takes to perform inference on the 1739
objects contained in the VLP-16 real object database. It is cal-
culated as the average value since there are slight differences
in the measurements when processing each object individu-
ally. This occurs because the experiments were executed on a
Linux operating system that performs other processes at the
same time.

TABLE IV
ACCURACIES WHEN TRAINING WITH DIFFERENT OBJECT NUMBERS

TABLE V
ACCURACY WHEN TESTING WITH THE VLP-16 DATA SET

The voxel grid size of 12 × 12 × 12 is the one that obtains
the best results in terms of accuracy, for this reason, it will
be used in the following experiments. An experiment must be
performed to select the number of frames generated by the
simulator to obtain the best results in terms of accuracy. For
this purpose, data sets have been generated using simulations
with a different number of frames. Each of these data sets was
then used to train the DNN and perform inference using the
real VLP-16 data set. The accuracy results when performing
the inferences are shown in Table IV. Additionally, results
about the times for the data set generation are presented in
Table IV. Within this time, both the simulation time and the
postprocessing time to adapt the database to the training format
are included, representing 39% and 61% of the total time,
respectively.

Once the optimal DNN model trained with simulated data
is obtained, it is compared to models trained only with
real data. In Table V, the results when training the same
VoxNet DNN using real and simulated data sets are presented.
VLP-16 represents the data set generated and labeled in this
work with the VLP-16 LiDAR. On the other hand, KITTI16
refers to the KITTI data set adapted to 16 lasers as it was
explained in Section III-B. All the accuracy results shown
in Table V were calculated making inference using the real
data sets of the VLP-16. In this regard, an appropriate com-
parison of the results can be achieved. The real data from
VLP16 have been used for the experiments since they are
the data collected in the final deployment scenario of the use
case.

It should be noted that the accuracy results when training
with the VLP-16 data set were calculated with the valida-
tion data used during training, which represent 20% of the
total data set. The purpose of this is to avoid calculating
accuracy values with data used for training. However, for
the simulated and KITTI16 data sets results, the accuracy is
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calculated using the full VLP-16 data set. For this reason,
the accuracy value of VLP-16 is marked with the * symbol
in Table V.

C. Analysis of Results

The voxel grid size that provides the best results in terms
of accuracy is 12×12×12 as it is shown in Table III. It could
be expected that for larger voxel grid sizes, higher accuracies
should be obtained since they have higher resolution. However,
this is not the case due to the point cloud spreading caused
by the low resolution of the VLP-16 LiDAR. As it is shown
in Fig. 1(d), the point cloud produced by VLP-16 presents a
low resolution along the vertical axis. This fact provokes voxel
empty spaces inside the objects, resulting in a depreciation of
the DNN learning during training.

Regarding the number of simulated frames used to train
the DNN, different results in terms of accuracy were obtained
when varying the number of frames as it is shown in Table IV.
The data set size that provides the best results in terms of
accuracy depends on various factors. First, the architecture
of the DNN used, in this case, is the VoxNet architecture.
Second, the statistical characteristics of the data, which are
point clouds provided by the Velodyne VLP-16. Finally, in the
number of different classes that the DNN is trained to classify,
in this case, there are four classes. Adding more samples to
the data set when training with DNN increases the diversity
and decreases the generalization error. Thus, using more data
implies an increase in accuracy up to a certain limit. However,
using a reduced number of samples affects the accuracy. There
is a minimum sample size after which the network starts to lose
accuracy. For the simulated data set generated in this work, the
limiting size where the accuracy starts to decrease significantly
is 10 000 frames as it is shown in Table IV. Beyond this limit,
the accuracy slightly oscillates.

In the use case presented in this work, it takes about 26 s to
generate and label the VLP-16 database with four classes and
obtain good results during training. By using the simulated
data set, this process is avoided and this time can be saved.
When increasing the number of classes identified by the DNN,
it is necessary to train with a data set with more samples in
each class [7]. Thus, when using the proposed methodology,
as more objects need to be classified, more time will be saved
by using simulated data.

No comparison to the impact of other data sets on DNN
accuracy is possible at this time due to their current lack of
availability for object classification applications that train the
DNN only with simulated data. Most object classification algo-
rithms use 2-D images as input and when working with this
type of data, it does not make sense to use simulated data sets
as there is a large number of labeled image data sets avail-
able online. However, it does not occur when using LiDAR
sensors, as each LiDAR model produces a point cloud with
different properties. In this regard, if an object classification
DNN should be implemented in a LiDAR system, the data set
used to train the DNN has to be generated with the same
LiDAR model that will be used in the deployment to obtain
high accuracies when classifying objects.

D. Discussion of the Data Set

A fine analysis between the simulated data and the real
data reveals a few differences. The most notable one is related
with the luminosity information provided by the LiDAR sen-
sors, since in the simulated data, this information is not
available. These data are relevant because they vary depend-
ing on the type of material on which the laser is reflecting.
Aksoy et al. [32] used these data to improve the accuracy of a
point-cloud-based DNN model in object detection and classi-
fication tasks. Since this parameter cannot be simulated using
the methodology proposed in this work, these data have not
been used in the DNN models implemented in this work.

One scenario in which the simulator is not able to correctly
simulate the point cloud consists of environments with adverse
weather conditions, such as rain, snow, or fog. The number of
points generated by a real LiDAR decreases in such scenar-
ios [2], [3], which may affect the accuracy of the DNN model.
However, the LiDAR points generated by the simulator are not
affected by these factors.

The main advantages of using simulated data are related
to the reduction of development time when point-cloud-based
data sets must be generated, and the possibility to simulate the
system in the early stages of the project development. In this
regard, it is possible to provide the LiDAR model or the DNN
architecture that best suits the requirements of the application.

Besides, there are advantages when it is necessary to simu-
late objects that are difficult to record in the real world. This is
the case for certain objects, which are very difficult to record.
For instance, certain vehicles, such as large trucks, buses, or
even certain objects such as animals. In addition, by using sim-
ulated data, it is possible to make them move through the parts
of the scenario that are required. This allows to obtain a larger
amount of data of these classes from many different angles,
which allows to get a richer DNN model and, thus, improve its
accuracy. Table II shows that the number of objects from the
truck/bus and cyclist/motorbike classes are very small com-
pared to the pedestrian and car classes. This is because in
the scenario where the real data sets were generated using the
LiDAR, there were few vehicles of those classes. This is not
the case with the simulated data, since the number of objects
of each class appearing in the scenario can be controlled along
with their movements.

VI. CONCLUSION

This work presented an approach for automatically gener-
ating synthetic-labeled LiDAR point cloud data sets using a
simulator. The generated data sets were ready to be used for
DNN training. It was demonstrated that using these simulated
data sets to train DNNs for point cloud object classification
tasks provides almost identical results compared to training
with real data. Besides, by using only simulated data for train-
ing, the manual data set generation and labeling step was
avoided. This leads to considerable time and costs savings
in the development stage of the traditional point cloud object
classification applications where a data set must be generated
and labeled. As far as the authors know, there is no work
in the state of the art that obtain high accuracy results when
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training DNN only with simulated point cloud data for object
classification tasks.

A wide range of LiDAR models is available on the cur-
rent market. Each one of them has different properties, which
imply that the point clouds generated by them are different.
This causes the generated data sets to be dependent on each
LiDAR model. In the methodology proposed in this work,
the simulated LiDAR parameters can be modified, allowing
the simulated data set to be compatible with any LiDAR
model. This methodology also allows the analysis of differ-
ent LiDARs models using simulations in order to identify
the LiDAR parameters that best fit the requirements of each
application in terms of cost and accuracy, in contrast to the
traditional approach where the LiDAR must first be purchased.

The simulated scenario design using the methodology
proposed in this work allows a very accurate estimation of the
results that will be obtained in the final deployment. In this
regard, it is also possible to select the LiDAR location that
provides the best accuracy results for each specific scenario
before the deployment.

The DNN trained with simulated data presented in this
work will be deployed in the railway level crossing shown in
Fig. 1(a). The simulated scenario was designed using this rail-
way level crossing as a reference to obtain the best accuracy
results when deploying the DNN. Additionally, the simulated
LiDAR sensor is the same model as the one that will be imple-
mented in the final deployment, the Velodyne VLP-16. The
system will be run on an edge IoT node and will be able
to detect and classify any object that passes through a certain
critical region in the surrounding of the railway level crossing.

One of the limitations of the simulated data generated with
the proposed methodology is related to the luminosity data,
which are provided by the LiDAR sensors. The information
provided by this parameter could be relevant and, therefore,
could provide higher accuracies during the object classification
stage. However, the SVL simulator currently does not allow to
simulate this information. As future work, a study of the reflec-
tivity provided by different materials will be carried out to be
able to provide a realistic value of luminosity in the simulated
data. Besides, with the new solid-state LiDARs technology,
the information provided by this parameter is richer compared
with traditional mechanical LiDARs. In this regard, using this
parameter for training the DNN may imply an increase in
classification accuracy.

In the proposed work, the main goal was to provide object
classification capabilities, however, no object detection was
performed. As future work, another goal is to validate the
methodology proposed in this work with a DNN that performs
both object classification and detection. Besides, scenarios like
those of the KITTI data set can also be simulated along with
objects of their same classes. Thus, it will be possible to use
the simulated data sets to compare them directly with the
KITTI data set and test if similar results can be obtained when
training DNNs that perform object detection and classification.

The simulator used in this article also allows the genera-
tion of RGB images around the sensor. As another future line
of work, these labeled images may be used to generate sim-
ulated data sets with any class of object moving around any

specific scenario since some objects and scenarios are diffi-
cult to record in the real world. The 2-D simulated images
generated can be merged with the LiDAR point cloud data to
improve the accuracy obtained by the DNNs.
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