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Abstract—Users are interested in entity information and may
use paradigms like publish/subscribe systems in Internet of
Things (IoT), where entity-centric data comes from multiple
sources. The IoT application demands contributed to the data
integration and semantic interoperability need while maintain-
ing high usability and low processing system resources usage.
Existing approaches dealt with semantic interoperability by
using/extending ontologies with strict schemata/semantics and
difficult to be updated. Other approaches tackled high usabil-
ity by providing sensor data abstractions that infer high-level
knowledge, but they are either complex for real-time processing
or have semantic/syntactic coupling making them nonflexible.
Therefore, our key question is: can a dynamic entity sum-
marization system that provides high-level abstractions while
ensuring semantic/syntactic decoupling, and low use of process-
ing system resources, be defined? In this article, we address this
question by proposing the abstractive publish/subscribe summa-
rization system that provides abstractive summaries of numerical
IoT data for user-friendly subscriptions by using IoTSAX, an
enhanced symbolic aggregate approximation (SAX) methodology
for dynamic IoT environments, and approximate rule-based rea-
soning by using embedding models. Our results for two use cases,
medicine and smart cities, show that although abstraction can
be 2 to 3 times slower in latency, it achieves up to 98% reduc-
tion in the notifications’ number. IoTSAX outperforms SAX in
approximation error up to 2 to 3 times more and in compression
space-saving percentage when data redundancy occurs, while it
has a similar or better latency and throughput performance.
Finally, concept hierarchy-based embedding models can achieve
F-scores of up to 0.87 for approximate rule-based reasoning.

Index Terms—Abstractive entity summarization, approxi-
mate reasoning, data approximation, Internet of Things (IoT),
publish/subscribe.
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I. INTRODUCTION

THE ASPIRATION for the future is to have a world that
is fully connected so that communication, sharing, and

vital actions can take place when needed. This can be accom-
plished by the Internet of Things (IoT) as it has played an
important role in the past years in connecting different sen-
sors and devices at large scale [1]. Nevertheless, IoT’s future
use poses many challenges as the world gets more complex,
the data more abundant and the demands for its use in appli-
cations like smart cities and medicine increase [2]. One of
these applications is that users are interested in entities, like
a patient or a property, for which there is an abundance of
information provided by sensors. Therefore, the implementa-
tion of dynamic IoT solutions is required that can offer more
flexibility, reusability, effectiveness, and efficiency.

Today, the abundance of data and sensors hinders the anal-
ysis instead of helping it as there is a lack of semantic
interoperability [3]. The sensor data cannot stand on its own
and it often needs to be integrated with other data to observe
its spatiotemporal dependency in order to infer a more com-
plete knowledge to the user [4]. Also, the application needs
and the data distribution might change (e.g., concept drift) [5];
therefore, data processing should be redesigned accordingly.
Nevertheless, the more sensors used and the more changes
in the design, the higher the possibility of having more het-
erogeneity [6], that is the existence of different semantics
and schemata. So far most works have dealt with the seman-
tic interoperability by using or extending different ontolo-
gies (e.g., semantic sensor network ontology) [3], [7], [8];
however, ontologies have strict schemata and semantics,
they are difficult to be updated, they need domain experts
who might not be available for all domains and some are
domain dependent; therefore, they can be applied to limited
applications [9].

On the opposite end of the spectrum, there is also more
abundance of users. These users can range from experts to non-
experts; therefore, it is vital for future IoT systems to cater for
the highest possible usability and ambiguity. Most graph-based
systems use complex queries, like SPARQL; nevertheless,
apart from them being strict in their syntax and semantics, they
can also be very complex for a nontechnical user [10]. Also,
different users have different perspectives according to their
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expertise or lack thereof in a domain. Therefore, systems have
tried with multiple approaches to create higher level abstrac-
tions from sensor data so that the user is not presented with
an abundance of IoT data that may overwhelm them, but with
abstractions that infer high-level knowledge [11]. However,
these approaches are either very complex for real-time process-
ing or they have semantic and syntactic coupling that makes
them nonflexible.

IoT also suggests environments that will need to be effi-
cient in real-time analysis. The abundance of sensors and
the frequent sampling rate create continuous data that can be
voluminous, identical, or similar. Given that challenges like
memory, power, and network restrictions will always be vital
in IoT [12], then, dynamic IoT solutions are needed that can
cater for the highest possible system performance.

For example, in applications where users are interested in
entities, like a patient or a property, there is a plethora of
sensors generating information about them. Existing systems
that can support a dynamic environment like IoT in terms of
system performance (e.g., memory, power etc.) would either
support simple queries for nonexpert users or deal with the
semantic interoperability and data heterogeneity of the sensors.
There is no existing system that can cater for both at the same
time. For example, a system that is based on keyword-based
queries (e.g., query = “patient name”) is user-friendly, but it
creates an abundance of unnecessary redundant information,
which may overwhelm them. On the other hand, a system that
is based on a filtered query, like the following SPARQL one

SELECT ?heartRate
FROM STREAM
WHERE {
PatientName heartRate ?heartRateValue;
FILTER (?heartRateValue > 100bpm).
}

would give more targeted information to the users, but at
the expense of them being experts in complex queries and
knowing the exact syntax and semantics used by the available
sensors to create these specific filters.

Some systems have even gone beyond the typical filtered
queries to deal with data heterogeneity by using rule engines
and languages to provide abstract data information to the users.
The rules, apart from some of them being complex and hard
to extract, are based on ontologies or are defined by domain
experts, therefore, they contradict their initial purpose as, in the
end, they become rigid themselves. For example, the following
rule taken from the M3 framework’s rules1 defines whether
there is high lighting in a building based on readings by a
“luminosity” sensor

HighLighting:
(?measurement rdf:type m3:Luminosity)
(?measurement m3:hasValue ?v)
greaterThan(?v,750)
lessThan(?v,2000)
→
(?measurement rdf:type home-dataset:HighLighting)

1https://github.com/gyrard/M3Framework/tree/master/war/RULES

This rule is rigid in terms of its syntax and semantics since if
the system contains readings by a light or luminance sensor,
then, these would not apply to the following rule and they
would be missed as available information to the user.

In this article, we propose the abstractive publish/subscribe
summarization system that provides abstractive summaries of
numerical IoT data for user-friendly subscriptions with the
use of an enhanced approximation technique and approxi-
mate rule-based reasoning. Approximation is highly used in
resource-constraint environments and it provides acceptably
smaller and quicker notifications provided the error range is
low [13]. Reasoning is also used for reducing memory and
communication traffic as well as the deduction of meaningful
information from sensor data so that the users are not over-
whelmed with redundant information and they are not biased
based on their expertise [14]. Approximate rule-based reason-
ing will abstract the systems from using common formats and
terminologies so that they can achieve semantic interoperabil-
ity as well as release them from the limitations of ontologies,
taxonomies and domain experts as they are based on statisti-
cal embedding-based models [15]. In this way, rules can be
shared and reused among different systems and for different
application needs.

Our main contributions are as follows.
1) A user-friendly entity-centric subscription that allows

subscribers to express in a simple way whether they need
to receive an entity summary of a specific window type
with a desired window size.

2) IoTSAX, an enhanced dynamic approximation technique
for numerical IoT data that is based on the symbolic
aggregate approximation (SAX) methodology by provid-
ing dynamic segment points as well as alphabet size for
symbolic representations that follow data fluctuations.

3) A novel approximate rule-based reasoning approach
that is based on data approximation interpretation and
embedding models that create quad-like entity-based
abstractive summary notifications.

4) An evaluation methodology using synthetic and real-
world IoT data as well as ontologies for examining the
tradeoff among latency, throughput, compression space
saving, number of forwarded messages, approximation
error and F-score by using windows.

The remainder of this article is structured as follows. In
Section II, we present the problem analysis that consists of
motivational scenario and its challenges, whereas Section III
presents the preliminaries. Section IV contains related work,
whereas Section V contains an overview of the abstractive
publish/subscribe summarization system. Section VI describes
the IoTSAX approach, whereas evaluation and results are in
Section VII. Finally, conclusions are drawn in Section VIII.

II. PROBLEM ANALYSIS

This section analyses the problem with the use of a
motivational scenario and its challenges.

A. Motivational Scenario

A user is interested in events concerning an entity, there-
fore, they create subscriptions with the topic “entity name.”
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Fig. 1. User is interested in approximate information about a patient or a property. Multiple sources generate timestamped information records.

Multiple sensor readings (publishers) provide an abundance
of information about this entity. For example, a doctor is
interested in the medical information of one’s patient, which
involves body sensor readings like blood pressure, heart rate,
etc. At the same time, a resident of a property is interested
in the readings provided by the building like temperature,
humidity, etc. The deployed sensors could belong to differ-
ent manufacturers. The busy work or lifestyle of the users
does not permit them to explicitly focus on all available sen-
sor readings. Therefore, they would like a rough view of all
the provided sensor data without much manual user input in
order to understand if they need to take further actions (e.g.,
book a doctor’s appointment, reduce energy consumption etc.).
The motivational scenario is illustrated in Fig. 1.

B. Challenges

The challenges involved in the aforementioned motivational
scenario are the following.

1) Data-Related Challenges:
a) Heterogeneity: The sensors deployed belong to dif-

ferent manufacturers; therefore, different schemata
and semantics are used. The users would expect
to be abstracted from the lack of semantic interop-
erability and be presented with a notification in a
common representational format.

b) Redundancy: Frequent sampling rates gener-
ate identical sensor data with unchanged states
for periods of time (e.g., Fig. 1: humid-
ity = 39.6878%). The redundancy will result in
voluminous unnecessary data that will overwhelm
the user and it will impose resource limitations to
the processing system.

2) User-Related Challenges:
a) High-Level Interpretation: The users are not

interested in specific sensor values (e.g., Fig. 1:
heart rate = 100.8 bpm), but in a rough view of an
entity including numerical or abstract information
(e.g., Fig. 1: patient has tachycardia).

b) Simple Data Representation: The notification
should be presented in a suitable and understand-
able structure for the user.

c) Low User Expressibility: The users might be non-
experts; therefore, complex queries like SPARQL

are deemed unfriendly. Also, they might not be
aware of the sources available nor of the seman-
tics or schemata used in the sensor data to make
more explicit queries (e.g., Fig. 1: “peripheral cap-
illary oxygen saturation” instead of “SpO2”). The
users would prefer a noncomplex contextual-aware
query that provides a rough view of an entity.

3) Performance-Related Challenges:
a) Continuity: The sources constantly update the

entity’s information, and the users need the most
recent one.

b) Resource Constraints: The heterogeneity and
redundancy, mentioned above, create voluminous
data that causes network overhead. Nevertheless,
the data needs to be processed quickly, in real
time and with as low memory, power, and network
consumption as possible.

III. PRELIMINARIES

This section provides the necessary background regarding
publish/subscribe systems (PSS) and their limitations, the use-
fulness of knowledge graphs and abstractive summaries to
the problem as well as embedding models and their use in
semantic approximation.

A. Publish/Subscribe Systems

PSS provide a suitable interaction scheme for dynamic
large-scale applications. Subscribers (users) express their
interest in an event or pattern of events via subscriptions that
are sent to the Event Engine. Publishers generate events via
publications that are also sent to the Event Engine. A matcher
is contained in the Event Engine that matches specific events
to subscriptions, based on their conditions, resulting in sub-
scribers being notified [16]. PSS are characterized by space
decoupling (publishers and subscribers do not need to know
each other), time decoupling (publishers and subscribers do
not need to be active at the same time) and synchronization
decoupling (publishers are not blocked during event produc-
tion, and subscribers can be notified while performing another
activity).

PSS have three main schemes: 1) topic based; 2) content
based; and 3) graph based. In the topic-based PSS, events
and subscriptions are related to a topic expressed as keywords
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Fig. 2. Existing PSS schemes can overcome the performance-related chal-
lenges of Fig. 1. Nevertheless, the only scheme that can deal with the low
user expressibility challenge is the topic-based one as it supports noncomplex
keyword-based subscriptions (topic = “patient” in this example) but at the
cost of creating redundant notifications with high heterogeneity (a). The aim
of an Abstractive PSS is to combine the advantages of the topic-based and
graph-based PSS by supporting noncomplex subscriptions and providing rich
graph notifications that deal with redundancy, heterogeneity and the users’
need for high-level data interpretation with the use of abstractive entity sum-
marization (b). (a) Graph with all timestamped information of a time frame.
(b) Abstractive entity summary.

(e.g., sports). In the content-based PSS, events are mostly
attribute-value pairs and subscriptions are expressed as filters
with the use of comparison operators (=, <, ≤, >, ≥) or log-
ical combinations (and, or etc.) of individual constraints (e.g.,
gender = female AND age < 30). In the graph-based PSS,
events are graphs and subscriptions are SPARQL-like queries
that focus on specific nodes and relations between them. All
three schemes have different limitations, including the need of
a shared understanding of topics, the use of specific schemata
and semantics, the creation of complex queries by nonexperts
and the possibility of redundant or unnecessary information in
notifications, suggesting that PSS need to be enhanced.

B. Knowledge Graphs and Abstractive Entity Summarization

As aforementioned, the challenges in IoT environments are
many. The data in IoT comes from multiple sensors and
relates to different entities. Given the sensor volume, the
number of entities and the changeability of data involved,
a richer but simple representation should be provided that
represents the raw sensor data to conceptual entities with
their associated properties. Knowledge graphs could be used
as a representation since their nodes represent entities, and
their directed labeled arcs constitute relations among them.
In Fig. 1 the sensor readings could be represented as graphs,
like in Fig. 2(a), where patient is an entity, all values are
literals, whereas heartRate and SpO2 are properties. Resource
description framework (RDF) is a data modeling language that
expresses these representations as triples 〈subject, property,
object〉, where the subject is an entity, the object is a literal
and the property is their relation.

Knowledge graphs by themselves are not able to tackle
the challenges involved with the high data volume and the
resource constraints in IoT. Entity summaries could be used
in this case as a subset of the whole entity information is
selected [13], [17]. There are two strategies in summarization.

1) Extractive Summary: The summary is a subset of the
original information provided. In entity summarization,
all graph nodes and their relations are taken by the
original source graphs.

2) Abstractive Summary: The summary differentiates from
the original information provided. In entity summariza-
tion, either new graph nodes and their relations are
created or a high-level interpretation is provided.

Fig. 3. Vector space depicting the position of each word based on the
ConceptNet embedding model. Each partition represents the close relationship
among words. For example, {luminance, light} are related words, {darkness,
dark} are synonyms to each other but antonyms to {luminance, light}, there-
fore, all words are semantically related. We observe that related words are
close in the semantic space.

An abstractive entity summary is given in Fig. 2(b), where
for each distinct property we observe its aggregated value,
its behavioral pattern for a time frame and its high-level
interpretation with the use of approximation and reasoning
methodologies.

C. Word Embedding Models and Semantic Decoupling

In environments like IoT that contain data with high hetero-
geneity and redundancy, it is important for the words contained
in the data not to be treated as individual ones (semantic
coupling). Their semantic relationship should be examined in
order to discover synonymous, related or antonymous words.
Word embeddings are Deep Learning models that find the
semantic and contextual relationship among words. The mod-
els are trained on big corpora and they create vectors for each
word that when projected in a vector space they will show
related words close to one another. These models can be used
for semantic interoperability since, unlike ontologies used so
far, they are not bound by specific semantics, schemata or
hierarchies (e.g., subClassOf) and they do not need domain
experts. They are only limited to the corpora that they are
trained on.

One of the first most popular and still highly used word
embedding models is Word2Vec [18], where the model is
trained to predict neighboring words. FastText [19] is another
popular model that was based on Word2Vec. Recent research
has focused on models that emphasize either on the polysemy
of a word and give a separate vector for each sense/individual
meaning of a word like MSSG [20] and DeConf [21] or on
concept hierarchies like ConceptNet [22]. An example of a
vector space is illustrated in Fig. 3.

IV. RELATED WORK

The related work is split into two categories; approxima-
tion and contextual awareness. An overall comparison among
approaches is given in Table I.
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TABLE I
OVERALL COMPARISON OF DIFFERENT APPROACHES

A. Approximation

1) Approximation in Time Series: Time series approxima-
tion has been widely used for reducing the dimensionality
of the original data. Among the abundance of the existing
techniques, a few are the most popular ones. Discrete Fourier
transformation (DFT) [23] transforms a signal from the time
domain to the frequency one. The original signal is repre-
sented by the first few Fourier coefficients. Discrete wavelet
transformation (DWT) [24] transforms a vector into a set of
smooth values and wavelet coefficients that consist of the
average and the differences of every other two values of
the vector. The process is iterative by considering as vector
the wavelet coefficients of the previous step until only a sin-
gle value remains. Principal component analysis (PCA) [25]
transforms the original data representation to a new orthogo-
nal base by calculating their covariance or their singular value
decomposition (SVD) [26]. Piecewise aggregation approxima-
tion (PAA) [27] transforms a time series vector into a reduced
vector of a predefined segment length by taking the average
of the original vector values within each segment. SAX [28]
transforms a time series into a set of letters. Initially, normal-
ization and PAA are applied to the original vector and then the
reduced vector is represented by letters based on breakpoints
according to the standard normal distribution.

Among these approaches, we focus on SAX, a lossy com-
pression method. There have been several studies that have
shown the superiority of SAX and PAA, which SAX is
based on, compared to other approximation techniques [14],
[29]–[31]. Specifically, PAA and SAX are simple and compu-
tationally much less costly without requiring complex matrix
computations, such as in PCA and SVD. They have no limi-
tation on the time series length, whereas in the case of DFT
and DWT the length should be of the power of two. Even
though their parameters can affect their performance, the loss
of the original data’s nature and quality may be more evi-
dent in the cases of DFT, DWT, SVD, and PCA when the
best number of coefficients or principal components should
be defined. They do not require a global calculation if the
data is not normalized; therefore, they could be implemented

incrementally or in batches for quicker processing time, unlike
SVD and PCA. Like the other approaches, they also satisfy
the lower bounding principle, that is a distance measurement
can be found on the reduced vector that is guaranteed to be
less than or equal to the true distance measured on the original
vector. They are the best at retaining the main characteristics
of the original time series by also having high dimensionality
reduction; therefore, there is a high correlation between the
reduced/symbolic vector and the original one. SAX has also
the added advantage that it can provide symbolic representa-
tions in order to observe patterns or occurrences of specific
numerical ranges unlike the rest of the approaches.

The aforementioned SAX’s advantages and the fact that it
can be used to approximate massive and high-dimensional
data, like in the case of IoT, made it possible to be used
in sensor-based research either as an approximation approach
for optimization purposes or for finding spatiotemporal cor-
relations [4], [32]. Several works have proposed optimized
ways, but most are not related to sensor data. Regarding sensor
data, SensorSAX [33] proposes an adaptive segment length in
PAA that is based on the streaming activity of data in order
to reduce data communication and original information loss.
Puschmann et al. [32] kept the raw values of the data (no
normalization) and find its true distribution based on kernel
density estimation (KDE). The distribution’s equiprobable
regions are examined to define the symbols to be used for the
symbolic representation. Regarding some notable nonsensor
data works, SAX-ARM [34] uses an inverse normal transfor-
mation for normalization to ensure normal distribution of the
original time series and focuses on multivariate time series
rather than univariate ones. It also defines a dynamic alphabet
size for the symbolic representations based on the percentage
of the deviant events that one would like to observe. Zan and
Yamana [35] is the only work that focuses on enhancing all of
the parameters of SAX. The dynamic segments are defined by
recursive calculations and the fitting of linear regression to the
data of each segment according to a threshold. The dynamic
alphabet size for the symbolic representation is based on the
skewness of the approximate data distribution. However, all
of these works apart from Puschmann et al. [32], normalize
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the data and assume normal distribution, which could not be
the case in IoT data. Apart from Zan and Yamana [35], the
works focus on enhancing either PAA or SAX, but not both.
Apart from SAX-ARM, the works do not observe extreme val-
ues and no work observes sharp fluctuations of data that could
prove meaningful depending on the nature of the data. Finally,
the nonsensor data works are time-consuming and they are not
optimized to apply on a streaming environment like IoT.

B. Contextual Awareness

1) High-Level Abstraction in IoT: There are a number
of works that have tackled contextual awareness from raw
numerical IoT data. The main approaches are supervised or
unsupervised learning models (e.g., neural networks, cluster-
ing), manual rules, fuzzy rules, ontology-based, probabilistic
models (e.g., Markov models) in order to transform low-level
context to high-level one [11], [36]. Nevertheless, there is no
consensus on which approach is better as each of them has its
own advantages and disadvantages.

Semantic interoperability has also been tackled by
rule engines that can lead to higher level annotations.
El Kaed et al. [37] used Lua to create semantic rules for
sensor decoupling when a topology change occurs (e.g., sen-
sor being replaced or deleted). Gyrard et al. [7] designed
the machine-to-machine measurement framework that uses
data sets and sensor-based linked open rules by sharing and
reusing existing ontologies/data sets/rules by domain experts.
Jajaga and Ahmedi [38] proposed the C-SWRL rule language,
which is an extension of SWRL but for reasoning over stream
data. Ganz et al. [8] used a combination of machine learning
and approximation techniques as well as SWRL-based rules
extracted from the Web to create topical ontologies that rep-
resent domain-specific concepts. Puschmann et al. [32] used
a combination of topic modeling and approximation tech-
niques as well as predefined rules that describe the pattern
movement of a time series for identifying underlying structures
and relation in sensor data. Wei and Barnaghi [39] integrated
sensor data with semantic Web and linked data for reason-
ing and annotation with the use of rules based on ontologies
to create semantic sensor Web ontologies. Nevertheless, all
these works rely on the assumption that specific rule seman-
tics are used, complex rules will be provided by nonexpert
users and that ontologies with specific schemata and seman-
tics will either be considered or extended (e.g., semantic sensor
network ontology). The only work that supports approximate
rules is Wei and Barnaghi [39] but in terms of spatial proxim-
ity and not semantics, which is the scope of our work. Also,
some works are domain dependent and could not be easily
applied to other domains and they are too expensive for a
real-time processing environment.

2) Semantic Engines in PSS: There are some works that
have addressed semantic decoupling in PSS. Although, this
category is not directly linked to our work; nevertheless, it is
worth mentioning for completeness. Hasan and Curry [15] cre-
ated an approximate semantic matcher for events coming from
heterogeneous sources based on Wikipedia ESA and proba-
bilistic models. S-TOPSS [40] use synonyms, taxonomies and

mapping functions specified by domain experts for creating
an approximate matcher. A-TOPSS [41] use subscriptions that
match events with a degree of confidence via fuzzy set theory
and probability theory. Alhakbani et al. [42] used approxi-
mate semantic matching in PSS for IoT based on Wikipedia
ESA, a tree structure and taxonomy clustering. G-TOPSS [43]
is a graph-based PSS that uses ontologies that contain syn-
onyms, taxonomies and transformation rules to enrich data
and support representational decoupling (e.g., descendant,
ancestor, or direct instance of a class). Esposito et al. [44]
enforced an RDF ontology to be dynamically built based on
the incoming events in a topic-based PSS for dealing with
semantic interoperability of heterogeneous events. Apart from
Hasan and Curry [15], all the other works use either domain
experts, ontologies or taxonomies, which infer a shared agree-
ment of concepts, semantics and schemata, leading to the
disadvantage of terminology and syntactic coupling.

V. ABSTRACTIVE PUBLISH/SUBSCRIBE

SUMMARIZATION SYSTEM

In this section, an overview of the proposed abstractive
publish/subscribe summarization system is given, like the
architecture, and the event and subscription models.

A. Architecture

As aforementioned, in PSS publishers publish events and
subscribers subscribe or unsubscribe to these events based
on their interest. If a match is found, then, a notification is
sent to the subscriber. Existing schemes cannot be applied
for the scenario illustrated in Fig. 1, therefore, we propose
an extension; the abstractive publish/subscribe summarization
system that is based on data approximation and reasoning
(IoTSAX approach) that create quad-based entity summaries
(notifications) for abstractive-aware subscriptions.

The architecture of the approach is illustrated in Fig. 4.
Publishers create publications concerning entities and sub-
scribers create abstractive-aware subscriptions concerning
these entities (Subscription Model). All publications and sub-
scriptions enter the abstractive publish/subscribe summariza-
tion system, which analyses the publications and notifies the
subscribers.

All publications that relate to a specific measurement of an
entity are integrated into specified windows (data integration).
As each window gets populated, dynamic PAA and dynamic
SAX take place to approximate the raw data to average values
and symbolic representations, respectively, (data approxima-
tion). Once each window reaches its full capacity based on
the user-defined window size, the approximate data undergoes
approximation interpretation, where the patterns and shape of
the data are analyzed. It is also transformed into high-level
inferences via approximate reasoning rules (reasoning). The
abstractive summaries (IoTSAX approach) are, then, created
in the form of quads (event model) that can act as notifica-
tions to the subscribers if the entity-centric matcher has found
a match (exact matching). Then the process starts again.
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Fig. 4. Architecture of the abstractive publish/subscribe summarization system.

B. Event Model

As aforementioned, a richer but simple representation
should be provided as a notification to the subscribers, in
which raw sensor data turns into conceptual entities with
their associated properties. Although RDF triples of the form
〈subject, property, object〉 could be used as a publication pay-
load, there is no information on the high-level abstraction or
pattern occurrences of the data. Therefore, we propose the
adaptation of quads in the publication payload, which are of
the form 〈subject, property, object, context〉. Below there is
an example of a publication payload, where the subject is the
entity in question, the object is the aggregated value within a
specific window, the property is the relation between the sub-
ject and the object, and context is the pattern occurrence of
raw values within a specific window and the reasoning result
by the approximate rules

{<Patient> <heartRate> <103.5bpm> <overall increasing
with reoccurring sharp increases and one sharp decrease,

TACHYCARDIA>}

Therefore, the definition of the event model is as follows: let
EV be the set of events, PID the set of publisher IDs, PubID
the set of publication IDs, T the set of timestamps and Q(e)
the quad of an entity e, respectively, then

ev ∈ EV ⇔ ev = {(pID, pubID, t, q), . . . , :
pID ∈ PID, pubID ∈ PubID, t ∈ T, q ∈ Q(e)}.

(1)

C. Subscription Model

To support low user expressibility, the proposed subscription
needs to be noncomplex and contextually aware. Therefore, the
subscription payload is a set of simple attribute-value pairs and
each event needs to fulfil all of its constraints so that a match
occurs. Each pair consists of an attribute, an equal operator and
a value. Below there is an example of a subscription payload:

{entity = “Patient,” windowType = “CountTumbling,”

windowSize = 10, summary = “Abstraction”}

In the example above, the subscriber is interested in an
abstractive summary of the entity <Patient> derived from
the analysis of data taken from count tumbling windows of
size 10. The summary’s value can be either “Abstraction” or
“None” should the user want no data summary.

Therefore, the definition of the subscription model is as
follows: Let S be the set of subscriptions, SID the set of sub-
scriber IDs, SubID the set of subscription IDs, T the set of
timestamps, ATT the set of attributes, OP the set of operators
and VAL the set of values, respectively, then

s ∈ S⇔ s = {(sID, subID, t, (att, op, val)), . . . , :

sID ∈ SID, subID ∈ SubID, t ∈ T

(att, op, val) ∈ ATT× OP× VAL}. (2)

VI. IOTSAX APPROACH

In this section, details on the main abstractive summariza-
tion approach are given that consist of two phases: 1) IoTSAX
approximation and 2) approximate rule-based reasoning.

A. Enhancing SAX Approximation

The aim of a symbolic representation of a time series can
be formalized as follows.

A univariate time series X = 〈x1, x2, . . . , xN〉 ∈ R
N , that

is a sequence of N data points measured at successive points
in time, can be approximated into a symbolic representation
S = 〈s1, s2, . . . , sn〉 ∈ A

n, where si is a letter of an alphabet
A = {a1, a2, . . . , ak} of k letters. The approximation should:

1) boost the system performance; therefore, n 	 N and
k 	 n, meaning that the approximate sequence should
have a much smaller dimension that the original one
and only a small number of meaningful letters should
be used;

2) satisfy the lower bounding principle;
3) provide automatically tuned parameters n and k.
1) SAX Approximation: The original SAX approxima-

tion [28] consists of three steps; z-normalization, PAA and
discretization. The z-normalization ensures that all normal-
ized values of a time series have mean and standard deviation
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Fig. 5. SAX approximation on the first 100 respirationRate (RESP) time
series samples for n = 5 and k = 5. In this case, the whole time series is
approximated by the symbolic representation “bbcdd.”

close to 0 and 1, respectively. PAA divides the normalized
time series into user-defined equal segments and calculates the
mean value of the data in each segment, which constitutes a
PAA coefficient. The last step is symbolizing each PAA coef-
ficient to a letter. This step is based on the assumption that
normalized time series follow a standard normal distribution;
therefore, according to a user-defined alphabet size, equiprob-
able regions are defined by breakpoints based on the standard
normal distribution. Each PAA coefficient falls within a spe-
cific region between breakpoints that defines the letter with
which it will be symbolized. An example of SAX is illustrated
in Fig. 5.

2) IoTSAX Approximation: Although the original SAX
approach has many aforementioned advantages compared to
other approximation approaches, it is limited when it comes
to real-time processing environments, like IoT. Specifically,
it uses a fixed/nonadaptive segment number n and alpha-
bet size k that is defined by the user. These parameters are
data dependent; therefore, they need to be manually tuned for
their best values, which is not applicable in streaming data.
Also, the fixed segment number may result in poor aggrega-
tion performances as in sensor data there might be a range
of data activities within a segment, from low to high data
generation and small to sharp fluctuations that could indicate
extreme/abnormal values. All this original information will
be lost in nonadaptive segments as the average value will be
defined through PAA.

Another limitation is the normalization of the raw data since
the authors suggest that this is a meaningful way of comparing
time series. Nevertheless, in this work reasoning and compari-
son among time series is based not only on their shape but on
their amplitude, which is information that will be lost with nor-
malization and it is more clearly illustrated in Fig. 6. Finally,
the assumption that normalized data follows a standard normal
distribution may not be the case in IoT data.

To avail of the advantages of SAX and overcome the dis-
advantages above, we propose IoTSAX, which is a dynamic
SAX approximation that could be used in IoT environments.
IoTSAX incrementally defines the best segments and alphabet
size within a data window. In this way, the dynamic segments
observe and retain the sharp fluctuations in the data due to
extreme/abnormal values, whereas the dynamic alphabet size
leads to more fine-grain representations of the approximate
data based on its original skewness. Also, no data normaliza-
tion takes place so that its amplitude is not lost and the true
probability density function (PDF) of the data is found based
on the nonparametric KDE [45]. An example of IoTSAX is
illustrated in Fig. 7 and more details are given in Algorithms 1
and 2.

Algorithm 1 is the first step of IoTSAX approximation,
where the best segments and PAA coefficients are found incre-
mentally. In line 1, the DynPAA function gets as input two
consecutive data points, whereas in line 3, the two points are
transformed into a linear equation and the slope or deriva-
tive of the equation is calculated. The slope is later enhanced
in line 4 by taking into account the amplitude between the
two points. A difference between two consecutive enhanced
slopes is found in line 5 and if it is higher than a user-defined
threshold (line 6) then the end of a dynamic segment has been
found (line 12). Nevertheless, we avoid splitting consecutive
sharp enhanced slopes that are first negative and then posi-
tive and vice versa into different dynamic segments since they
could be represented together by a mean value (PAA coeffi-
cient) in lines 7–11. Lines 14 and 15 are necessary updates
of a possible end of a dynamic segment and enhanced slope
for the next incremental rounds. Lines 17–19 dictate that if
the window has reached its end, then, we have reached the
end of the final dynamic segment. Lines 20–22 show that if
an end of a dynamic segment has been found, then, the aver-
age value of the points within the segment constitutes its PAA
coefficient.

Algorithm 2 is the last step of IoTSAX approximation,
where the best dynamic alphabet size is defined as well as
the PDF of the data. In line 1, the IoTSAX function gets as
input the window data points X, the PAA coefficients of the
window X̄ from DynPAA function, a system-defined alpha-
bet A = {a, . . . , z} and kMax = 10 and kMin = 3 that
define the maximum and minimum values, respectively, that
the dynamic alphabet size can take. The alphabet A could
apply to any environment. Also, according to the original SAX
authors [28] and other studies [31], the range of an alphabet
size is not too critical and a range of 5–8 seems to yield the
best results, therefore we set the alphabet size range from 3
to 10. If the end of the window has been reached (line 2),
then, KDE is called that through the calculation of mean and
standard deviation of X, a necessary bandwidth is defined and
the final PDF of the data is calculated based on a Gaussian
kernel (line 3). Line 4 calculates the skewness of X based on
its mean, mode (most frequent value) and standard deviation.
The skewness shows the asymmetry of the PDF compared
to its mean value. The higher the skewness, the lower the
dynamic alphabet size, which is calculated in line 5 based also
on the kMax and kMin. All skewness values higher than 1 are
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Fig. 6. Normalization maintains the shape of the original time series but loses the amplitude, which is important in sensor data comparison and reasoning. In
(b) distance between the time series seems smaller compared to what it actually is as depicted in (a) and the original values that would be used in reasoning
are lost. (a) Difference between raw RESP and CVP time series. (b) Difference between normalized RESP and CVP time series.

Fig. 7. IoTSAX approximation on the first 100 RESP time series for thr = 4,
kMax = 10 and kMin = 3. The segments follow the sharp fluctuations of the
data compared to Fig. 5 and the skewness-based alphabet size k = 7 leads to
a fine grain representation of the approximate data, which in this case it is
symbolically represented by “bdaaggeafggeege.”

considered equal to 1. The skewness may change for differ-
ent window data points resulting in different alphabet sizes.
Lines 6–9 define the breakpoints based on the logic of the
original SAX. Specifically, the β variables define the cumula-
tive probabilities that are required if the area under PDF is split
into equiprobable regions of a number equal to the alphabet
size. Then, the breakpoints are the values where these prob-
abilities occur. Finally, lines 10–16 also follow the logic of
the original SAX, where according to which specific region
between breakpoints the PAA coefficient falls within, a letter
is selected for the symbolic representation S of X. An exam-
ple of the PDF via KDE of Fig. 7 compared to the normal
distribution is illustrated in Fig. 8.

Algorithm 1 DynPAA—Dynamic PAA
1: function DYNPAA(xN−1, xN, thr) 
 xi: data point
2: dynSegmentsPoint← 0
3: slope← (xN − xN−1)/(index(xN)− index(xN−1))

4: enSlope← slope ∗ |xN − xN−1|
5: diffOfEnSlopes← ||enSlope| − |prEnSlope||
6: if diffOfEnSlopes > thr then
7: if index(xN−1)− prDynSegmentsPoint = 1 then
8: if prEnSlope ∗ enSlope > 0 then
9: dynSegmentsPoint← index(xN−1)

10: end if
11: else
12: dynSegmentsPoint← index(xN−1)

13: end if
14: prDynSegmentsPoint← index(xN−1)

15: end if
16: prEnSlope← enSlope
17: if endOfWindow then
18: dynSegmentsPoint← index(xN)

19: end if
20: if dynSegmentsPoint = 0 then
21: X̄i ← 1

numOfPoints

∑dynSegmentsPoint
j=endOfPreviousSegment Xj

22: end if
23: return X̄i 
 PAACoefficient (if any)
24: end function

B. Reasoning

Reasoning is the final step in the time series analysis
in order to create the quad. It consists of two main parts,
which is the interpretation of the symbolic representation and
the approximate reasoning rules. More details are given in
Algorithm 3.

Algorithm 3 depicts all the steps that create the final quad
that is sent as a notification to the subscriber. In line 1,
the Quad function gets as input the PAA coefficients of the
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Algorithm 2 IoTSAX—Dynamic SAX for IoT

1: function IOTSAX(X, X̄,A, kMax, kMin) 
 X: window
data points

2: if endOfWindow then
3: PDF← KDE(X)

4: skewness← |mean− mode|/sd
5: k← round(kMax− ((kMax− kMin) ∗ skewness))
6: for i← 0, k − 1 do
7: β ← (i+ 1) ∗ totalAreaUnderPDF/k
8: breakpoints← PDF.quantileFunction(β)

9: end for
10: for i← 0, sizeOf X̄ do
11: for j← 0, sizeOfBreakpoints do
12: if breakpointsj > X̄i then
13: Si ← Aj

14: end if
15: end for
16: end for
17: end if
18: return S 
 Symbolic representation of X
19: end function

Fig. 8. PDF via KDE on the first 100 RESP time series. The histogram of
the raw values and the estimated PDF show that it does not follow the normal
distribution, which would be the assumption in the original SAX (here no nor-
malization occurs, otherwise the normal distribution would have mean = 0 as
in the original SAX). The distribution is skewed with skewness = 0.38 result-
ing in k = 7 with breakpoints that split the area under PDF in k equiprobable
regions.

window X̄ and the symbolic representation S from IoTSAX
function. In lines 2–4, the main triple is created that con-
sists of the subject and the property of the window, as well
as the object, which is the mean value of the window’s PAA
coefficients. In lines 5–7, the distance of subsequent letters
in the symbolic representation is calculated and meaning is
defined. For example, for k = 3, if the distance is −1 then the
meaning is that there is a slight increase, if it is −2 then there
is a sharp increase etc. The values that meaningOfDistance
can take are {slightIncrease, increase, sharpIncrease, slightDe-
crease, decrease, sharpDecrease}. In line 8, an interpretation

Algorithm 3 Quad—Reasoning

1: function QUAD(X̄, S) 
 X̄: window PAACoefficients
2: subject← entityOfWindow
3: property← attributeOfWindow
4: object← mean(X̄)

5: for i← 1, sizeOf X̄ do
6: meaningOfDistance← distance(Si, Si−1)

7: end for
8: interpretation← shapeOfS(meaningOfDistance)
9: inference← approximateRules(property, object)

10: quad ←< subject >< property >< object ><

interpretation, inference >

11: return quad 
 quad of event
12: end function

of the shape of the symbolic representation is extracted based
on the meaning of distances. According to the popularity
of the meanings, an initial interpretation may have one of
the following values {“overall increasing,” “overall slightly
increasing,” “overall decreasing,” “overall slightly decreasing,”
“overall neutral}.” Then, based on whether they have sharp
increases/decreases, their sequence and their frequency, the
interpretation may additionally have some of the following
values {“one sharp increase/decrease followed by one sharp
decrease/increase” or “reoccurring sharp increases/decreases
followed by sharp decreases/increases,” “one sharp increase”
or “reoccurring sharp increases,” “one sharp decrease” or
“reoccurring sharp decreases}.” Line 9 refers to the reason-
ing result based on approximate manual rules. Specifically,
a property contains a set of rules that define the context to
be inferred depending on the property’s value, which in this
case is the object. These rules are approximate; therefore, if a
conceptually related property to the one existing in the rules
were to be used, then, the reasoner would be able to find the
relevance and use the appropriate rule. Finally, in line 10, a
quad is created that apart from the triple, it also contains the
contextual information.

1) Approximate Reasoning Rules: Rule-based reasoning
is a simple, time-efficient and low-memory way to infer
high-level abstractions of sensor data. Nevertheless, one of
their disadvantages is that they cannot be adapted to het-
erogeneous and complicated sensors. This problem can be
addressed by approximate reasoning rules via word embed-
dings, which represent words into vectors in a vector space.
Words that are more conceptually related, including semanti-
cally opposite words like antonyms, exist closer to the vector
space.

The stages of finding the most relevant property existing in
the rules (Fig. 9) are the following.

1) Preprocessing: Each property in a triple is pre-
processed by lower casing, tokenising, removing
stop-words and concatenating each token with an
underscore.

2) Property to Vector: The original word, the tokens and
the concatenated word are sent to a word embedding
model to extract their vector. Priority is given to the
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Fig. 9. Example of the stages of approximate reasoning rules. Only a subset of all the reasoning rules and their properties is given for visualization purposes.
Rigid reasoning rules would not relate the property “outsideLuminance” to “light,” therefore, no reasoning result would occur based on the semantically
coupled reasoning rules.

original word, then, the concatenated one and finally if
the previous do not exist, then, an average is taken by all
the tokens’ vectors. An index is created for all words that
have already been examined along with their vectors.

3) Property Distance to Rules’ Properties: A distance
(cosine similarity) is calculated between the property in
a triple and all properties existing in the reasoning rules.
All distances are sorted from highest to lowest.

4) Top-1 Selection: The rules’ property that has the highest
similarity is picked as the most relevant property.

VII. EVALUATION

This section provides the evaluation of the approach that
consists of the methodology followed and the data sets used
as well as the metrics and the final results.

A. Data Sets and Methodology

A combination of different real-world data sets has been
used that relate to the applications of medicine and smart
cities. MIMIC II database2 contains heart-related readings
(e.g., heart rate, central venous pressure etc.) of patients that
developed or were at risk of developing an acute hypotensive
episode. Intel Lab Data3 contains indoor sensor readings (e.g.,
temperature, humidity etc.) from the Intel Berkeley Research
lab. CityPulse4 contains readings regarding the weather (e.g.,
dew point, wind speed etc.), pollution (e.g., ozone, carbon
monoxide etc.) and road traffic (e.g., vehicle count). UCI
electric consumption5 contains electric power consumption
readings in one household (e.g., global active power, volt-
age etc.). All readings were preprocessed into literals with
properties the measurements centralVenousPressure, temper-
ature etc., objects the original values and subjects the prop-
erty/people’s name. Missing values and final zero values, due

2https://archive.physionet.org/challenge/2009/training-set.shtml
3http://db.csail.mit.edu/labdata/labdata.html
4http://iot.ee.surrey.ac.uk:8080/datasets.html
5https://archive.ics.uci.edu/ml/datasets/Individual+household+electric+

power+consumption

to equipment disconnection or noise, were deleted. Other kinds
of noise (e.g., white noise) in the original data were ignored
as out of the scope of the work. The reader is directed to
Vaseghi [46] on advanced signal processing techniques. Also,
where possible, spatially nearby sensors were selected. An
overview of the data sets and their characteristics is given in
Table II.

In order to observe the consensus among the results of
different abstractive publish/subscribe summarization systems,
we examined ten entities, where each corresponds to a sepa-
rate system. For the medicine application, we used ten patient
data from MIMIC II database, whereas for the smart cities one,
we synthetically combined for each entity different 24-h sets
from all CityPulse and UCI electric consumption data as well
as 44 spatially nearby sensor data from Intel Lab Data. We
used a representative subset of the MIMIC II database and
Intel Lab Data since the data contain redundancy. We also
examined all the original attributes’ semantics generated by
the sensors. The manual rules were mostly created based on
the M3 framework’s rules6 and the annotations in the MIMIC
II database, which contained ranges of attributes’ values when
an alert occurred.

The evaluation methodology is illustrated in Fig. 10. It
examines both the efficiency and effectiveness of the approach.
The efficiency involves metrics like latency, throughput, etc.
after the approximation and reasoning take place. The effec-
tiveness involves metrics like F-score and approximation error.
The F-score is based on a relevance ground truth (partly
inspired by Hasan and Curry [15] ground truth construction).
In order to show the heterogeneity involved in IoT environ-
ments, a ground truth set is constructed by choosing each
original data property (e.g., light) and storing its synonyms
(e.g., blaze), related words (e.g., flash) and antonyms (e.g.,
blackness) deriving from the Merriam-Webster7 thesaurus as
well as its hyponyms (children) observed in the BRICK ontol-
ogy8 (e.g., luminance). In the case of polysemy, the words that

6https://github.com/gyrard/M3Framework/tree/master/war/RULES
7https://www.merriam-webster.com/thesaurus
8https://brickschema.org/#home
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TABLE II
DATA SET CHARACTERISTICS

applied to the application in use were chosen (e.g., “pressure”
as body measurement in the medical case and as environmen-
tal one in the smart cities case). An example of the evaluation
methodology is given in Fig. 10 for a triple with property light.

The streaming rate by the publishers and subscribers fol-
lows a uniform distribution as in the real case. Each publisher
generates a stream related to a measurement (e.g., tempera-
ture) of an entity. There is only one subscriber that generates
subscriptions based on the entities. All runs took place in a
laptop with Intel Core i7-6600U CPU@2.60 GHz 2.80 GHz
and 16 GB of RAM. Regarding the implementation, for the
RDF models, we use Apache Jena,9 for the embedding model
we use deeplearning4j,10 for the KDE we modified the corre-
sponding class by Smile,11 for tagging and lemmatization we
use Apache OpenNLP.12

B. Metrics

Several metrics have been used to evaluate the effectiveness
and efficiency of the approach. The effectiveness evaluation
focuses on the correctness, whereas the efficiency one focuses
on the performance.

1) Correctness: Correctness consists of the F-score and
approximation error metrics.

a) F-Score: The F-score metric calculates the effective-
ness of the approximate reasoner. Specifically, each property
in the ground truth is linked to an original triple’s property
(Fig. 10), therefore, if the reasoner finds this relevance, then,
it is considered as true positive (TP), otherwise, it is a false
positive (FP) as well as a false negative (FN), since the original
property was found irrelevant, but was indeed relevant accord-
ing to the ground truth. For example, in the case of Fig. 9 the
“outsideLuminance” property is correctly found most related
to the property light therefore, the F-score = 1.0, otherwise
F-score = 0.0. Specifically, the F-score is defined as

precision = TP

TP+ FP
and recall = TP

TP+ FN
(3)

F− score = 2× precision× recall

precision+ recall
. (4)

b) Approximation Error: Based on the study of
Ding et al. [29] the most important time series distance mea-
sures are the Euclidean distance (ED) and the full dynamic

9https://jena.apache.org/
10https://deeplearning4j.org/
11https://haifengl.github.io/smile/nlp.html
12https://opennlp.apache.org/

time warping (DTW). The authors also found that the two
measurements complement each other as for big data sets the
accuracy of ED is higher, whereas for small data sets the
DTW’s accuracy is higher. Therefore, these two measures are
both used to define the distance between the original time
series and the approximated one via PAA.

2) Performance: The performance consists of the end-to-
end latency, size reduction, compression space saving and
throughput metrics analyzed below.

a) End-to-End latency: The end-to-end latency is the
time it takes between the publication of an event until its
delivery to the subscriber as a notification. Since our sum-
maries/notifications involve multiple publications, our end-to-
end latency is the time it takes between the earliest published
event in the fusion until the time of the summary’s delivery
to the subscriber.

b) Size reduction: This metric is the reduction in the
number of messages that the subscriber receives.

c) Compression space-saving: This metric is the percent-
age of the reduction in data space occurring via approximation
and symbolic representation.

d) Throughput: Throughput is the number of
triples/events the system is able to analyze in a specific
amount of time.

C. Results

The results of the IoTSAX approach are analyzed below. An
example of the abstractive summaries produced is illustrated
in Fig. 11.

1) Data Approximation: The correctness and performance
of data approximation are analyzed for the following
approaches: 1) the typical PSS approach (no fusion no abstrac-
tion), where all events regarding an entity are sent as a
notification to the subscriber with no approximation or rea-
soning involved; 2) SAX approximation with reasoning (fusion
SAX abstraction), where according to the original authors [28]
and other studies [31] the use of n = 5 to 8 and k = 5 to 8
generally yields the best results; and 3) our proposed IoTSAX
approximation with reasoning (fusion IoTSAX abstraction),
where different threshold values are used as well as kMax =
10 and kMin = 3.

The results are shown below for ten entities for each use
case. For the medicine’s use case, a combination of 6 to 11
publishers is used depending on the availability of the data for
each entity. For the smart cities use case, 64 publishers are
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Fig. 10. Evaluation methodology and an example for a triple with property “light.”

Fig. 11. Quad-based notification examples for RESP, HR, and ozone time series, respectively.

used for each entity. Each publisher is related to a measure-
ment. The window sizes differ from 100 to 50 for medicine
and smart cities, respectively. The duration of each experi-
ment ranges from 15 to 30 min depending on the availability
of the data.

a) End-to-End latency and throughput: In Tables III and
IV the end-to-end latency and throughput results are illus-
trated, respectively. No fusion no abstraction has the best
latency as no approximation or reasoning as well as waiting
for a window to be populated are involved when sending noti-
fications. Surprisingly, this has no effect on the throughput
showing that a fast approach that generates an overload of
notifications can have a negative effect on the performance of
a system. The abstraction approaches can achieve from 2 to
3 times more the latency of no fusion no abstraction one as
further processing and population of windows are involved.
The medicine’s use case has higher latency; therefore, lower

throughput compared to the smart cities one, because fewer
publishers, hence less processing windows are created (less
parallelism) and the window size involved is bigger showing
the effect both parallelism and window size can pose in the
system performance.

In terms of the comparison among the abstraction
approaches, there is no significant consensus that indicates
which approach or parameter is better. Specifically, for dif-
ferent SAX parameters, the processing is similar time-wise;
therefore, it should pose no significant system performance
differentiation. This is also depicted in the throughput
results showing that indeed SAX and IoTSAX are appro-
priate approaches to be used in a streaming environment.
Nevertheless, we observe that IoTSAX achieves similar or
better latencies compared to SAX. We believe that the big-
ger and more complex the computations are, the better the
latency will be in the IoTSAX approach as it is incremental
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TABLE III
AVERAGE END-TO-END LATENCY RESULTS FOR BOTH USE CASES

TABLE IV
THROUGHPUT RESULTS FOR BOTH USE CASES

compared to SAX. There might also be a possibility that
KDE posed an additional computational burden in the case
of IoTSAX, hence the similar latencies with SAX in some
entities. Finally, we observe that stricter thresholds (lower
thresholds) in IoTSAX show slightly lower latencies as more
segmentation takes place.

It is important to note that we checked how the system
performs if no abstraction takes place, but with fusion,
meaning that no approximation or reasoning is involved
but the latencies and throughput are affected by the time
each window takes to be populated and we observed no
significant differentiation in the results. This shows how



1844 IEEE INTERNET OF THINGS JOURNAL, VOL. 9, NO. 3, FEBRUARY 1, 2022

TABLE V
SIZE REDUCTION RESULTS FOR BOTH USE CASES

TABLE VI
AVERAGE COMPRESSION SPACE-SAVING PERCENTAGE RESULTS FOR BOTH USE CASES

powerful SAX and IoTSAX approximation are in a streaming
environment.

b) Size reduction: In Table V, we see that when abstrac-
tion is used the number of forwarded messages sent to the
subscriber can be reduced from 98% to more than 99%
depending on the window size. The smaller the window size,
the lower the reduction. This complies with the latency results
that show that although no abstraction approach can be up to
three times faster than the abstraction ones, it creates an over-
load of notifications that can overwhelm both the system and
the subscriber. We also observe that more messages are for-
warded in the case of smart cities that also complies with
its lower latency and higher throughput as there is more
parallelism and more publishers generating events.

c) Compression space-saving and approximation error:
In Tables VI and VII the average compression space sav-
ing and the overall approximation error of all time series are
illustrated, respectively.

In terms of the compression space saving, we observe that
in the case of SAX the compression is higher for smaller seg-
ment numbers (n) as more data is grouped in segments to be
approximated. We also see that since n is static for all entities
in SAX, there is no differentiation in space saving compared

to the dynamic approach of IoTSAX, where the segmenta-
tion is based on the fluctuations of the data of each entity.
This is highly depicted in the space-saving percentage between
medicine’s use case and smart cities one. In medicine, SAX
performs higher compression compared to IoTSAX as more
fluctuations of data exist (patient’s measurements may have
extreme values); therefore, more segmentation takes place in
IoTSAX resulting in smaller space saving. On the other hand,
in the case of smart cities, there are not many fluctuations in
sensor readings (the readings may be the same for a window);
therefore, less segmentation occurs in IoTSAX compared to
SAX that has a static segmentation number. This means that
even in redundant sensor readings, SAX will always create a
bigger symbolic representation compared to IoTSAX; there-
fore, saving less space. We should observe though that in
IoTSAX the percentage of space saving is not only depen-
dent on the data, but also the threshold, suggesting that smaller
thresholds perform stricter dynamic segments, hence less com-
pression space saving. Finally, we see that the higher the
window, the more the effect of the compression in saving
space.

In terms of the approximation error, we observe how well
(nonnormalized in the case of SAX) PAA coefficients behave
compared to the original data. We see that ED and DTW
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TABLE VII
APPROXIMATION ERROR VIA ED AND DTW RESULTS FOR BOTH USE CASES

TABLE VIII
AVERAGE F-SCORE OF EACH PROPERTY AT FINDING THE CORRECT TOP-1 CONCEPTUALLY SIMILAR PROPERTY EXISTING IN THE REASONING RULES

sometimes may not have a similar pattern for the different
approaches and use cases, which depicts why both measures
should be used as each have their strengths and weaknesses. In
our case, we emphasize slightly more on the ED as it depicts
a straight line difference between the raw and the approx-
imate time series values, whereas DTW observes more the
general similarity between the two time series. We see that the
error results follow similar observations to the compression
space-saving percentage ones. Specifically, in SAX, smaller
segment numbers (n) result in bigger distances for ED and
the most part for DTW as higher compression takes place;
therefore, more error occurs. In IoTSAX, lower thresholds
result in lower approximation error as stricter dynamic seg-
ments are created, hence less compression. Generally, both

measures agree that IoTSAX outperforms SAX by achieving
less approximation error of up to 2 to 3 times. The difference
on how much the approximation error is reduced in the case
of IoTSAX according to the threshold values is more evident
with data fluctuations and higher window sizes as it can be
seen in medicine’s use case.

2) Approximate Reasoning: Different studies have shown
that the performance of the embedding models is depen-
dent on the different parameters and the corpus that they
have been trained on. Therefore, eleven embedding mod-
els are used to check their performance in finding the
most conceptually relevant property existing in the rules.
These models range from the ones assigning a single vec-
tor to each word (e.g., Word2Vec [18], FastText [19])
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to the ones giving a vector for each sense/individual
meaning of a word (e.g., MSSG [20], DeConf [21],
and ConceptNet [22]). Specifically, the pretrained mod-
els are Word2Vec GoogleNews, Vectors and Phrase,13

Word2Vec Wikipedia No Lemmatization/Lemmatization and
FastText Wikipedia No Lemmatization/Lemmatization14 [47],
MSSG Wikipedia,15 DeConf,16, and ConceptNet.17 For MSSG
(best model is vectors.NP-MSSG.50D.30K) and DeConf only
the first sense for each word is taken into account (MSSG
Wikipedia First Sense and DeConf First Sense, respectively).
MSSG also is examined for each word’s global vector regard-
ing all its senses (MSSG Wikipedia Global).

The correctness evaluation is done offline and the F-score
results are illustrated in Table VIII. We observe that the F-scores
are higher in the case of smart cities compared to the stricter
terminologies in the case of medicine. Nevertheless, most mod-
els behave well with FastText Wikipedia No Lemmatization
and ConceptNet being the best in medicine’s use case, and
DeConf and ConceptNet being the best in the use case of
smart cities. An unexpected result is the third-best F-scores
provided by Word2Vec Vectors for smart cities, given the fact
that it is the simplest and smallest in memory model among all.
It is also worth mentioning that lemmatization models behave
worse or similar than no lemmatization ones and this could
be attributed to possible Part-of-Speech tagging errors. The
worst results for both cases are given by MSSG Wikipedia
Global, making clearer the message that using senses can pro-
vide better results. Overall, we observe the superiority of the
ConceptNet and DeConf models that suggest that when con-
cept hierarchy is used to learn sense vectors for multisense
words, then, the words can be better represented depending on
the domain and use case. We should also observe that these
models behave very well given the restrictive top-1 similarity
between the sense vectors and the targeted properties existing
in the reasoning rules. Nevertheless, we should be mindful of
the memory regarding each model with all models apart from
Word2Vec GoogleNews (3.35 GB) and ConceptNet (English-
version 1.09 GB) ranging between the small values of 54.39
to 519.81 MB, making DeConf the best model regarding the
tradeoff between memory and correctness.

VIII. CONCLUSION AND FUTURE WORK

In this article, we observe that the demands in IoT applica-
tions have contributed to the need for data integration, seman-
tic interoperability, high usability and system performance.
In order to tackle these, we proposed the abstractive pub-
lish/subscribe summarization system that provides abstractive
summaries of numerical IoT data for user-friendly subscrip-
tions with the use of IoTSAX approach; an enhanced SAX
approximation for dynamic IoT environments, and approxi-
mate rule-based reasoning that is based on the use of embed-
ding models. We analyzed two use cases: 1) medicine and
2) smart cities. According to our analysis, the typical PSS

13https://code.google.com/archive/p/word2vec/
14http://vectors.nlpl.eu/repository/
15http://iesl.cs.umass.edu/downloads/vectors/release.tar.gz
16https://pilehvar.github.io/deconf/
17https://github.com/commonsense/conceptnet-numberbatch

approach (no fusion no abstraction) has the best latency, but
it creates an abundance of notifications that could overwhelm
the system and the subscriber. On the other hand, the abstrac-
tive summaries may be 2 to 3 times slower compared to the
typical approach, but they can achieve up to 98% reduction in
the number of notifications sent to the subscriber. In terms of
abstractive techniques, IoTSAX outperforms SAX in approx-
imation error up to 2 to 3 times more, while at the same time
it has a similar or better latency and throughput performance.
Also, IoTSAX may outperform SAX in compression space
saving as it can detect redundant sensor readings and cre-
ate a much smaller symbolic representation. IoTSAX also
abstracts the user from defining the best parameters (unlike
SAX) by only expecting to define the level of strictness of the
compression depending on an appropriate threshold. In terms
of approximate rule-based reasoning, we compared eleven
embedding models and we concluded that the models that
use concept hierarchy to learn sense vectors for multisense
words can better represent the conceptual information of words
according to the domain and use case and can achieve F-scores
of up to 0.87. This results in abstracting the systems from
using common formats and terminologies to achieve semantic
interoperability as well as releasing them from the limitations
of ontologies, taxonomies and domain experts.

Future work will focus on finding similar patterns and cor-
relations among different time series generated by publishers
and creating conceptually similar groupings of measurements.
Our goal will be to create summaries that boost the system
performance in PSS without sacrificing the effectiveness that
could be achieved with the original raw information.
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