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Abstract—Thanks to the rapid growth in wearable technologies
and advancements in machine learning, monitoring complex
human contexts becomes feasible, paving the way to develop
human-in-the-loop IoT systems that naturally evolve to adapt to
the human and environment state autonomously. Nevertheless, a
central challenge in designing many of these IoT systems arises
from the requirement to infer the human mental state, such as
intention, stress, cognition load, or learning ability. While different
human contexts can be inferred from the fusion of different sensor
modalities that can correlate to a particular mental state, the
human brain provides a richer sensor modality that gives us more
insights into the required human context. This paper proposes
ERUDITE, a human-in-the-loop IoT system for the learning envi-
ronment that exploits recent wearable neurotechnology to decode
brain signals. Through insights from concept learning theory,
ERUDITE can infer the human state of learning and understand
when human learning increases or declines. By quantifying human
learning as an input sensory signal, ERUDITE can provide ade-
quate personalized feedback to humans in a learning environment
to enhance their learning experience. ERUDITE is evaluated across
15 participants and showed that by using the brain signals as a sen-
sor modality to infer the human learning state and providing per-
sonalized adaptation to the learning environment, the participants’
learning performance increased on average by 26%. Furthermore,
to evaluate ERUDITE practicality and scalability, we showed that
ERUDITE can be deployed on an edge-based prototype consuming
75 mW power on average with 100 MB memory footprint.

Index Terms—Internet of Things, Electroencephalography, Rule-
based learning, Concept learning, Wisconsin card sorting, Rein-
forcement learning, Q-learning, Virtual reality, Augmented reality.

I. INTRODUCTION

The disruption of face-to-face exchanges and the urgent digi-
tal transformation of our everyday activities, abide the COVID-
19 hit have spurred us to shift many working paradigms to in-
corporate the new reality of the online and remote collaborative
environment. In particular, many sectors, including education,
workforce training, and the healthcare systems, had to integrate
new technology to continue their services even with remote
interactions [1], [2]. Nevertheless, this forced digital transfor-
mation of many sectors is expected to stay even in the post-
COVID-19 era. In particular, in the education and workforce
training sector, the e-learning market worldwide is forecast to
surpass 243 billion U.S. dollars [3]. This paradigm shift needs
a new approach to rethink the future learning environment to
fit this new reality for remote and online learning environments
without sacrificing the efficiency of the learning outcomes [4].
Moreover, even with regular in-person interaction, everyday life
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and complex work and learning environment make it difficult
for humans to show extended focus, engagement, or attention on
a specific learning task, directly affecting their performance in
everyday tasks [5]. Hence, we need to rethink the future of the
learning environment to incorporate the human learning state
(focus, engagement, attention) as an integral part of its design.

Measuring and evaluating the learning outcomes is a corner-
stone in the design of any learning environment. For example,
traditional measures can take different forms in an educational
environment, such as quizzes, exam scores, and teacher
evaluation [6]. Different approaches have been proposed in the
workforce environment, such as the learning-transfer evaluation
model (LTEM), to measure if employees learned and whether
they can or will perform the desired behavior on the job [7].

With the recent advances in IoT, machine learning models,
and context-aware computing [8], we envision that the future
of the learning environment has to be redesigned to incorporate
a real-time measurement of the human learning state with real-
time assessment and provide adequate feedback to the human
and the instructor (whether remote or online or in-person learn-
ing) to improve the learning outcomes [9], [10]. Accordingly,
in this paper, we ask the following questions: Q1. Using IoT
technologies (wearable sensors and edge-cloud computing),
can we understand the learning process and infer the
human learning state at run-time? Q2. Can we integrate
this learning state signal as a sensor modality in the IoT-
based learning environment to make a real-time adaptation
and improve the learning state of a human? Q3. Can we
measure the effectiveness of these adaptations and tune
them to provide a more personalized learning experience?

These questions have multifold challenges. A fundamental
challenge is understanding how the human brain learns a
new concept. Indeed, recent advances in neuroscience have
opened the gate to unveil fundamental processes in the human
brain, such as the ability to generate emotions, memories, and
actions [11]. In particular, Electroencephalography (EEG) and
functional magnetic resonance imaging (fMRI) were the two
primary approaches used to record and measure the human
brain state under learning processes [12], [13]. While these
approaches provide necessary insights into the human brain, the
main drawbacks are that they must be conducted in a laboratory
setting, are computationally costly, and are inadequate in a
natural learning environment, such as education or workforce
training where IoT-based systems are more adequate. Hence,
other approaches used real-time signals from physiological
sensors available in commodity wearables to correlate learning
outcomes with different physiological states and hence can use
machine learning models to predict the learning experience [14],
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[15], [16]. However, these approaches measure the learning
indirectly as a correlation to other physiological states, such as
engagement, attention, stress, focus, or comparatively under dif-
ferent stimuli. Moreover, these approaches rarely close the loop
by providing real-time adaptation to improve human learning.

Nevertheless, another challenge to answering the aforemen-
tioned questions is that even if we can quantify the human
learning state outside the laboratory settings using IoT devices
(such as wearables) and independently from other physiological
states, learning varies from time to time and from person
to person. The state of learning or memory formation varies
over time for any individual, partly due to moment-to-moment
fluctuation of brain state. Moreover, varying levels of alertness,
attention, and motivation likely contribute to fluctuating brain
states for learning [13]. In addition, recent research in the
human-in-the-loop IoT systems has shown that humans have
intrinsic inter-and intra- variation. Hence, we can not have
one model-fits-all approach in designing real-time adaptations
to improve the human learning [17], [18], [19], [20], [21].

In this paper, we propose ERUDITE, an IoT-based system
to quantify the human learning state using a non-invasive
wearable technology by decoding the brain signals under
different learning approaches. We then use the human learning
state signal as another sensor modality in the IoT-based
learning environment to design human-in-the-loop adaptations
to enhance human learning.

Contribution: Our contributions in this paper can be
summarized as follows:

o Exploring two concept-learning-based experiments to
determine the human learning state as a sensor modality (Q1).

« Exploiting recent IoT technology (wearable EEG devices)
to find the correlations between EEG signal dynamics and
human learning states (Q2).

o Designing ERUDITE, an IoT system that integrates
the wearable EEG device as a sensor modality with an
edge-based prototype to provide real-time adaptation for the
learning environment and online feedback to the human to
improve the learning (Q3).

II. BACKGROUND AND RELATED WORK

In this section, we briefly discuss some background related
to the philosophy of learning that we will use as a basis
to design ERUDITE. Afterward, we list recent research
approaches in quantifying learning using brain signals.

A. Concept Learning Theory

Concept learning is defined by Bruner [22] as “the search
for and listing of attributes that can be used to distinguish
exemplars from non-exemplars of various categories.” Thus,
concept learning is a strategy that requires a learner to compare
and contrast groups or categories that contain concept-relevant
features with groups or categories that do not contain concept-
relevant features. Concept learning must be distinguished
from “learning by reciting” something from memory (recall)
or “discriminating between two things” by refining concepts
(discrimination). In this paper, we borrow from philosophy and
psychology literature to exploit two types of concept learning,
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namely (1) Rule-based concept learning, and (2) Explanation-
based concept learning. We briefly explain them below.

(1) Rule-based Concept Learning has initiated with
cognitive psychology and early learning models that could
be implemented with a computer language using conditional
statements such as if: then, which produces rules. Computer
models utilize training data and a rule-based approach as
input, which results from a rule-based learner to produce a
more accurate data model. A rule-based system can be used
in concept learning when the stimuli are confusable instead of
simple. When rules are used in learning, decisions are made
based on properties alone and rely on simple criteria that do
not require a lot of memory [23]. For instance, a radiologist
uses the rule of differences in brightness to categorize the
X-ray images. Using the rule, the radiologist decides which
X-ray image belongs to what category.

(2) Explanation-based Concept Learning suggests that a new
concept is acquired by experiencing examples of it and forming
a basic outline. In particular, by observing or receiving the qual-
ities of a thing, the mind forms a concept that possesses those
qualities [24]. The revised explanation-based learning model
integrates four mental processes — generalization, chunking,
operationalization, and analogy. Generalization is the process
by which the characteristics of a concept that are fundamental to
it are recognized and labeled. For example, birds have feathers
and wings. Hence, anything with feathers and wings will be
identified as a ‘bird’” When information is grouped mentally,
whether, by similarity or relatedness, the group is called a
chunking. An example of chunking occurs in phone numbers;
a phone number sequence of 4—7—1—1—-3—2—4 would be
chunked into 471 —1324 to remember them more manageably.

A concept is operationalized when the mind can turn abstract
concepts into measurable observations. Operationalization is
a process of defining the measurement of a phenomenon that
is not directly measurable, though its existence is inferred by
other phenomena. For example, in medicine, the phenomenon
of health might be operationalized by one or more indicators
like body mass index or tobacco smoking. Analogy is the
recognition of similarities among potential examples. For
example, an atom is like a miniature solar system, and a
database is like a filing cabinet.

In this paper, we will borrow from the rule-based concept
learning theory due to its deterministic approach in identifying
if a rule is learned or not to get insights into how to measure
the human learning state. Afterward, we will use these insights
to analyze the explanation-based concept learning since its
concept is more applied in learning environments.

B. Learning Quantification

Two bodies of work use brain signals to quantify learning.
One approach uses functional magnetic resonance imaging
(fMRI), and the other is Electroencephalography signals
(EEG). We summarize them below.

(1) fMRI: Yoo et al. [13] designed two experiments to measure
the learning state. One experiment examined whether such
brain states that were good or bad for learning concepts could
be identified. In another experiment, they examined whether
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such brain states, detected by real-time fMRI on a moment-
moment basis, could be used to trigger concept presentation
with the hypothesis that concepts triggered by good brain states
would be better remembered than concepts triggered by bad
brain states. Such a finding would offer evidence of the ability
to monitor online whether a person is optimally prepared to
learn and the ability to use fMRI to causally enhance human
learning in the sense that the real-time fMRI-measured brain
state caused the concept presentation. Toni et al. [25] exploited
fMRI to measure changes in blood oxygen level-dependent
(BOLD) signals throughout learning. Their analysis found
linear and nonlinear changes of BOLD signal over time in
prefrontal, premotor, and parietal cortex areas.

In particular, Babini er al. [26], using an EEG device,
designed an experiment to analyze the effect of virtual reality
(VR) conditions on students’ learning ability and physiological
state. Their results showed that students’ learning ability was
increased in the three-dimensional condition compared to that
in the two-dimensional condition. In this study, they compared
the engagement of the brain in different presentation modes to
correlate it to the learning outcome. Xu et al. [27] reviewed
portable EEG devices in educational research and envisioned
that portable EEG would be employed extensively in the
education field in the near future.

In this paper, as we envision a human-in-the-loop IoT
learning environment, it is crucial that we consider wearable
devices that can be integrated with edge devices. Hence, we
build upon recent work in the literature that uses EEG from
wearable devices for learning measurement.

C. Human-in-the-Loop Approaches for Learning

Changing the learning environment to incorporate the human
and improve the human learning experience has been addressed
in the area of Smart Classrooms. Chamba-Eras et al. [28]
proposed the utilization of augmented reality (AR) and an agent
that provides services of AR to display and design augmented
scenarios in a smart classroom. In addition, they designed
an experimental environment to evaluate the utilization and
impact of AR in it. Their results showed that the students’
criteria of motivation, learning curve, and memorization were
substantially improved in the experimental group. Ahuja et
al. [29] proposed “EduSense”, a system that captures both audio
and video streams of the instructor and students to analyze
effective instruction, including hand raises, body pose, body
accelerometry, and speech acts and provides analytical feedback
to the instructor. While the education sector has already taken
technological leaps over the last decades with the introduction
of smart classroom concept [30], [29], [31], efficient real-time
measurement of the learning outcomes that incorporate the
student’s mental state has to be considered [18], [9].

This paper is organized as follows; first, we explore two
concept learning approaches, rule-based and explanation-based,
in Sections III and IV, respectively, to get insights into how
to measure the learning state of the human. In Section V, we
describe ERUDITE framework for a human-in-the-loop IoT
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Fig. 1: Roadmap of ERUDITE validation and implementation. Two
concept learning-based experiments are conducted for validation and
then implementation is done based on the insights gained from those
experiments.
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Fig. 2: WCST experiment setup and EEG device.

system for a learning environment. We evaluated ERUDITE
on 15 human subjects and discussed the deployment of
ERUDITE on an edge-based prototype in Section VI. Finally,
we conclude the paper with some discussion and future work
in Section VII. Figure 1 illustrates the roadmap of ERUDITE,
where in the validation phase we exploit two concept-learning
experiments as discussed in Sections III and IV to gain
insights into the correlations between learning and brain
signals. Then we utilize these insights in the implementation
phase to design ERUDITE as discussed in Section V.

III. RULE-BASED CONCEPT LEARNING

As we highlighted in the background in Section II, cognitive
psychologists and philosophers have paid particular attention
to concepts that identify kinds of things—those that classify
or categorize objects—and such concepts that are named
rule-based learning [23]. In this section, we utilize the
rule-based learning concept to explore the ability to understand
and quantify learning through EEG signals. In particular, we
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choose the Wisconsin Card Sorting Test (WCST) to represent
the rule-based learning [32].

A. The Wisconsin Card Sorting Test (WCST)

The Wisconsin Card Sorting Test (WCST) is a neuropsycho-
logical test frequently used to measure higher-level cognitive
processes such as perseverance, attention, abstract thinking,
and learning [32]. The Wisconsin Card Sorting Test (WCST)
is a widely recognized and standardized neuropsychological
assessment tool. It has a rich historical background, serving as
a benchmark for comparing our research results with existing
literature [32], [33]. The test’s reliability and accessibility make
it a solid choice for evaluating cognitive and executive functions.
This availability of data supports the reproducibility of our
findings and facilitates further research [34], [35]. Cognitive
flexibility, the ability to switch between mental tasks, is a crucial
aspect of human learning, and the WCST objectively assesses
it, minimizing the influence of bias or subjective judgment [36].
The WCST consists of two card packs, each containing four
stimulus cards and 128 response cards. The cards are of
various geometric shapes in different colors and patterns. The
participants are expected to accurately sort every response card
with one of four stimulus cards through the feedback (right or
wrong) given based on a predefined rule that is oblivious to
the participant. Among various versions, the version of WCST
with 128 cards developed by Heaton is what we adopted [37].

Figure 2c depicts the computerized version of the WCST
environment. The first row is the four stimulus cards that the
player has to choose among them, and the second row is the
test card that has to be matched with one of the stimulus cards
based on some rule that the participant needs to learn. For
example, if the rule is “Matching Color” and the participant
chooses the pattern card, the feedback will be “wrong.”
Participant has five chances to find out (learn) the rule and
choose the right card. If the participant selects the right card
in any of the five moves, the move is called the “correct
move”, and one of the 128 card rounds ends. If, after five
tries, the participant cannot find out the right rule, the current
round ends without any right answer. Then the sorting rule
changes discreetly from i.e. color to form or pattern of figures.
This rule change does not follow any pattern, and it happens
randomly without the participants being informed. The number
of the correct moves represents the times the participant could
learn the correct rule out of 128 rounds of the game [32].

B. EEG Data Collection

As the purpose of this experiment is to get insights on
how to quantify the learning event, we used a 5—channel
research-grade EEG system (BIOPAC Systems, Inc. [38]
shown in Figure 2b with a sampling rate (F's) of 200 H z for
data collection. Channel F'pz—1 was selected as the ground
for data acquisition setup, and the electrodes’ impedance was
clamped at less than 5 K. Electrode locations were based
on the 5— channel subset of 24—channel 10—20 systems and
were chosen to be over the frontal areas of the skull because
it is the area in the brain that is responsible for cognitive
processes, such as executive function, attention, memory, and
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Fig. 3: Total number of correct answers for each participant in WCST
across two different sessions.

language [39]. The electrodes are attached to F'z, '3, F4,
C3, and C4 channels. Figure 2a illustrates the setup attached
to one of the participants. Figure 2b shows the EEG device
setup and associated accessories. Figure 2d presents the EEG
channels’ locations. We used the AcqK nowledge recording
platform to record the EEG signals from these channels [38].

We conducted the WCST experiment on ten healthy partici-
pants, including six males and four females, all between 20-30
years old. The average and standard deviation of the age of the
participants were 27 and 2.36, respectively. Each participant
was asked to do two separate sessions for a total of 20 sessions
across all participants. Each session was done on different
days and at different times of the day. Before the experiment,
the color blindness test is used (e.g., by the Ishihara Plate
Test [40]) to ensure it does not influence the test result.

C. Analysis and Correlation of EEG Signal to Learning

1) Memorization Effect: A central assumption in rule-based
concept learning is that there is no effect of memory or
experience in the learning process. Hence, no matter the number
of times a participant conducts the WCST, the performance
is independent of the previous sessions. Thus, in rule-based
concept learning, the participant only follows the current rule of
the game. Figure 3 illustrates the number of correct moves each
participant took in two separate sessions. Figure 3 represents
the number of correct moves for each participant in session
1 and session 2 of the experiment. The total correct move
for all participants in session 1 and session 2 are 1154 and
1105, respectively. Overall, the correct moves change by +4%
between sessions. As Figure 3 shows, from session 1 to session
2, the number of correct moves does not follow a particular
pattern for participants — decrease for some participants and
increase for others. This indicates that repeating the WCST
has no effect on the result (as experience or memorization).

2) Effect of Correct Moves on EEG Dynamics: We analyzed
the collected EEG data to evaluate the correlation between the
EEG dynamics and the rule-based concept learning experiment.
In particular, how to use the EEG signal to infer whether the
participant learned the rule or not. An overall pictorial figure
of our analysis approaches is shown in Figure 4. Below we
describe the details of this analysis to detect this correlation:

o Filtering & Facial Artifacts: EEG data is preprocessed
using a high-pass filter (HPF) with a cut-off frequency
of 0.5 Hz for removing trends and 40 Hz to remove the
high-frequency components. To remove facial artifacts,
such as jaw movement, eye blink, and eye movement, we
applied independent component analysis (ICA). ICA is a
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Fig. 4: Data acquisition and analysis of the rule-based concept learning experiment. After acquiring the data and preprocessing, TF representation
is applied to each window of the EEG signal. Then TF images with labels acquired from wrong and correct moves of the WCST experiment
are fed to the CNN model for classification.
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Fig. 5: Windowing size analysis averaged across all participants to segment the EEG data for WCST.

computational method for separating a multivariate signal
into additive subcomponents. The assumption is that the
subcomponents are statistically independent of each other,

which applies to EEG signals and facial artifacts [41], [42].

Windowing: Since the WCST has a very short response time,
we need to capture this response event carefully. Hence, we
applied a 4s window with 1s overlap. We segmented the
EEG data into multiples of 4s data using this 4s window. The
reason is that, on average, every participant takes one action
every 4s. Figure 5a depicts the timestamp of the taken actions
averaged across all participants. As Figure 5a shows, the
timing grows linearly, which refers to the uniformity of the
time a participant takes between subsequent actions. We use
this outcome as the base for segmenting the EEG signal. With
this window size, aligning or warping the EEG data to fit the
segments is not required. Due to the uniformity of the time
taken between subsequent actions, we chose a fixed window
size. In particular, Figure 5b shows the distribution of the
time intervals between subsequent actions averaged across all
participants where we observe more than 80% of the actions
are taken between 375 and 450 milliseconds, which, in turn,
illustrates that window size 4s is the dominant window size
for the participants. Figure Sc shows the scatter-plot of the
time all participants take between subsequent actions.

Spectro-Temporal representation of the EEG signal: After
preprocessing, we utilize time-frequency (TF) representation
to analyze the collected EEG signals in the temporal and
spectral domains. TF could be considered a non-stationary
signal analysis with frequency content varying with time.
TF is a suitable representation for non-stationary and multi-
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component signals such as EEG, which can simultaneously
describe the given signal’s energy distribution over time and
frequency space. TF selection for EEG signal representation
is the first step in designing an appropriate representation. A
proper TF highlights the non-stationarities in the input signal
that enables the system to discriminate between variations
of the signal in both temporal and spectral domains.

We use the TF representation to investigate the spectro-
temporal correlations between the learning event and EEG
signals. In particular, we used the Smoothed Wigner-
Ville distribution (Smoothed-WVD) to create the TF
representation since, in practice, it has been shown to
improve the quality of representation due to its ability to
reduce the cross-term interference for a signal with multiple
frequency components [43]'.

Figure 6 illustrates the TF representation of the EEG signal
from the Fz channel for five participants®. In particular, the
first row in Figure 6 depicts 4s duration TF representation
of the EEG signal before the participants learn the rule. The
second row in Figure 6 shows the same duration of the EEG
signal after participants find out (learns) the rule and can
take five consecutive correct actions, which is considered
the duration they have completely mastered the rule. After
participants learn the rule and take consecutive correct

'Methods for TF representation can be categorized in six groups as follows:
Gaussian kernel, Wigner—Ville distribution (WVD), spectrogram, modified-B,
smoothed-WVD, and separable kernel. Reduced interference approaches, such
as Smoothed-WVD, can improve the representation quality by reducing the
effect of the cross-terms [44].

>We did the same analysis for all participants and depicted five participants
in the Figure 6 for visualization purposes.
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Fig. 6: Time-frequency (TF) representation using Smoothed-WVD of EEG signal from F'z channel. Brighter color refers to higher energy in
the associated frequency in Hz and time in seconds, and darker colors mean lower energy for the associated frequency in Hz in the given
time in seconds. (a) The first row represents the TF representation of the EEG signal for five participants before they learn the rule in WCST.
(b)The second row represents the TF representation of the EEG signal for the same five participants after they learn the rule in WCST by
taking five correct actions.

moves, we observe that the representation contains more is one wrong move. We applied three classifiers with different
activities in the higher spectral component. To quantify computation complexity to do this classification:

this observation, we measured the spectral power of the

high-frequency sub-bands (10 - 25) Hz of the EEG signal

from F'z channel before and after the participant learns the e Support Vector Machine (SVM) Model: We designed

rule of the WCST as shown in Table I°. Results in Table I an SVM discriminative linear classifier with a Gaussian
show spectral power increases on average by 76.52% after kernel using the spectral and temporal features from the
participants learn the rule of the WCST. preprocessed EEG data. Features used to train the SVM

. model are (1) autoregressive (5 features), which represents
TABLE I: Spectral power of the high-frequency sub-bands (10 - 25) timati £t | ch teristi f the EEG
Hz of the EEG signal from the F'z channel before and after the a.n estimation ol temporal characteristics o ¢
participant learns the rule of the WCST. signal, (2) four features extracted from each sub-bands

of the Wavelet decomposition of the EEG signal, and

Before learnin; After learnin . . ...
Participant Session 1 Sessign 2 | Session 1 Sessigon 2 (3) short-time Fourier transform (STFT) decomposition,
W2 HzY  Hz Y | @*HzY) 0 Hz Y including four features. We applied five levels of “Haar”
— Wavelet decomposition to each EEG window (which
Participant 1 0.094 0.087 0.223 0.196 . f four f £
Participant 2 0.079 0.083 0193 0213 provides five sub-bands) and extracted four features from
Participant 3 0.138 0.112 0.251 0.217 each sub-band. In total 29 features were extracted.
gziggingtg 8%2% 8123 8;21 832; « Convolutional Neural Network (CNN): We designed a
Parti cigant 6 0.129 0.198 0.272 0.298 supervised CNN model to classify the 4s windows of the
Participant 7 0.085 0.097 0.179 0.194 TF representation as an input image (as shown in Figure 6)
Participant 8 0.139 0.172 0.199 0.216 into two classes; learning and not-learning events. We used
Participant 9 0.091 0.118 0.183 0.213 four main building blocks in the CNN model: convolution,
iaﬂlclpant 10 8122 8122 83;3 835? pooling, rectified linear unit (ReLU), and a fully connected
verage . . . .

layer. The designed model has 4 convolutions, 3 max-
pooling, 1 flatten, and 1 fully connected layer as described
in [45]. The inputs fed to the CNN model are the images
D. Classification of Learning Events in WCST of the TF representation of the 4s window with the label

As we mentioned earlier, we aim to use a representation learning or not-learning as explained above.

of the learning state as a sensor modality in a learning [oT « Long Short-term Memory (LSTM)-based Model: We

system. One approach to infer this learning state is to use a exploited a recent LSTM-based model in the literature,
supervised learning model. In particular, we want to infer two which is a Deep Spatio-Temporal Convolutional Bidirec-
classes; learning and not-learning events; where the “learning” tional LSTM Network (DSTCLN) [46] to classify the EEG
label is assigned if there are five consecutive correct moves signal into two classes; learning and not-learning. Details
in the WCST, and the not-learning label is assigned if there of the DSTCLN model are provided in Appendix A.

3We use v2Hz~"! unit for spectral power, as the EEG signal is defined
in terms only of a voltage and there is no unique power associated with the . L
stated amplitude. In all these three classifiers, 10-fold cross-validation (10-CV)
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TABLE II: Accuracy (%) of the SVM, CNN, and DSTCLN classifiers for two separate sessions of WCST averaged across ten participants.
The sensitivity of the classifiers and variance of the 10-CV results are averaged across sessions 1 and 2.

SVM CNN (DSTCLN)

— _ z — z — z

£ g % = 2 g E = - 8 g 2 :

Q %) »n %) > %) ©n N > »n %) ©n >
Fz | 58.36% 51.53% 59.35% 8.17% 81.03% 77.16% 84.27%  6.26% 84.81% 83.35%  86.18% 5.82%
F3 | 67.42% 70.12% 73.64% 11.26% | 71.92% 72.73% 75.23%  7.56% 73.23% 75.32%  78.19% 8.12%
F4 | 59.13% 65.89% 64.83%  9.27% 78.73% 73.45% 80.34%  8.81% 79.87% 77.16% 80.42%  9.14%
C3 | 49.83% 57.61% 45.72% 13.39% | 69.81% 65.32% 66.38% 11.72% | 72.63% 70.31% 74.13% 10.21%
C4 | 56.27% 62.18% 51.67% 16.31% | 72.31% 74.28% 75.13%  8.21% 75.18% 77.07%  78.68% 7.62%

was applied*. We report the results of the classification accuracy
of the three classifiers in Table II. In particular, the three
classifiers were used on the EEG data collected from the five
channels that we considered from the frontal lobe. In Table II,
we report the average across all the participant populations
in the two different sessions, as we explained before. As
Table II illustrates, the classification accuracy of DSTCLN
outperforms the classification accuracy of SVM per EEG
channel. Moreover, in DSTCLN, the accuracy of classification
using the F'z channel is higher than the other channels.
Table II also illustrates the sensitivity and the variance of the
10-CV results of the classifiers. As the classification results
of Table II show, channel F'z outperforms other channels and
depicts the correlation between the inferred learning class
(learning or not-learning) and that region of the brain.

In this analysis, we studied the EEG channels separately
and not a combination for two reasons. First, we need to
localize the part of the brain related to learning new concepts.
For this purpose, we considered each channel’s performance
independently to determine the regional correlation between
EEG channels’ location and firing neurons activated during
the learning event. Second, we need to reduce the computation
cost of processing the EEG signal as we aim to use it in
IoT systems. Hence, we find the best-performing channel
instead of considering all channels or a different combination.
Moreover, although the DSTCLN model performs better than
the CNN model, it comes with a higher computation cost. In
particular, DSTCLN has ~ 30 million parameters compared to
=28 million parameters in the CNN model. More details on
the timing analysis and the processing overhead of the EEG
data will be discussed in Section VI.

E. Insights from Rule-Based Concept Learning

From the rule-based concept learning experiment, we gained
three main insights:

o Using TF representation, we observed that consecutive
correct moves correlate with higher spectral activities in the
higher frequency ranges, as shown in Figure 6. Moreover,
the spectral power of the EEG signal from the F'z channel
shows an increase of 76.52% when the learning event occurs

#10-CV divides the total input data of n samples into ten equal parts. In
every iteration, 1 part is considered a test sample set, and the remaining 9 parts
are considered for validation and training sample sets. There is no overlap
between the test sample set (10% of data) with the validation and training
sample set (90% of data).

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

(five consecutive moves) as reported in Table I (addressing
Q1 in the introduction).

o Results from three different classifiers (DSTCLN, CNN, and
SVM) across two different sessions of WCST averaged on
ten participants showed that the F'z channel can be used to
classify the learning versus not learning events (addressing
Q1 in the introduction).

o The total correct moves by each participant in two sessions
shows no experience or memory involved in the results.
As illustrated in Figure 3, there is on average +4% change
between sessions in the total number of the correct moves
for all participants.

We will use the insight we gained from the rule-based
learning experiment that learning event correlates positively
with the high-frequency sub-bands of the frontal lobe channels
of the EEG signal to study the explanation-based concept
learning as explained in Section IV.

IV. EXPLANATION-BASED CONCEPT LEARNING

While the rule-based concept learning experiment gave us
the necessary insights to classify the learning event, there are
two pivotal points that we need to consider. First, humans
can learn through techniques other than rule-based concept
learning. Second, although we needed to use a high accuracy
EEG cap (Figure 2b) to exploit the feasibility of classifying
the learning events, we need to consider more socially
acceptable wearable devices as we envision human-in-the-loop
IoT learning system [18].

As highlighted in the background section (Section II), we
exploit another concept learning approach called “explanation-
based concept learning”. Explanation-based learning suggests
that humans learn new concepts by experiencing examples
and forming a basic outline. Accordingly, explanation-based
learning can be viewed as presenting concepts in some form
or “lecturing” new materials to humans. Hence, in this section,
we pick teaching materials explained through a video and
present them to different participants to understand the effect
of explanation-based concept learning on brain activity in
different presentation modalities.

A. Presentation Modalities for Learning

By the definition of this learning methodology, no specific
event indicates the learning event akin to choosing the correct
rule in rule-based concept learning. Hence, we need to assess
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whether the human retained and learned the content of the
videos through some questionnaires while monitoring the EEG
signals under different presentation modalities. In particular,
we used two modalities of the same teaching material:
traditional modality and immersive modality. The traditional
modality version of videos is recorded under the traditional
two-dimensional (2D) videos. The immersive modality version
of the videos is recorded as three-dimensional (3D) videos.
The 3D video content is created by converting video from
2D to 3D using tools such as the Ani3D [47], which creates
imagery for each eye from one 2D image. This 2D-to-3D
conversion adds the binocular disparity depth cue to digital
images perceived by the brain, thus, significantly improving
the immersive effect when broadcasted in Virtual Reality (VR).
While previous research has explored the effect of 3D and,
more specifically, the impact of VR on brain engagement [26],
what we aim to do through this experiment is to be able
to quantify the learning event in the explanation-based
concept learning using a wearable device in the two different
presentation modalities (traditional and immersive).

B. Data Collection Using Wearable Device

We recruited 15 healthy participants for this experiment.
Since caffeine affects brain activity and causes inconsistent
results, participants were asked not to consume beverages
containing caffeine within 24 hours before the experiments [48].

We chose different topics depending on the participant’s
backgrounds to ensure they did not have prior knowledge
of the presented material in the video. In particular, we
picked videos covering topics on biology [49], modern
architecture [50], and space [51]. The duration of these videos
is ~ 7.5 minutes, ~7 minutes, and ~ 12 minutes, respectively.
We divided each video into two parts and converted them
into 3D, meaning that we have 2 versions of the same video
content in 2D and 3D. Hence, we have 6 videos (2D and 3D)
and 6 sets of a questionnaire for each video.

We recorded the EEG signal using EMOTIV EPOC_X [52],
a commodity EEG wearable device. We used the 14 Channel
EEG headset with a sampling frequency of 256 H z. Figure 7a
shows the wearable EMOTIV EPOC_X device placed on
the participant’s head with the Oculus device. Electrode
arrangement was a 14-channel subset of 24-channel 10— 20
systems where the P3 and P4 channels are the ground
references. Table III provides the details and settings of the
EMOTIV EPOC_X EEG device. For the 3D videos, we
used the Oculus VR setup and streamed the 3D video on it.
Figure 7b shows an example of what a participant visualizes
in the VR environment while watching one of the 3D videos.

Before the experiment, we introduced the 3D video presen-
tation broadcasted on the VR device (Oculus) to participants
to familiarize them with the technology to reduce any possible
effects of facing new technology in the EEG signal. The exper-
iment protocol started by asking the participants to watch the
traditional 2D video or the immersive VR 3D video. Afterward,
the participants were asked to answer three questions related
to the content. After a 1-minute rest period, the participants
switched to the other modality (2D to VR or VR to 2D) of the
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TABLE III: Parameters of EMOTIV EPOC_X EEG setup for
explanation-based concept learning.

[ Parameter | Description ]
Amplifier 14-channel device (EMOTIV [52])
Sampling frequency 256 Hz
Bandwidth 0.16 — 43 Hz

14-channel subset of 24-channel
10—20 systems (Figure 7a)

P3, P4

Ag/AgCl

Electrode arrangement

Ground reference
Electrode type

(a) EMOTIV Epoc_x and Oculus
devices are worn by a participant.
The left screen in the figure casts the
view of the participant on the Oculus
device, and the right screen presents
the EEG signal collected from the
EMOTIV device.

(b) Screenshot of the view of the
participant while watching biology
content on an Oculus device with an

office background.

Fig. 7: EMOTIV Epoc_x and Oculus devices worn by a participant
for Virtual Reality (VR) learning environment.

same content. Three questions were then asked again, followed
by another rest period for 1 minute. The order of presenting
the 2D and VR videos is random. There is no emphasis on
delivering one modality first, meaning that we show the 2D
video first and then the VR video; in other cases, it was vice
versa. We continued this protocol to collect EEG signals from
the participants (along with the responses to content-related
questions) with the rest of the 6 sets of videos, providing the
participants with 1 minute of rest between watching the videos.
To ensure the repeatability of the result, we made two sessions
separated by one month for the 15 participants and changed
the questionnaire in the second session.

C. Analysis

Unlike rule-based concept learning, no correct/wrong moves
during the experiment can be used as classification labels in
explanation-based concept learning. Hence, we need another
approach to quantify the learning event in the EEG data. One
approach is to compare the complexity of brain activity during
the different types of videos and their correlation with the
performance in the questionnaire.

1) Brain Engagement Using Fractal Dimension: One
method that has been implemented to explore and compare the
complexity of the EEG signal during the learning experiments
is fractal dimension [53]°. Various methods have been
developed to calculate the fractal dimension, mainly based
on the entropy concept. In this experiment, we used the box-
counting method to calculate the fractal dimension [53] on the

SFractal dimension, as the primary quantitative measure of fractal theory,
indicates the complexity of the process in which greater values of a fractal
dimension reflect greater complexity of the object.
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Fig. 8: Fractal dimension of EEG signal of 15 participants exposed to two presentation modalities (traditional 2D and immersive VR). Each
chart represents a participant, and two sessions are depicted for each participant. B: Biology, A: Modern Architecture, and S: Space.

TABLE IV: Fractal dimension of EEG signals with two presentation
modalities (traditional (2D) and immersive (VR)) averaged on all 15
participants. The lecture contents are biology, architecture, and space.

Content and Fractal dimension
Presentation Modality || Session 1  Session 2

Biology (2D) 1.7319 1.7311
Biology (VR) 1.7393 1.7439
Architecture (2D) 1.7302 1.7312
Architecture (VR) 1.7405 1.7398
Space (2D) 1.7339 1.7311
Space (VR) 1.7421 1.7409

recorded time-series EEG data. In particular, we used the F'3
and F'4 channels and averaged their values for our analysis®.

After preprocessing (filtering and noise removal including
high-pass filter and ICA as explained in Section III-C, we
applied the box-counting algorithm and examined the fractal di-
mension of all the 15 participants across both sessions using the
two presentation modalities. In this step, we do not window the
EEG signal because there is no exact label for learning events.
Thus, we process the EEG signal as a whole. In Table IV, we
report the average fractal dimension across all 15 participants,
and Figure 8 shows the fractal dimension for the 15 participants
across the two sessions. In general, we observe that the fractal

SEMOTIV device does not have an F'z channel, so we relied on the neighbor
channels F'3 and F'4 and averaged their output signal to have an approximation
of the region.
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dimension of the EEG signal is higher in the immersive VR
modality compared to the traditional 2D videos. Since the frac-
tal dimension reflects the complexity of the signal, this result in-
dicates that the EEG signal is more complex in response to VR
visual stimuli than traditional 2D visual stimuli. In other words,
the human brain becomes more engaged with a stimulus when
presented in the immersive VR compared to the traditional 2D.

While the fractal dimension analysis gives us insights about
brain engagement as a comparative approach between the
traditional 2D and the immersive VR during the learning, we
continue the analysis by investigating whether the same insights
from the rule-based concept learning can be applied here.

2) Correlation of Spectral Power of the EEG Signal and the
Learning Performance: We use the insight from the rule-based
learning experiment that the learning event correlates positively
with the high-frequency sub-bands of the frontal lobe channels
of the EEG signal. In particular, we want to investigate
whether the same insight can be applied to explanation-based
concept learning. To this end, we measure the power of the
spectral component of the EEG signal (10—25 H z band of the
channels F'3 & F'4) in the two presentation modalities and its
correlation with the participants’ answers in the questionnaire
as our ground truth. Table V provides the spectral power of the
high-frequency sub-bands of the EEG signal in the two sessions
of the experiment. As Table V shows, there is an increase in the
spectral power from the traditional 2D presentation mode to the
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TABLE V: Spectral power of the high-frequency sub-bands (10
- 25 Hz) of the EEG signal for two presentation modalities in
the explanation-based concept learning experiment. Each column is
averaged on 3 video content, including biology, modern architecture,
and space.

Traditional 2D Immersive VR

Session 1 Session 2 Session 1 Session 2
Participant W2Hz™Y W Hz™Y | 0*Hz™Y  @?Hz™YH
Participant 1 0.075 0.059 0.102 0.102
Participant 2 0.078 0.082 0.111 0.129
Participant 3 0.069 0.071 0.130 0.119
Participant 4 0.087 0.073 0.121 0.131
Participant 5 0.081 0.097 0.118 0.129
Participant 6 0.083 0.065 0.133 0.102
Participant 7 0.065 0.062 0.102 0.095
Participant 8 0.089 0.075 0.121 0.114
Participant 9 0.084 0.091 0.121 0.126
Participant 10 0.087 0.083 0.119 0.131
Participant 11 0.091 0.088 0.112 0.136
Participant 12 0.061 0.077 0.113 0.125
Participant 13 0.083 0.089 0.141 0.127
Participant 14 0.069 0.095 0.110 0.130
Participant 15 0.091 0.097 0.118 0.129

| Average [ 0.079 0081 | 0.118 0122 |

immersive VR mode in different video contents and sessions.
The increase in the spectral power of the high-frequency sub-
band is aligned with the increase of the performance (~20%)
provided by the questionnaire at the end of each content.

D. Insights from Explanation-based Concept Learning

By conducting this experiment, we aimed to investigate the
correlations between the EEG signal and explanation-based
concept learning. The questionnaire served as the ground
truth and showed that participants performed better during the
immersive VR presentation (by 20%), which correlates with an
increase in fractal dimensions and spectral power of the higher
spectral components of the EEG signals from the frontal lobe.
This insight aligns with the insights from rule-based learning.

The rest of the paper will discuss how we utilize the insights
gained from rule-based and explanation-based experiments
about learning to design ERUDITE, a human-in-the-loop IoT
learning system.

V.
ERUDITE: HUMAN-IN-THE-LOOP IOT LEARNING SYSTEM

In the previous sections, we gained some insights into
how the human brain can react to learning events in two
different learning approaches, rule-based concept learning, and
explanation-based concept learning. We will utilize these col-
lected insights on cues in learning, where the correlation occurs
between EEG dynamics and learning to design ERUDITE,
a human-in-the-loop IoT learning system that can adapt the
learning environment based on the current human learning state.
To design ERUDITE, we need to consider the following aspects:
« Different mental states can affect human learning ability,

such as drowsiness and stress [54], [55], [56].

o Adapting the learning environment can have different
effects on different humans. For example, some humans can
experience dizziness and simulator sickness if exposed to
an elongated VR environment [57].
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o To achieve the goal of a human-in-the-loop IoT learning
system, the design of ERUDITE needs to be scalable and
easy to deploy on edge devices.

A. IoT System Design

The goal of ERUDITE is to provide personalized adaptation
actions in the learning environment that best fit the human
to enhance the learning experience. In particular, the current
human state will be used as an input to an adaptation engine
to determine the correct adaptation actions. These personalized
adaptations will be tuned based on the human state while
interacting in the learning environment. Accordingly, there are
4 essential components for ERUDITE. First, we need to infer
the human state in the learning environment. Afterward, we
design an adaptation engine to provide the correct adaptation
actions. Then, we need to be able to assess these adaptation
actions if they enhance the learning experience. Ultimately,
we need to ensure that that ERUDITE computation model can
be scalable and easily deployed on edge devices.

Figure 9 illustrates ERUDITE framework. Below we will
explain the different components of this framework in detail.

B. Human State in a Learning Environment

Humans can lose focus or get drowsy during elongated
teaching or training periods, especially in online or remote
learning environments [58], which can decline human learning
performance. Moreover, as we incorporate this new reality
in the post-COVID-19 era, new technologies are being
adopted in learning environments. In particular, while Virtual
Reality/Mixed Reality (VR/MR) technologies have been
used heavily in the gaming and entertainment industry [59],
recent years showed that these new technologies would
have a significant impact on the learning [60], working and
training [61] sectors. Accordingly, we exploit these technologies
during learning (as we showed in Section IV). However,
humans react differently to the VR environment. Some humans
report dizziness and cybersickness symptoms during exposure
to VR [62], which can affect the learning experience.

In ERUDITE, we focus on the current human learning
state, the drowsiness state, and the dizziness state to infer the
current human state.

1) Learning State (LS): Based on the insights from rule-
based and explanation-based concept learning, we concluded
that the event of human learning correlates positively with
the high-frequency sub-bands (10 - 25 Hz) as discussed in
Section III-C2 and IV-C2. To infer the human learning state
at run-time (LS), we use the DSTCLN classification model
described in Section III-D to classify EEG signal into two
classes of learning (1) and not-learning (0). In ERUDITE, we
designed the experiment stage to be 10 minutes. To measure
the LS for each stage, we segment the 10 minutes of the EEG
signal into 4 second windows. Then, we estimate the LS for
each of 4s windows and use the majority voting among the 4s
windows to determine the LS for the duration of 10 minutes.

We collected the EEG data from F'3 & F'4 channels using
the same EMOTIV_X device setup (as described in Table III)
and averaged them for LS inference. Accordingly, we can
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Fig. 9: ERUDITE framework for learning IoT system. EEG data is collected using a wearable device to infer the human state (s). The human
state is determined through three features; the learning state (LS), the drowsiness state (D.S), and the simulator sickness scale (S.SQ). The
current human state s is used as an input to the ERUDITE RL engine, which selects an adaptation action a to enhance the human learning
experience. This adaptation action is tuned based on a feedback reward (r) received from the human-in-the-loop environment.

then measure EEG data at run-time and use it as a sensor
modality to infer the human learning state.

2) Drowsiness State (DS): While different approaches
in the literature used several sensor modalities to detect
drowsiness levels, such as heart rate, respiration rate, and eyelid
movement [63], [64], we can exploit the same EEG signal
(F'3 & F'4 channels) that we record to infer the drowsiness
state. To quantify the drowsiness state using the EEG signal,
we designed another DSTCLN model [46] to classify the EEG
signal into two classes; drowsy (0) and alert (1). Details of
the DSTCLN model are provided in Appendix B.

3) Cybersickness and Dizziness: The most commonly
reported measure of cybersickness symptoms is the Simulator
Sickness Questionnaire (5SQ). The SS@Q was derived directly
from the Pensacola Motion Sickness Questionnaire (MSQ) [65].
The MSQ consists of a list of 25 to 30 symptoms, such as
spinning, tired/fatigued, and may vomit. Symptoms severity are
rated on four levels, “none” (0), “slight” (1), “moderate” (2),
and “severe” (3). A total score was computed by summing item
scores. The highest score was determined to specify emesis as
the worst case of sickness. In particular, the S'SQ is a selection
of 16-items as in Table VI from the MSQ with a different scor-
ing scheme. Based on four main subfactors of cybersickness,
including Nausea (/V), Oculomotor (O), and Disorientation
(D), related scores for the symptoms for the specific subfactor
are calculated as shown in Equation 1. Afterward, a Total
Score (1'S) is computed, representing the overall severity of
cybersickness experienced by the users of VR systems.

Each subfactor is scaled to have a standard deviation of
15 for all observations. Subfactor scores can range from 0 to
30.54 (), 28.58 (O), and 34.92 (D). A score of total severity
(T'S) is derived by summing the raw (unscaled) subfactor
scores, then multiplying that sum by 3.74 as in Equation 1.
In particular, 7'S can range from 0 to 235.62 [66].
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TABLE VI: Calculations in the Simulator Sickness Questionnaire.
Total is the sum obtained by adding the symptoms scores. Omitted
scores are zero.

Subfactor
Nausea (N) | Ocul (0)
General discomfort 1
Fatigue
Headache
Eye strain
Difficulty focusing
Increased salivation
Sweating
Nausea
Concentrating
Fullness of head 1
Blurred vision 1 1
Dizzy (eyes open) 1
1
1

Symptoms

Disorientation (D)

e

[P

Dizzy (eyes closed)
Vertigo

Stomach awareness 1
Burping 1
Subfactor Total ||

N=N_Tx9.54
O=0_Tx7.58
D=D_Tx13.92

TS=(N_T +0_T+D_T)x3.74

ey

We use the reported value of T'S to monitor the humans’
simulator sickness level. In particular, participants are asked to
fill out the SSQ questionnaire based on Table VI. Using this
questionnaire, we calculate the 7S based on Equation 1. The
threshold for 7'S' to consider it a simulator sickness depends
on the application [66].

It is recommened to choose dggo to be TSZ“” where

T'Spaz =235.62 as mentioned above [66]. If the measured T'S
is bigger than the dsgq the SSQ state is classified as dizzy
(0), and if it is less than dggq the SSQ state is classified as is
not-dizzy (1). At the end of each experiment stage, participants
are asked to fill the SSQ@Q based on Table VI. The result of the
questionnaire is used to calculate the 7S based on Equation 1.
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C. ERUDITE Adaptation Engine

The human state (s), a tuple of (LS, DS, SSQ), is used
to choose the best adaptation action to enhance the learning
experience for the human. For example, if the human is drowsy
and the learning state is decreasing, then one possible action
could be to change the presentation modality to VR. However,
this can cause dizziness/simulation sickness, as we explained
before. Hence, another possible action could be to switch back
to the traditional 2D presentation or give a break. However,
every human may react differently, and there are intrinsic
inter- and intra- human variability. In particular, the same
human within the same state can prefer an adaptation action
at one time and prefer another adaptation action at another
time (intra-human variability). Moreover, different humans
can have other preferences even if they are within the same
state (inter-human variability) [19], [17], [20]. Accordingly,
the adaptation engine has to monitor the human’s preference
and the effect/response of the adaptation action on the learning
experience to provide personalized adaptation actions. This
state-action-response interaction to tune the adaptation engine

fits perfectly within the Reinforcement Learning (RL) paradigm.

In particular, in the RL paradigm, an agent interacts with an
environment by observing the state of the environment and
applying an adaptation action. The RL agent then learns if this
action is a good or bad action through a notion of a reward. If
the agent chooses a wrong action at a particular state, the agent
receives a negative reward from the environment. In contrast,
if the RL agent chooses a good action, the agent receives
a positive reward. Through this interaction, the RL agent

converges into a policy that determines the best action per state.

By designing this RL agent, we will answer the questions
(Q2 and Q3) we posed in Section L.

1) Reinforcement Learning (RL): Due to the intrinsic
variability in modeling the human preferences to particular
adaptation actions, the Q-learning algorithm can be used
to model this uncertainty. Based on the current state s,
Q-learning chooses an action a. Learning the optimal policy
m(s,a) —action per state that maximizes the total reward—, by
applying an action (a) in a particular state (s) and observing
the next state (s’), the RL converges to the optimal policy that
maximizes the total reward. With every interaction, the RL
agent updates a value for every state-action pair (Q(s,a)) and
receives a reward (r(s,a)) as follows:

Qs0) ¢ Q(s,) +alr(5.0) +ymaxQ(s'.0)~ Q(s.a)] ()

The hyperparameters v and « are known as the discount
factor and the learning step size, respectively. To choose an
action, a at each state s from the possible set of actions, an
e-greedy policy can be adopted. We discuss the details of
hyperparameter selection in Appendix C.

2) State Space: In ERUDITE, human state refers to a
combination of 3 binary features, the learning state (LJS),
the drowsiness state (D.5), and the simulator sickness score
(SS5Q). We chose binary features to reduce our state space. In
particular, the learning state is classified as learning (1) versus
not-learning (0), the drowsiness state is classified as alert (1)
versus drowsy (0), and SSQ is classified as not-dizzy (1)
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TABLE VII: Human mental state in ERUDITE is one of 8 states
depending on the binary classification of the learning state, drowsiness
state, and simulator sickness (SSQ).

LS T[] 1] 1][1]0]0]O
DS T 1]0] 0] L|1I]oO
SSQ [T [0 10| 1]o0]1

[StateHsB[57[36135134[33[52[sl[

oo

versus dizzy (0). Table VII shows the state space that we
consider in ERUDITE. Accordingly, the best human state is
ss, where the learning state of the human is high, the human
is alert, and is not experiencing cybersickness. In contrast, the
worst human state is s;, where the human learning state is
low and is experiencing drowsiness and cybersickness. Indeed,
humans can transition between any of these states.

3) Action Space: Based on the current human state,
ERUDITE takes appropriate action to enhance the human
learning experience. The action space in ERUDITE includes
the following five actions.

Give a break to the human.

Enable VR mode by switching from 2D to 3D’.
Disable VR mode by switching from 3D to 2D.
Changing the content of the presentation.

e as: No change to the learning environment.

In particular, enabling the VR mode increases brain
engagement and enhances learning performance, as shown in
Section IV. However, some humans may experience cybersick-
ness with exposure to VR; hence ERUDITE may need to switch
back to the traditional 2D to reduce cybersickness symptoms.
Moreover, a break during a learning session may also be
needed to minimize drowsiness or cybersickness symptoms.

4) Reward: At the end of each experiment stage, the
participant is asked to take a quiz about the presented lecture.
The reward value is based on the participant’s performance on
the quiz and the transition state. The human performance in
a quiz dictates the reward value after every learning module,
where the score in this quiz is measured as a percentage.
Furthermore, the next state, determined at the end of each stage
of the experiment (10 minutes), is included in the reward as
follows in Eq. 3. States with higher learning performance, lower
drowsiness, and lower S.S() measures are considered better
states with higher rewards. It means that state sg (L.S=1, DS=1,
and SS@Q=1) and state s; (LS=0, DS=0, and SSQ=0) are the
best and worst states in terms of the reward value, respectively.

Quantification of the state transition for reward is linear
in the [0,100] range with the best state allocated value 100.
For instance, state sg and s; receive reward =100 and r =0,
respectively. For other states, reward values are distributed
evenly (reward unit =100/8). Transitions to higher states (i.e.,
Sg to s7) receive one positive unit of reward, and transitions to
lower states (i.e., S¢ to s5) receive one negative unit of reward.

The quiz result is in the range of [0,100]. Quiz quantification
applies to 10 multiple-choice questions uniformly as the 10/10
and 0/10 scores receive rewards 100 and 0, respectively.
Similarly to the state transitions, quiz performance improvement

e A71.
e (9!
e A3:
o (4.

7Switching from 2D to 3D means changing the presentation mode from 2D
video on laptop screen to a 3D video presentation using VR device.
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(i.e., score 6/10 to score 7/10) receives one unit of positive
reward (+10), and a drop in quiz performance (i.e., score 8/10
to score 7/10) receives one unit of negative reward (—10).

3

7(5,a) = Quiz(grade) +State Improvement ,_,

D. ERUDITE IoT Design Choice

As we envision ERUDITE to be used in the future smart
classroom, we designed ERUDITE as an edge-cloud system.
In particular, for a smart classroom, ERUDITE needs to
consider all students’ states to ensure fairness in the classroom
and to enhance system performance through scalability. Indeed,
sharing the human high-level state (LS, DS, and SSQ) can
be a privacy concern. However, recent work in the literature
showed that even if adaptation policies run on the edge and
only the adaptation action is shared with the cloud, there can
still be privacy leaks through monitoring the time-series of
adaptation actions [21], [67], [68]. Hence, the decision to run
the RL agent in the cloud is driven by the goal of enabling
the tradeoff between privacy protection, fairness of adaptation,
and efficacy within ERUDITE. We discuss some of these
privacy and fairness concerns in the discussion in Section VII.

VI. EVALUATION

We designed a learning environment to evaluate the proposed
ERUDITE framework. We used lecture contents from Khan
Academy with quizzes that cover topics on biology [69], chem-
istry [70], and physics [71]. We asked 15 participants (eight
male and seven female) to watch these lectures, all within the
age range of 20—30. The age average and standard deviation of
the participants were 26 and 2.16, respectively. Each lecture is
stand-alone and does not require any prior knowledge from the
participants to be understood. The participants’ main task was
to watch the lecture and pay attention to answer the questions
regarding the content at the end of the lecture. Originally, each
lecture is ~ 55 minutes, in narrative style, and does not include
any quizzes in the middle of them.

A. System Implementation

We used an EMOTIV EPOC_X portable EEG device (as
described in Table III) to collect the EEG data from participants.
Before the experiment, we present a 10 minutes 2D video
presentation to measure the baseline for each participant. Every
10 minute, the raw EEG data are processed to measure the
LS, and DS. S5Q) is calculated using an online questionnaire
based on Table VI. After measuring the baseline, we presented
the lectures (selected from Khan Academy lectures) which were
divided into 10 minutes videos. Each 10-minute video is called
one stage. Overall, 5 stages (or chunks of 10 minute durations)
for each lecture®. Between every stage, the human state is
inferred as explained in Section V-B1. For each stage of the ex-
periment (10 minutes), we process every 4 seconds and use the
majority voting to infer the human state at the end of the stage.
Then, the ERUDITE policy runs to determine the adequate

8The average attention span of the human is 10 to 15 minutes [72].
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adaptation action as explained in Section V-C3. In particular,
the participant starts the video in the traditional 2D presentation,
and depending on ERUDITE policy, the learning environment
can switch to VR, or the participant can take a break, or
change the content, or the learning environment remains in the
traditional 2D presentation. Between every stage, ERUDITE
evaluates the participant’s state and applies an adaptation action.

B. Results

Table VIII shows the optimal action for each state for each
participant for 5 stages of the experiment (each stage duration
is 10 minutes). Each column represents the current state and
each row represents the optimal action for the current state.
State/action (a/s) pairs in each cell represent the action and
future state (transitioned). For example, when participant 3
is in state 2 (it is highlighted in green in Table VIII), the
optimal action is as. Taking action as results in a transition
from state so to state s;. In state so, the participant experiences
low learning (LS =0), drowsy (D.S'=0), and no cybersickness
(SSQ =1) (according to the Table VII). Based on the RL
model, the optimal action for state s, is action ao. Action as is
enabling the VR mode by switching from 2D to 3D presentation.
As the participant 3 (in the state s3) is not experiencing
cybersickness but suffering from drowsiness and a bad learning
state, switching to VR presentation mode is a reasonable action.

In another instance, participant 2 is in state sg (it is
highlighted in blue in Table VIII). Optimal action in state sg
is action a4. Taking action a4 results in a transition to either
state sg or state sy with an equal transition probability. In state
s¢ participant 2 suffers from drowsiness. VR mode is already
enabled and participant 2 is comfortable with it (in the state sg,
SSQ=1). In this situation, the RL model takes action a4 as
an optimal action which is changing the content of the lecture.
By taking action a4, in the next transitioned state, either the
participant 2 is yet comfortable with the VR mode (which
transitions from sg to sg) or it shows signs of cybersickness
(which transitions from sg to s7). In both transitioned states
(s7 and sg) participant 2 is not experiencing drowsiness which
was the problem in state sg and action a4 aimed to address
it. In the next part of the results, we show the adaptability
of the ERUDITE to differences among the participants.

Figure 10 presents state space models for representative
participants in the ERUDITE evaluation for visualization.
Each circle represents a state with an arrow presenting the
optimal action for that state. For some actions, the transitioned
state might be more than one state. The transition probability
for each action is provided in each action arrow, otherwise,
the transition probability is 1. For instance, for participant 6,
action as transitions state sg to either state sg or state s, with
the equal probability of 0.5.

Different humans may react differently to the same state.
Figure 10 highlights the adaption capability of the ERUDITE
by presenting the differences among the state spaces of the
participants in green highlights. For instance, state space for
participant 6 shows that in the state s5 the optimal action is a;
(highlighted in green). On the other hand, the optimal action in
the state s; for participants 4 and 9 is action a3. This difference
depicts the adaptability of the ERUDITE to different humans.
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Participant 11 Participant 12

Participant 13

Participant 14

Participant 15

Fig. 10: Representatives of the state spaces of the participants for visualization. Each sub-figure depicts the states and converged actions and
their associated transition probability. Probability 1 is not displayed. Green highlight depicts the variations among the participants and shows
how ERUDITE adapts itself to these variations. Each column includes some representatives for that state space.

We also quantified the improvement in the learning experi-
ence of the participants. To quantify the learning improvement,
we measured the overall improvement in the quiz results and
state transitions. At each stage, taken action transitions ERU-
DITE to the next state. The next state can be either a better state
(with a positive reward) or a worse state (with a negative re-
ward), depending on the current state. Quantification of the state
transition and quiz performance is as explained in Section V-C4.
For 5 stages of the experiment, 5 state transitions receive a
transition reward each. Also, each stage receives a quiz perfor-
mance reward. The baseline (quiz score, LS, DS, and SSQ)
is compared with the new states to evaluate the ERUDITE
performance. For instance, participant 1 started the experiment
with the baseline state sg and after one stage of the experiment,
it transitioned to state s4. Transitioning from state sg to state sy
receives a negative reward of —40 as explained in Section V-C4.
Also, participant one’s performance on the quiz decreased by
20% which receives the quiz performance reward of —20.

The last column of Table VIII illustrates the overall
performance of the ERUDITE for each participant. For
instance, for participant 1, the “Improvement” indicates that
at the end of the experiment, the overall learning performance
of this particular participant increased by 21%. This value
is compared with the baseline state (state and quiz score)
to calculate the improvement. As Table VIII illustrates, on
average ERUDITE improves the overall performance by 26%
over the participants’ population.

C. Deployment and Execution Timing Analysis

The DSTCLN models were trained on a MacBook with
a 2.3 GHz 8-Core Intel Core i9 M1 processor. The trained

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

models are then deployed and executed on an edge prototyping
platform. In our evaluation, we used an ARMvS8-based
prototyping platform to ensure the scalability of the ERUDITE
in terms of time, memory, and power consumption.

To collect the EEG signal and process it at run-time on the
edge efficiently, we use Cortex API [73] which is provided by
EMOTIV for brain-computer interactions and is available for
macOS, Android, i0OS, Windows, and various microcontrollers.

To accommodate the edge device constraints, our
implementation is designed to process a 4-second window of
the EEG data to infer the drowsiness and the learning state
at run-time from the trained DSTCLN models as explained
in Sections V-B2 and III-D, respectively. The classification
results of multiple 4-second windows are then collected for
10 minutes, then we take the majority vote as the final state
inference. After we determine the learning state, drowsiness,
and SSQ states on the edge device (ARMv8-based prototyping
platform), the tuple (LS, DS, SSQ) state is shared with the
cloud that runs the RL agent to select the proper adaptation
action as depicted in Figure 9.

a) Memory footprint: In terms of memory footprint, the
trained DSTCLN models for drowsiness and learning states
occupy ~ 100 MB of memory of the ARMv8-based prototyping
platform. We utilized SLOCCount [74] for analyzing significant
lines of code (SLOC) for the deployed DSTCLN models
(written in C'++) on the microcontroller. It generated an output
of 118 SLOC in total for both the deployed DSTCLN models
for drowsiness and learning states. Moreover, as explained
in Section VI-A, we only keep a 4-second window of EEG
data to use for the DSTCLN models. The size of a 4-second
window is approximately 2kB (256 sampling rate and 16 bits).
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TABLE VIII: Optimal action for different states for 15 participants. For each state, each row presents the optimal action. The experiment
includes one session for baseline (to determine the initial state) and then five stages where at each stage, LS, DS, and SSQ are calculated

to determine the current state.

Participant | Statel State2 State3 State4 StateS State6 State7 State8 Improvement
P1 a1/58 a2/ 87 as/ss a2/ 88 as/ss aq (88 87) a3/ ss as (86 84) 21%
P2 a1/58 a2/57 (Lg/Ss a2/88 a3/58 a4/(58 87) 113/88 a5/(56 84) 27%
P3 a1/38 a2/37 a3/Sg a2/58 a3/Sg a4/(58 57) a3/58 a5/(56 54) 24%
P4 a1/58 a1/38 a3/58 a2/58 a3/58 a4/(33 87) a3/58 a5/(56 84) 24%
P5 ai1/ss a2/s7 as/ss az/ss as/ss aa/(ss|s7) as/ss as/(se|sa) 26%
P6 a1/58 CL2/87 (13/88 CLQ/SS (11/58 CL4/(SS 87) (13/88 a5/(56 84) 19%
P7 a1/58 a2/87 a3/58 a4/(87|88) a3/58 az/(Sg 87) a3/38 a5/(86 84) 26%
P8 al/Ss a2/87 ag/Sg a2/88 a3/58 a4/(58 57) a3/38 a5/(56 54) 31%
P9 a1/38 a1/88 a3/Sg a2/58 a3/58 a4/(83 57) a3/58 a5/(56 54) 24%
P10 a1/58 a2/87 a1/88 a2/58 a3/38 a4/(53 87) a3/38 a5/(56 84) 35%
P11 ai1/ss a2/s7 as/ss az/ss as/ss aa/(sg|s7) as/ss as/(se|s1) 26%
P12 a1/58 al/Sg (13/88 a2/83 a1/58 a4/(83 87) (13/58 a5/(36 84) 22%
P13 a1/58 (12/87 a1/58 a4/(87|88) ag/Sg (14/(88 87) ag/Sg a5/(86 84) 29%
P14 (11/88 a2/87 a3/58 a2/58 a3/58 a4/(58 57) a3/38 a5/(56 54) 25%
P15 a1/58 a2/87 a3/Sg a2/58 a3/Sg az/(88 87) a3/Sg a5/(56 84) 29%

Average - - - - - - - - 26%

b) Execution time: The execution path starts by sending
the EEG data from EMOTIV to the ARMvS8-based prototyping
platform to infer the human state. The human state is then
shared with the cloud server to take the proper action using the
RL policy. As explained in Section VI-A, the EEG data for the
4-second window are passed through the DSTCLN models to
infer the drowsiness state and learning state. We collect these
states for 10 minutes and then use majority voting to infer the
final human state at the end of the 10 minutes period. This
final state is the one shared with the cloud server. To ensure the
responsiveness of the system, during the last 4-second window
in the 10 minutes period, we start to share the final inferred
state with the cloud server, where the ERUDITE RL policy is
executed to choose the appropriate adaptation action. Hence,
the last 4-second window is not used in the majority voting.

Accordingly, the main computation task that executes on the
ARMyv8-based prototyping platform is executing the already
trained DSTCLN models, which takes approximately 1 and 1.15
seconds on average to infer the drowsiness and learning states,
respectively. In terms of communication with the ARMvS-
based prototyping platform, EMOTIV shares the EEG data via
Bluetooth version 4.2 and the size of the data is approximately
2kB (256 sampling rate, 16 bits, and 4 seconds duration). For
a Bluthooth type 4.2 it takes 16 milliseconds to transfer 2kB of
data. On the cloud server which is a MacBook with a 2.3 GHz
8-Core Intel Core 19 M1 processor, it takes 0.12 second to run
the ERUDITE RL policy to select the proper action. Since each
window duration is a 4-second window, this provides enough
time for the communication, EEG processing on edge-device,
and RL policy on cloud server to finish their execution.

c) Power consumption: ARMvS8 is engineered for
low power consumption, typically eliminating the need
for heat sinks, which makes it a viable choice for edge
implementations. Using ARMv8-based prototyping platform,
ERUDITE consumes less than 75 mW of power on average
for processing each 4-second window of EEG signal during
the execution of the DSTCLN models.
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VII. DISCUSSION AND FUTURE WORK

In this paper, we proposed an IoT system for a human-in-the-
loop learning environment. We tackled the problem of learning
state monitoring by exploiting two approaches of concept
learning theory (rule-based learning and explanation-based
learning) and showed that it is possible to infer the learning
state at run-time using wearable devices by decoding the EEG
signal. Furthermore, we integrated this learning state as a sensor
modality in the learning environment to provide a personalized
real-time adaptation using reinforcement learning to improve
the learning state of a human. Indeed, ERUDITE can be
extended to address more challenges to design an IoT learning
system. Below we list our future work to extend ERUDITE.

a) False Negatives in Detecting Learning State: Concept
learning perception may vary between individuals. It has been
known that an individual’s perception of learning influences
their motivation and capability to learn. For example, if during
a presentation a human believes they learned the material, it
will affect their motivation and capability to learn the rest of the
presentation [75]. This could signal a false negative in detecting
the learning state. In particular, the LS will be classified as
“not-learning” while it should be “learning”. In ERUDITE, we
address this by using a quiz that can ensure that the human
actually learned the material. Indeed, this can be extended by
fusing more sensor modalities to hinder these false negatives.

b) Generalization of the Learning Measurement: To
generalize ERUDITE, we need to consider the factors affecting
the system. Different factors can affect human concept learning,
including age, and health conditions. For instance, on the one
hand, younger people may comfortably use VR devices, and
wearing the device may improve their concept learning perfor-
mance. On the other hand, wearing VR devices by adults may
increase their drowsiness and simulator sickness, leading to a
worse learning state. The other factor that can influence learning
ability is pre-health conditions. For instance, neurodivergent
populations may require different learning environments and
adaptations. Considering these factors require more samples
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from each of these groups and studying the proper adaptation ac-
tions in the learning environment that these groups may prefer.

¢) Privacy Concerns: The brain’s frontal lobe is responsi-
ble for several essential tasks, such as cognitive functions, vol-
untary movement or activity, consciousness, memory, attention,
and motivation. Collecting and decoding the EEG data from the
frontal lobe (channels F'3, F'z, and F'4) might reveal several
other critical states of the participant, which brings up the
privacy problems [76], [77]. While in ERUDITE, we shared the
high-level state (LS, DS, and SSQ) instead of sharing the raw
EEG data with the RL adaptation engine in the cloud, sharing
the high-level states such as LS can still be invasive. Moreover,
even if the high-level states are protected, spyware monitoring
the actions taken by the adaptation engine can still be used to
infer the private states [67], [68]. We can extend ERUDITE
including the trade-off between the utility of learning adaptation
and the private state of the brain as part of our future work [21].

d) Fairness Concerns: In this paper, we described a learn-
ing environment where the adaptation action is personalized.
However, we may have multiple humans sharing the same
learning environment such as workforce training. When mul-
tiple humans share the same learning environment where one
adaptation policy is applied to all of them, a fairness concern
may arise. In particular, a system that monitors the aggregate
learning performance across multiple humans to provide one
adaptation to the learning environment may suffer from the
“Matthew effect”, which is summarized as the rich get richer
and the poor get poorer [78]. One approach to address this is
to integrate a fairness constraint in ERUDITE for the multi-
human learning environment through minimizing the covariance
between the learning rates across all the humans instead of
considering the aggregate learning performance [17], [79].

e) WCST Limitations: While the WCST has been a
valuable tool for assessing prefrontal-lobe functioning and
executive functions, it is important to recognize that it may
not provide as specific insights into these cognitive processes
as initially believed [80], [36]. The WCST involves multiple
neural circuits and may not fully capture the nuanced aspects
of prefrontal-lobe functioning. Despite these limitations, we
opted to use the WCST due to its established utility and the
available data on its performance. Nevertheless, future research
endeavors may benefit from considering alternative assessment
tools and methodologies such as Tower of Hanoi [81],
[82], [83] to gain a more comprehensive understanding of
prefrontal-lobe functioning and executive functions.

f) Applications Beyond Education: The potential of ERU-
DITE extends beyond the domain of education and personal
state detection systems. Our IoT system can find applications in
various systems, including neuro-recommendation systems. By
adapting the concept learning theory-based approach and EEG
signal decoding to different contexts, such as recommendation
systems, we can enable more personalized and effective user
experiences [84], [85]. Additionally, exploring the integration
of ERUDITE in other personal state detection systems opens
up opportunities for enhancing well-being, productivity, and
user satisfaction in a wide range of applications such as
personalized medicine [86] and health monitoring [87].
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VIII. CONCLUSION

Understanding how the human brain learns new concepts by
decoding the EEG signals from wearable technology can open
the gate to many applications in education, workforce training,
and human-machine symbiosis. These applications can incor-
porate human learning as another sensor modality to provide
a personalized learning experience. In this paper, we proposed
ERUDITE, a human-in-the-loop IoT learning system built upon
insights from concept-learning theory and exploited the EEG
signals to adapt to the learning environment. ERUDITE was
evaluated across participants in a learning environment and
showed that by using the brain signals as a sensor modality to
infer the human learning state and providing personalized adap-
tation to the learning environment, the participants’ learning
performance increased by 26.39% on average. We implemented
ERUDITE on an edge-based prototype. Evaluation of hardware
shows that the proposed IoT system can be implemented for
devices such as ARMov8 with a minimum RAM of 100 MB.

APPENDIX A
DSTCLN MODEL FOR LEARNING

We tuned 2 DSTCLN models for learning and drowsiness
classification tasks. For learning classification, the input data is
the TF image extracted from the 4s window of the EEG data. In
the DSTCLN, the spectro-temporal CNN architecture included
a hierarchical CNN divided into five convolutional blocks to
extract high-level features. We tuned this model and used a
batch size of 16, filter size 5x 5, stride size of 2, dropout ratio
of 0.25, and maximum pooling. Exponential linear units (ELUs)
are applied as activation functions in the convolutional blocks.

APPENDIX B
DSTCLN MODEL FOR DROWSINESS

The second DSTCLN model was tuned for drowsiness state
classification. The input data was composed of the TF image
extracted from a 4s window of the EEG data. In the DSTCLN,
the spectro-temporal CNN architecture included a hierarchical
CNN divided into five convolutional blocks to extract
high-level features. Each convolutional block includes one
batch normalization layer and two convolutional layers. The
final model architecture used a batch size of 32, filter size 5 x 5,
stride size of 1, dropout ratio of 0.5, and maximum-pooling
worked best. Exponential linear units (ELUs) are applied as
activation functions in convolutional blocks. For the rest of the
architecture, we used the same Bi-LSTM network structure
with 4 layers with 256 hidden units and one dropout layer.
Other details of the model are explained in [46].

To train this model, we conducted an experiment and
collected the EEG data of 5 participants watching a 2D
presentation which lasted for 50 minutes [88]. We used
Karolinska Sleepiness Scale (K.SS) as ground truth to label the
data for the level of drowsiness [89]. K.SS includes a nine-point
scale ranging from 1 (Extremely alert) to 9 (Extremely sleepy).
Before beginning the presentation, participants are asked to
rate their drowsiness level based on the K.SS. Every 10 minute
of the presentation, the participants are asked to choose from
the K'SS to update the drowsiness reference. The participants’
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labeling serves as the ground truth to infer the drowsiness
level. We divided the KSS 1 —6 and 7 — 9 as Alert(1)
and Drowsy(0), respectively. Then, we used the designed
DSTCLN model to classify the EEG data into these two classes.

APPENDIX C
RL HYPERPARAMETERS

In Eq.4, hyperparameters -y and « are known as the discount
factor and the learning step size, respectively.

Q(s,a)<—Q(3,a)—I—a[r(s,a)—k’ymgx@(s’,a)—Q(s,a)] “4)

To choose an action, a at each state s from the possible set
of actions, an e-greedy policy can be adopted. In the e-greedy
policy, the RL agent chooses the action that it believes has
the best long-term effect with probability 1 - €, which is the
maximum value of Q(s,a), and with probability e, it picks
an action uniformly at random. This hyperparameter e (the
exploration vs. exploitation parameter) controls how much
the RL agent is willing to explore new actions that were
not taken before versus relying on the best action learned.
By updating Q(s,a), it is guaranteed that the optimal policy
7w will converge to a deterministic action a per state s that
provides the maximum reward r(s,a) in a finite time steps
T [90]. In this study, every time g_value is updated, we
gradually lower e following an exponential decay of 0.01.

In Equation 4, + determines how much the RL agent cares
about rewards it receives in the distant future relative to
the immediate reward. In our design, a low discount factor
v=0.001 is selected. Also, in Equation 4, « (learning rate) is
a hyperparameter that controls how much an agent updates its
estimates of the optimal policy or value function in response
to new experiences or data. A low learning rate means the
agent will be slow to adapt to new information, while a high
learning rate may result in unstable convergence or overfitting
to noisy data. The optimal value of o may vary depending
on the specific problem and is often determined through
experimentation and tuning. In this study, we chose a=0.05.
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