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Goal-Oriented Source Coding and Filtering for
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Abstract—Vehicle-to-everything (V2X) networks will consti-
tute a prominent application in future generations of cellular
networks, definitely transforming our conception of transporta-
tion systems. A major challenge in V2X networks is the vast
amount of data generated by the large number of sensors in the
vehicles, which saturates the wireless links. As it is not possible to
meet the throughput, timing, and reliability requirements for the
total bulk of generated data, one needs to filter out data based
on the actual communication goal. In this article, we present an
architecture and diverse options to implement filtering and source
coding for goal-oriented (GO) vehicular communications. We
illustrate how filtering and source coding contribute to meeting
the strict delay requirements while maintaining energy-efficient
operation. Our results show that GO communications, performed
as the combination of Bloom filtering and GO source coding, can
greatly contribute not only to reduce the energy consumption by
up to 30% but also to decrease delay, which in turn increases
the supported amount of delay-sensitive traffic by up to 819.2%.

Index Terms—Bloom filter (BF), discontinuous reception
(DRX), goal-oriented (GO) communications, intelligent trans-
portation systems (ITSs), source coding, vehicle-to-everything
(V2X).

I. INTRODUCTION

VEHICLE-TO-EVERYTHING (V2X) networks will dras-
tically change the way we understand transportation

systems, eliciting the introduction of reliable autonomous driv-
ing systems, holographic systems, or immersive infotainment
services. To do so, V2X networks will agglutinate differ-
ent modes for communication, including vehicle-to-vehicle
(V2V), vehicle-to-infrastructure (V2I), vehicle-to-pedestrians
(V2P), vehicle-to-cloud networks (V2N), vehicle-to-roadside
barriers (V2B), or vehicle-to-vulnerable road users (V2VRUs).
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Fig. 1. Problem statement in V2X networks.

To support the plethora of advanced applications that will build
up the future intelligent transportation systems (ITSs) we must
design future wireless networks to support ultra reliable and
low-latency communications (URLLCs). Although offering
services with very low delays is mandatory for the successful
deployment of ITS, achieving energy-efficient V2X networks
is, for the sake of sustainability, a research problem of utmost
importance. In fact, energy consumption is already one of
the major concerns in 5G and one of the key performance
indicators (KPIs) in the context of 6G networks. However,
to fulfill these highly strict requirements over a shared and
limited capacity spectrum constitutes a great challenge for
the scientific community. In addition, this situation is even
more challenging as a consequence of the spectrum regulation
proposed by Federal Communications Commission (FCC)
in [1]. In this regulation, the 5.9-GHz frequency band was
splitted in two parts. While originally the 75-MHz band-
width of the frequency band was fully assigned to ITS, the
new regulation authorized the lower 45 MHz (from 5.850
to 5.895 GHz) for unlicensed use, leaving only 30 MHz to
be used for V2X communications, even when the regulation
admits that ITS proponents preferred to allocate the whole
frequency band to ITS. Following this bandwidth reduction,
the challenge of offering URLLC services is even greater
and can become the bottleneck of future ITS deployments.
Therefore, the problem, illustrated in Fig. 1, is evident: each
vehicle has a large number of sensors N that continuously
generate information with rate Ri, where i ∈ {1, 2, . . . , N},
that is gathered by the on-board unit (OBU) and needs
to be transmitted through the V2X access network but the
available capacity RW is not sufficient and, therefore, some
random packets are dropped due to congestion. In this setup,
simply reducing the sampling frequency of the sensors is
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not a viable option as it would negatively affect the reaction
time of the network. Therefore, to address (or at least to
alleviate) the problem of bandwidth shortage and, at the same
time, increase network performance, we must act in many
simultaneous fronts. For example, some proposals intend to
enhance the spectrum efficiency [2]. In fact, 3GPP has evolved
5G NR through different Releases, making it more suited to
support ITS. Unfortunately, 5G NR-based V2X networks will
not be able to fulfill the strict requirements of future V2X
services [3], empowering the design of 6G.

In this work, we address the problem of having vehicles that
generate huge amounts of data and limited wireless communi-
cation resources from a different point of view. In a nutshell,
we study how traditional and goal-oriented (GO) source coding
can contribute to the feasibility of future ITS, operating either
in 5G NR or 6G networks. Namely, source coding reduces
the amount of information to be transmitted in the network,
so the traffic congestion in the wireless link is alleviated,
which reduces communication delay. However, source coding
can be computationally intensive, so it incurs in an extra
delay due to processing. This raises the question of which
processing and compressing strategies are adequate for delay-
constrained systems [4]. Accordingly, we will consider two
types of complementary source coding algorithms: 1) lossy
and 2) lossless. While the loss of information is tolerated in
lossy source coding, lossless source coding ensures all the
information can be recovered at destination by means of source
decoding.

To understand the purpose of GO communications it is
convenient to put them in context. The original ideas of GO
communications were already defined by Shannon and Weaver
in their seminal work [5], when laying the foundations of
communications theory. Shannon and Weaver stated that the
broad area of communication theory could be structured into
three levels or problems. Undoubtedly, the most thoroughly
studied problem so far is the first level, known as the technical
problem, and whose purpose is to reliably transmit data or,
more accurately, to study the accuracy for transmitting sym-
bols. Notwithstanding, with the recent advent of machine/deep
learning (ML/DL) techniques, we dispose of the tools required
to bring the second and third level into fruition. In the
second level, called the semantic problem, the transmitter
aims to convey the semantic meaning of data [6] or, in other
words, it consists of studying how accurately the transmitted
symbols convey the meaning of the original data. However,
Shannon and Weaver also envisioned a third level, the so-
called effectiveness problem, which emphasizes the action
that is expected from the receiver after the communication,
laying the foundations of GO communications. Thus, while
semantic communications is focused on correctly interpreting,
at the destination, the concept associated to a message sent
by the source, GO communications focuses on the correct
accomplishment of the goal within a given time constraint and
using a given amount of resources, such as energy [7].

In GO communications, there is an application (i.e., a high-
level entity) that is responsible for fulfilling a specific task,
which typically involves some form of response or actuation.
Thus, in GO communications, the data source only needs to

transmit the data required to fulfill the specific task effectively
and the rest of the data can be discarded. More specifically,
in the context of GO communications we propose the use
of two complementary techniques: 1) filtering and 2) source
coding. First, we consider that some of the messages generated
by the sensors are not necessary to be transmitted, so it is
possible to filter them out. We have chosen Bloom filters
(BFs) as the method for filtering messages and have considered
that the filtering rules that drive BF are installed as the
result of an artificial intelligence (AI) procedure guided by
ML/DL techniques. In fact, there is a consensus in the research
community that ML/DL and AI will play a key role [7] in
GO communications and 6G networks, as these provide the
mechanisms to tailor the selection of the important features of
the generated data to the goal of the underlying application [8].
Note that the GO approach is very different from simply using
a lower sampling rate for the sensors, which would decrease
the reaction time to important events and can lead to the
loss of crucial safety information if the sampling rate is too
low. Moreover, GO filtering is an enabler for considering the
information from different sensors in a unified view, so, for
example, when the information of two sensors have the same
meaning for the receiver, it is only necessary to transmit one
of them. Second, we consider the possibility of applying GO
source coding to the filtered flow of messages, as, for each
message, we only need to transmit the data necessary for the
destination to perform the right inference.

In this work, we investigate diverse techniques to reduce
the amount of transmitted data in V2X networks, along with
the tradeoffs between performance and energy-efficiency from
a GO perspective [9]. There is a vast literature on ML/DL
and Big Data algorithms for ITS, enabling a wide variety
of applications, such as safety or incident detection and
prediction, among many others [10], [11]. Examples of such
algorithms include convolutional neural networks (CNNs),
support vector machines (SVMs), random forests (RFs), or
k-nearest neighbors (k-NNs). The choice of an algorithm will
highly depend on the application and the source of data.
For example, using CNNs and SVMs for image recognition
with data coming from a camera is a common practice.
Conversely, SVMs, RF, and k-NN are commonly used for
selecting critical features from massive data [12]. Moreover,
there are ongoing efforts on reducing the computational cost of
ML/DL algorithms. For example, a reduction of computational
complexity for neural networks can be found in [13], while
for SVM and k-NN in [14].

In this article, we formulate a general framework with the
objective of studying to which extent ML/DL methods can
be useful to enable GO communications in V2X networks
depending on their complexity. Thus, instead of following
the general trend of selecting a subset of specific ML/DL
algorithms for ITS, we formulate a model to characterize
these algorithms based on their computational complexity and
summarization capacity and evaluate their applicability on ITS
systems. This work can also contribute to evaluating the impact
of such a complexity reduction when ML/DL techniques are
used for GO communications.

The main contributions of this work are as follows.
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1) We present a hybrid model for the performance evalu-
ation of V2X communications where analytical models
are supplied with simulation data when no closed-form
expression can be obtained.

2) We present a V2X communications architecture that
is compliant with the European Telecommunication
Standards Institute (ETSI) ITS architecture.

3) We study the benefits of traditional compression of the
data locally at the vehicles.

4) We propose the use of BF to effectively perform lossy
GO source coding in the context of ITS.

5) We show how ML and DL-based algorithms may con-
tribute to GO communications to make future V2X
networks feasible. These algorithms are characterized
by their computational complexity and, due to the
many possibilities for training, we consider only their
inference phase.

The remainder of this article follows the next structure.
In Section II, we present the main works related to the
studied topic, while the V2X network traffic model proposed is
thoroughly described in Section III. In Section IV, we present
the system communication model, while in Section V we study
how source coding and GO communications can contribute to
the feasibility of future ITS. In Section VI, we propose how
our proposals could be integrated in ETSI V2X architecture.
Finally, in Section VII, we present the performance evaluation
of the proposals made in the manuscript, and Section VIII
summarizes the main conclusions of the work.

II. RELATED WORK

The design of future ITS with strict service requirements
is a hot topic for the scientific community that involves a
number of research fields [15] of major interest for both the
academia and private companies. There are two main wireless
technologies that are candidates to evolve for providing such
requirements in V2X communications: 1) dedicated short-
range communications (DSRCs) and 2) cellular V2X (C-V2X).
Initially, DSRC was the only technology suited for vehicular
communications. However, due to its unbounded channel
access latency and limited coverage, 3GPP leveraged cellular
technologies to develop C-V2X [16]. In fact, 3GPP introduced
the possibility of direct communications between terminal
equipments in Release 14 in 2017, with a clear focus in
vehicular communications. Another key milestone regarding
the suitability of these two wireless technologies happened at
2021, when US FCC changed its decision on the use of the
reserved spectrum for ITS (the 5.9 GHz frequency band) from
DSRC to C-V2X [1].

The scarcity of wireless resources to be used by V2X
networks has elicited a number of works that propose data
compression to alleviate congestion. Su et al. [17] proposed a
discrete cosine transform (DCT) lossy compression technique
to improve the throughput of the fronthaul vehicular 5G
network. Guo et al. [18] made a survey of compressed
sensing in vehicular infotainment systems, where compressed
sensing changes the traditional vision of sampling and coding
into a single step. Another interesting work related to ours

is [19], where authors study the compression gains that can be
obtained with lossless compressions for different types of V2X
messages, being cooperative awareness, collective perception,
and maneuver coordination messages (see Section III-A for
a better description of these messages). However, none of
these works is focused on evaluating the energy consumption
required to perform the lossless or lossy compression, which
may be nonnegligible. Moreover, although not in the context
of ITS but in Internet of Things (IoT), it is worth citing [20],
where authors propose a framework that uses both lossless
and lossy compression and compares both, concluding that
lossy compression consumes less energy than its lossless
counterpart, with the disadvantage of information loss.

The role of task and goal-oriented and semantic communi-
cations in 6G networks is expected to be one of the enablers
of a plethora of new services to be offered [21], [22]. In the
same works, authors also present ITS as one of the key use
cases in the context of semantic communications, stating that
DL-based semantic communications may help to compress
and extract semantic information and thus reduce delay. Some
works that use DL to transmit images and text semantically
are [23] and [24], respectively, although these two works are
not specifically designed for ITS. However, other works that
propose DL semantic communications in the context of ITS
are [25], [26]. Zhu et al. [25] proposed a semantic resource
allocation procedure to transmit video, being this procedure
based on a multiagent deep Q-network. Additionally, an image
coding mechanism that preserves the semantic content has
been proposed in [27]. On the other hand, Yang et al. [26]
disclosed that the most straightforward application of semantic
communications in the ITS domain is to extract semantic
information from the whole bunch of sensors in vehicles, such
as vehicle kinematic information, road conditions, or traffic
signs. Also in the context of ITS, a cooperative semantic-aware
architecture for multiuser communications in V2X networks
that is able to reduce data traffic significantly has been
proposed in [28]. Naturally, the suitability of goal-oriented and
semantic communications is not restricted to 6G and ITS, as
it has been also applied to the system design and resource
optimization in general IoT networks [29].

With respect to the energy-efficiency perspective, [30]
already identifies, in the context of connected autonomous
vehicles, energy efficiency among the main features of 6G,
in addition to agility, reliability, and ultralow delay. Later,
Hussein et al. [15] showed that the efficiency in V2X networks
will be crucial because of the growing number of connected
nodes, the high communication and computation demands
and the increasing energy in the adoption of new frequency
bands in 6G, as all these issues will highly increase the
energy demand. Moreover, authors also show that the strict
quality of service requirements together with the AI pro-
cedures based on big data will create new challenges in
dealing with energy efficiency improvements. A key work
to understand the importance and scope of energy-efficiency
in future vehicular communications is [31], where authors
thoroughly present the main considerations about green V2X
networks from five scenarios: 1) communication; 2) com-
putation; 3) traffic management; 4) energy management for
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electric vehicles; and 5) energy harvesting. More specifically,
to develop energy-efficient V2X networks, Huang et al. [32]
have considered the integration of mobile edge computing
into V2X, extending the computing capability to the V2X
edge in close proximity of connected vehicles. On the other
hand, some works have proposed to increase V2X networks
energy efficiency by optimizing interface selection [33], power
allocation [34], [35], [36], or resource allocation [37]. Finally,
and although not focused on vehicular environments but very
related to our work, GO communications have been combined
with the information bottleneck to send only the information
relevant to perform an inference task, ultimately minimizing
energy consumption [38].

III. DATA TRAFFIC AND ENERGY-EFFICIENT

OPERATION IN C-V2X

In this section, we describe the types of messages that are
transmitted in C-V2X together with a theoretical model for
its temporal characterization. In addition, we present the main
features of the discontinuous reception (DRX) mechanism
present in 5G NR, intended to reduce energy consumption at
the user terminals, along with the impact of the mechanism in
the data traffic profile.

A. Traffic Model

Although there are other standardization initiatives in the
field of V2X networks like SAE International (in USA) or
CSAE (in China), we focus our attention on the initiative by
the ETSI for V2X, which defines four types of V2X mes-
sages: 1) cooperative awareness message (CAM); 2) collective
perception message (CPM); 3) decentralized environmental
message (DENM); and 4) MCM. First, CAM messages contain
information about location and the kinematic state of the
transmitter. However, as not every object has V2X communica-
tion capabilities (for example, pedestrians, obstacles, animals,
or non-V2X vehicles) or even having it they can be out
of a certain vehicle range, ETSI has defined the Collective
Perception Service to complement the Context Awareness
Service [39]. CPM messages enable to share information about
other road users or obstacles, so that the vehicles can extend
their awareness even further that their sensing capabilities.
Third, DENM messages contain information related to an
abnormal traffic condition or a road hazard, including its
type and localization. Finally, MCM messages are used to
coordinate maneuvers between vehicles.

Inspired by [40], proposed by 3GPP to evaluate V2X in
NR, we consider the following traffic model. For the uplink,
we assume that vehicles send packets (being each packet
the aggregation of a number of V2X messages) following
two independent renewal processes {Aul

p (t), t ≥ 0} and
{Aul

ap(t), t ≥ 0}, whose interarrival times are defined by Xul
p =

(Xul
1,p, Xul

2,p, . . .) and Xul
ap = (Xul

1,ap, Xul
2,ap, . . .), respectively.

On the one hand, renewal process Aul
p (t) represents the

information that is sent periodically by the vehicle, such as
position, speed, and vehicle type. With respect to the amount
of information (in bytes) that is generated to be transmitted at
each arrival (Dul

i,p), it can be described by a random uniform

distribution U[Dmin
p ,Dmax

p ] with a quantization step of Qul,p bytes,

averaging (Dmax
p +Dmin

p )/2 in each arrival. On the other hand,
renewal process Aul

ap(t) represents event-triggered situations,
such as a change in direction or a sudden braking. For the
aperiodic traffic, we also make use of the high traffic intensity
defined in [40]. Therefore, Xul

i,ap = C + Exp(λ′ul,ap), so the
interarrival time is the sum of a constant value C and an
exponentially distributed random variable with rate λ′ul,ap. At
each arrival, the amount of information (Dul

i,ap) is defined
by U[Dmin

ap ,Dmax
ap ] with a quantization step of Qul,ap bytes. It

is important to note that the traffic model presented in [40]
defines the periodic traffic and aperiodic traffic as two different
options. However, in this work, we superpose both options to
operate together as we assume that the information provided
by car sensors is produced both periodically and event-
triggered, so the uplink traffic is defined as the sum of both
periodic and aperiodic renewal processes, with rates λul,p and
λul,ap, respectively. This assumption is based on the nature
of the V2X messages, as some of the messages have a
periodic nature (e.g., CAM) and other messages are event-
driven (e.g., DENM) [16]. Moreover, to study the effect of
different uplink traffic loads, we introduce � as the factor by
which we multiply λul,p and λul,ap, so the uplink traffic packet
rate is defined as λul = �(λul,p + λul,ap).

Assuming that the number of devices transmitting in a
V2X environment is high, we can assume that the receiving
process that defines the downlink reception is the superposition
of a large number of independent random processes, so this
superposition process converges to a Poisson process with rate
λdl. Moreover, in each arrival, the amount of information will
be defined by U[mindl,maxdl].

B. Discontinuous Reception Procedure

With the purpose of saving energy in 5G NR, in addi-
tion to the well-known from LTE RRC_CONNECTED and
RRC_IDLE states, a user equipment (UE) can be in a
new state called RRC_INACTIVE. Even though RRC_IDLE
and RRC_INACTIVE states are highly energy-efficient, their
impact on energy efficiency in V2X networks is expected
to be minimal due to the huge amounts of data to be
transmitted. Instead, the vehicles will stay most of the time
in the RRC_CONNECTED state during operation, and so we
focus on the RRC_CONNECTED state.

Monitoring the physical downlink control channel (PDCCH)
is one of the most energy-consuming procedures for UEs
in RRC_CONNECTED state, as it involves the search space
blind decoding procedure. However, it is necessary to monitor
the PDCCH to receive downlink packet indications. The main
purpose of the DRX technique, inherited from 4G LTE, is
to reduce the frequency of PDCCH monitoring. Next, we
briefly describe DRX procedure but, for a more detailed
description, refer to [41]. When equipped with DRX, a UE in
RRC_CONNECTED state monitors the PDCCH periodically
and only during a predefined ON period (TON), which is
configured with the drx-onDuration field of the RRC message.
After the ON period, if there is no uplink or downlink packet,
the UE enters into an energy-saving state (DRX) turning off
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its RF chain, a state where the energy consumption decreases.
However, if while in TON the UE either receives a downlink
packet from the gNB or an uplink data packet from the
upper layer from its local protocol stack, that packet can
be immediately queued for transmission. When the UE is
in DRX state, it is important to note that uplink data, as
received locally from upper layers, can awake UE from DRX
and try to transmit that data immediately, but downlink data
received from gNB will experience a delay until the next
ON period starts. However, as energy consumption is becom-
ing of paramount importance, manufacturers are currently
implementing discontinuous transmission (DTX), so uplink
transmissions are aligned also with the DRX cycles, with the
consequence of further energy savings [42]. As in our work
energy consumption plays a central role in network design,
we consider both DRX and DTX, although for simplicity in
notation we will shorten the notation from DRX/DTX to DRX.
It is important to highlight that using DTX implies a relation
between uplink or downlink traffic because any of them can
awaken the UE, so both traffic flows cannot be studied in
isolation.

As energy saving has become a crucial aspect in com-
munications, 3GPP proposed in Release 16 an additional
power-saving mechanism called power saving signal (PSS).
The motivation for this proposal is that it is still energy-
consuming to periodically enter into the ON period to monitor
PDCCH, especially if the traffic is sporadic so that the proba-
bility of the ON period to finish without having received traffic
is high. To the readers familiarized with WLAN technologies,
it is worth noting that the central concept of PSS is similar
to wake-up radio (WUR) in IEEE 802.11ba, as it is based on
informing about when to turn on the main radio. In our case,
PSS is a technique to inform the UE whether to start or not the
next ON duration. However, IEEE 802.11ba WUR operates by
including a ultralow power chip while 3GPP proposal is based
on a low power-consuming indication (the so-called PSS).
The operation of PSS is as follows [41]. 3GPP has defined
a new control message, called downlink control information
of power saving (DCP), to indicate if a UE can skip the
next ON period and therefore, avoid the energy-consuming
blind decoding procedure of monitoring PDCCH. It must be
highlighted that DCP is also transmitted over the PDCCH.
However, the UE does not perform blind decoding to receive
DCP as it is scrambled with a specific power saving-radio
network temporary identity (PS-RNTI).

IV. SYSTEM MODEL

In this section, we present the model for data transmis-
sion, analyzing its behavior in terms of delay and energy
consumption. The components to be considered, due to having
an impact on the total delay, are the transmission itself, the
queueing of the packets before transmission, and the added
delay due to the DRX procedure.

A. Transmission

We consider a V2X wireless environment where the channel
conditions vary at two different time scales due to path loss,

large-scale, and small-scale fading. Specifically, the signal-to-
noise ratio (SNR) varies with time due to the distance between
vehicles d, resulting in changes in the free space path loss,
and due to block Rayleigh fading. Consequently, we consider
that both the distance between vehicles and the channel power
gain g[i] remain constant during the transmission of a given
packet i but vary over time as a result of multipath fading
and/or shadowing.

Since we consider a Rayleigh fading channel, g[i] for each
packet is an exponentially distributed random variable g[i] ∼
Exp(1). Let Ptrx to be the transmission power over a channel
with a bandwidth B. Then, the SNR γ for the ith packet
at a receiver at a distance d from the transmitter can be
computed as

γ [i] = K0Ptrx

d�N0B
g[i] (1)

where K0 is the Friis equation parameter, N0 is the noise
spectral density, and � is the path loss exponent. Since
(K0Ptrx/d�N0B) is a constant and we consider a Rayleigh
channel, the SNR γ [i] also follows an exponential distribution.
Hence, the average SNR is

γ = K0Ptrx

d�N0B
. (2)

So (1) can be rewritten as

γ [i] = γ g[i]. (3)

Outage occurs when the received γ is below a threshold γthr,
when bits received cannot be correctly decoded. Then, Pout =�
Pr{γ < γthr}. Using (3) and because g[i] is an exponentially
distributed random variable, Pout can be rewritten as

Pout = Pr

(
g[i] <

γthr

γ

)
= 1− e−γthr/γ . (4)

As the outage probability is exponentially distributed (and
also the probability that the received SNR is below a thresh-
old), the number of transmissions for successfully sending a
packet N is geometrically distributed, being its probability
mass function

Pr(N = n) = Pn−1
out (1− Pout), n ≥ 1 (5)

whose mean is 1/(1−Pout). Note that we have assumed that the
time to acknowledge the reception is negligible in comparison
to the data transmission time. With that, the mean transmission
time for packets whose average size is σ is given by

Ttrx = 1

1− Pout

σ

R
. (6)

Finally, the throughput provided by the Rayleigh fading
channel for a given SNR threshold γthr and target outage
probability Pout can be computed by

R = (1− Pout)B log2(1+ γthr) (7)

that, using (4), can be rewritten as

R = (1− Pout)B log2

(
1+ γ log

(
1

1− Pout

))
. (8)
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On the other hand, the energy consumed by a UE to transmit
a packet with length σ over a Rayleigh fading channel can be
computed as

Etrx
UE =

1

1− Pout

σPtrx

R
. (9)

B. Queueing

Next, we present the model used to characterize the queue-
ing delay experienced by the data in the network. This
queueing delay depends on the arrival process and the service
time process, which also define the system utilization. As both
the arrival and service times follow complex distributions due
to the nature of incoming traffic and the randomness of the
wireless channel, for studying the queueing delay we model
the wireless channel as a G/G/1 based on the Allen-Cunneen
approximation [43], [44]. Differently from what we are used
to in other simpler queues like M/M/1 or M/D/1 there is not
a closed-form formula for the queueing delay in G/G/1, but
an upper-bound. However, our traffic and service times are far
from being exponential, so we cannot resort to simpler queues.
Let ρ to be system utilization, A the random variable that
defines the interarrival times of transactions to the wireless
link, and S the random variable that defines the service times.
The average queueing delay can be upper bounded by

Tq ≤ E[S]
ρ

1− ρ

CV(A)2 + CV(S)2

2
(10)

where CV(X) represents the coefficient of variation of random
variable X, defined as the quotient between the standard
deviation and the mean of random variable X, i.e., CV(X) =�
σx/E[X]. It is interesting to notice how (10) is simplified
for exponential distributions, where CV(X) = 1. If both
interarrival and service times are exponential we obtain the
well-known mean waiting time for the M/M/1 queue.

From the channel model, we can compute CV(S) because
the service time for a successful data transmission is governed
by a geometric distribution (5). Then, its mean time is
represented by (6) and the variance, for packets with mean
size σ , by

σ 2
S =

Pout

(1− Pout)
2

(
σ

R

)2

. (11)

So, we can easily compute the coefficient of variation of the
service time as CV(S) = √Pout. On the other hand, due to
the complex nature of incoming messages (see Section III-A),
CV(A) must be empirically computed, as it does not have a
closed-form formula.

C. DRX Procedure

Let PPDCCH be the power required by the UE to monitor
the PDCCH for possible data transmission. If DRX is not
implemented, the UE will consume PPDCCH continuously. On
the other hand, the energy consumption for a UE implementing
the DRX mechanism is

EDRX
UE =

(
PPDCCH(1− PSF)+ PsleepPSF

)
T (12)

where PPDCCH stands for the power required by UE to monitor
PDCCH for possible data transmission, Psleep is the power
consumption of the UE when it is in the sleep state, PSF is
the power saving factor, defined as the fraction of time where
the UE is in the energy-saving state, and T is the total time
where the energy consumption is being measured.

For computing the additional delay introduced to uplink
messages due to the DRX procedure (TDRX), we cannot use
closed-form formulas due to the complexity of the procedure
and the incoming traffic and also because downlink traffic also
influences the DRX state. Therefore, TDRX will be estimated
using discrete-event simulations.

V. SOURCE CODING IN V2X NETWORKS

There is a unanimous consensus in research community [45]
that V2X will generate huge amounts of data that will be a
challenge to be dealt with. For that reason, it is convenient
or even in some cases mandatory to resort to some kind of
source coding to compress data and make it more manageable
and, when necessary, to make it possible to be transmitted
without overloading the communication channel. In fact, if
we overload the wireless access network, the packet delivery
ratio will increase and we can lose packets randomly, which
can be fatal in case the most important messages are lost.
Of course, reducing the data volume will also let us to
decrease the energy consumption for transmitting data, but it
will also incur into an extra delay and energy consumption
for the source coding computing procedure. For that reason,
we start by considering the use of traditional source coding
techniques. In addition to traditional source coding, data traffic
has some features that makes it feasible to use other type of
GO lossy source coding. It is important to understand that data
from different sensors or even from the same sensor can be
redundant, specially in consecutive transmissions. Also, that
this information has value in a specific and short period of
time, so it is a delay-sensitive information, whose freshness
for the receiver is important. In a nutshell, massive data arrives
to the OBU from a number of sensors as the sum of multiple
data streams and we must process it immediately or it is lost
forever. We assume that it is not possible to store it because
usually the storage in the OBU is limited and, specially,
because the fast expiration of the value of data makes it useless
to store it even when technically possible. Due to all these
features, we consider the use of the techniques useful for
mining data streams [46, Ch. 4]. To deal with reducing data
streams produced by sensors from vehicles we propose the use
of filtering, and more specifically, the use of BF, using ML/DL
techniques to install the proper rules to filter all those messages
whose meaning is not important to the receiver. Finally, and
in addition to GO filtering, we explore the role of GO source
coding in the context of ITS.

A. Traditional Source Coding

Traditional source coding methods can be categorized in
two main types: 1) lossless and 2) lossy. The main idea of
lossless source coding is to compress the data making use of
its statistical redundancy to recover the information without
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errors at the destination. Obviously, the efficiency of this
procedure mostly depends on the redundancy of the data and
the nonuniform repetition of sequences in the data. In fact, it
is well-known from the pigeonhole principle that, provided a
lossless algorithm compresses some input sequences, it will
also expand others. Formally, a lossless source coder can
be defined as a couple of functions C and D that take bit
sequences as inputs and return also bit sequences, where, for
any x ∈ B, D(C(x)) = x, being x the data which we want
to compress and B an ordered finite set of sequences of bits.
Note that this expression represents the fact that lossless source
coders must be uniquely decodable.

We define the source coder gain for a source X of a
statistical compressor as

G(X) = 1− H(X)

log2(K)
(13)

being H(X) the entropy of source X and K the alphabet size.
Note that the entropy tells us about how surprised we will be
on average by the outcome of a source. Stated more rigorously,
entropy is defined by

H(X) =� −
K∑

i=1

Pr(X = si) log2(Pr(X = si)) (14)

where Pr(X = si) represents the probability of occurrence of
symbol si.

Now we focus our attention on the computational aspects of
lossless source encoding. The computational effort, expressed
in CPU cycles per bit, to compress a single bit has a stochastic
behavior due to the high number of running tasks in each
CPU. In fact, the number of cycles to compress a bit WLL

can be modeled by a Gamma distribution with parameters αLL

(shape) and βLL (scale) [4], [47], whose PDF is

fWLL(x;αLL, βLL) = 1

β
αLL
LL �(αLL)

xαLL−1e−x/βLL (15)

where �(s) = ∫∞ts−1e−tdt
0 is the Gamma function. Then,

E[WLL] = αLL · βLL. Parameters of the Gamma distribution
are related to the mean (E[WLL]) and variance (σ 2

WLL
) of

the distribution by: αLL = E[WLL]2/σ 2
WLL

and βLL =
σ 2
WLL

/E[WLL]. Therefore, E[WLL] = αLLβLL.
The average time required to compress a sample x with size

σ with a lossless source coder can be computed by

TLL(x) = σ · αLL · βLL

NCPU · fLL(x)
(16)

where NCPU is the number of CPU cores, and fLL(x) is the
clock frequency used by the CPU for the compression task of
sample x.

On the other hand, there is a tradeoff between the compres-
sion gain that can be achieved using source coding and the
computation time and energy required for such task [19]. To
account for that tradeoff, we model the mean number of cycles
required by the source coder to compress one bit of raw data
as [20], [48]

E[WLL] = αLLβLL = eε/(1−G(X)) − eε (17)

where ε is a positive value that depends on the compression
algorithm.

Additionally, the energy consumption of the source coder is

ELL(x) = σPproc(fCPU)

f 3
CPU

(
eε/(1−G(X)) − eε

)
f 2
LL(x) (18)

being Pproc(fCPU) the power consumption of the CPU operat-
ing at its maximum clock frequency (fCPU).

The second type of traditional source coders are lossy ones,
that are able to reduce the amount of data admitting some loss
of noncrucial information to preserve the best approximation
of the raw data. One of the most well-known techniques to
implement lossy source coders is by means of DCT [17], due
to its strong energy compaction capability. Regarding the delay
and energy models of lossy source coding it is the same as for
its lossless counterpart, but the computational effort for lossy
source coding is lower, and so the values of ε.

B. Goal-Oriented Coding

GO coding represents one of the crucial applications where
ML/DL techniques can make future ITS feasible. As the GO
techniques we are considering are lossy, there is a tradeoff
between the probability of filtering out a critical message and
the compression ratio, so we cannot ensure that a critical
message is not lost, especially for very high compression
ratios. Notwithstanding, the main purpose of the deployed AI
techniques must be to understand the impact of every message
so as to minimize the probability of losing critical information.
As it has been aforementioned, we propose to deploy GO
communications in the vehicular environment by the use of
two complementary techniques: 1) filtering and 2) source
coding. Note that GO communications are assumed to have
an inherent summarization capacity. This is mainly because
the concept focuses on only transmitting the information that
is strictly relevant for the destination to effectively perform
the right goal, assuming that the consumer of the data is an
application at the end receiver, which interprets the data and,
typically, generates a reaction to it. This is reflected in our
approach where GO communications are used to summarize
the huge amount of data arriving to the OBU as, otherwise,
it cannot be transmitted due the limited amount of wireless
resources. In fact, also in [7], it is shown that, due to
the reduction of the entropy when performing GO coding,
the number of bits when using GO communications can be
significantly decreased.

For the computation tasks required by ML/DL techniques,
we have considered that they are performed locally at the
CPU in the OBU. Unfortunately, in the studied setting it is
not possible to resort to edge or cloud computing as the
huge amount of generated data in connected vehicles makes
it infeasible to send it for being transmitted wirelessly over
limited-bandwidth networks. However, there are some research
efforts to perform local computations at the GPU instead of the
CPU for the optimization of ML/DL techniques [49], so our
work could be extended to GPU considering a performance
and energy consumption model such as the ones proposed
in [50] and [51].
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1) Bloom Filters: In this section, we propose the use of
BFs [52] to efficiently discard the individual messages within
the packets that do not possess predefined characteristics. Note
that the definition of these characteristics will be guided by
ML/DL techniques to account for complex relations among
messages and their possible interest for eliciting a response
from the receivers. As BF can be considered a type of lossy
source coders, it is important to distinguish BF from the above-
mentioned DCT-based traditional proposals, as the way of
reducing data volume of BF is completely different, because it
is based on filtering some messages instead of a compression
of all of them.

However, BFs are not the only data structure designed for
checking an approximate membership that, in our case, results
in discarding all those packets that do not have some features.
Other filters that could also be used are Cuckoo filters [53]
or the more recently proposed Xor filters [54]. Despite both
BFs and Cuckoo filters have a zero false negative probability,
we have considered BFs because the number of elements that
can be inserted in a Cuckoo filter is limited and the insertion
may fail when the occupation is high. BFs do not suffer
from this problem since the insertion of elements is always
possible and the only negative effect is a potential increase
in the false positive rate [55], which is not critical and only
results in a minor decrease in efficiency. On the other hand,
we have not used Xor filters because their construction is
twice slower than BFs and their performance is based on the
computation of three hash functions [54] while in our case we
will resort to BFs using only one hash function (as we show
in Section VII-C).

A BF consists of an array of n bits to compactly represent a
set of m key values, K = {k0, k1, . . . , km−1} and a collection of
κ hash functions {h1, h2, . . . , hκ }, so that each hash function
maps values of ki ∈ K to uniformly distributed integer number
in the set {0, 1, . . . , n − 1}. Furthermore, the required length
of the output of the hash function is typically small, as it only
requires l ≥ log2(n) bits. For example, to have a BF of length
8192 we will require that l ≥ 13, while the shortest length in
the hash functions we are considering is 32 bits. Finally, BF
do not increase the complexity of the receiver, as there is no
additional delay nor energy consumption due to a decoding
stage.

BF are well suited for our desired task as, although with a
low probability will let pass some undesired messages (false
positive probability), a BF will never block a desired message
(false negative probability is equal to zero). That property of
BFs guarantees that none of the most crucial security-related
V2X messages is lost.

The operation of the BF consists of two stages. The first
one is for populating it with the information of the K criteria
that will let to pass the filter, as shown Algorithm 1. It is
important to note that this stage will be only executed once or
when the ML/DL entity wants to change the filtering criteria.
Moreover, we can use different BF to manipulate the amount
of data that is discarded depending on external factors like
traffic congestion.

The second stage (Algorithm 2) is the operation of the
filter, that consists of deciding if a new message x must pass

Algorithm 1: Populating the BF
Input: K = {k0, k2, . . . , km−1}
Output: B

B(s)← 0, ∀s ∈ {0, . . . , n− 1};
for i ∈ {0, . . . , m− 1} do

for j ∈ {1, . . . , κ} do
z← hj(ki) mod n;
if B(z) == 0 then

B(z)← 1;
end

end
end
return B;

Algorithm 2: BF Operation
Input: B, x
Output: {Pass, Filter}

action← Pass;
i← 1;
while action == Pass && i ≤ κ do

z← hi(x) mod n;
if B(z) == 0 then

action← Filter;
end
i← i+ 1;

end
return action;

through the filter (if it meets one of the criteria) or must be
discarded. Note that a message is discarded when the value
of the BF (B(z)) in the position corresponding to the result
of the hash function modulo n (z = hi(x) mod n) equals to
0, as there is not any match criterium to let it pass through
the filter. An example of criteria can be one specific type of
ETSI V2X message or V2X messages that contains a specific
container. It is important to note that the number of criteria
m can be very large and that BFs avoids us to test them
one by one. The computation cost of this second stage for a
message x is bounded to a maximum of computing κ hash
functions. Note that the only requisite for the hash function
is that its possible outputs are uniformly distributed, a usual
feature of the most common hash functions. In fact, as we
require κ hash functions, they can even be computed with
different techniques, such as CRC32, MD5, SHA-1, SHA-256,
or SHA-512.

Finally, as it has been above-mentioned, Bloom filtering will
not discard any desired important message but, with a certain
probability, will let some messages that should be filtered. This
false positive probability [52] will depend on the number of
hash functions κ , the length of the BF n and the number of
elements in the filter m

Pfp =
(

1−
(

1− 1

n

)κm)κ

(19)

which can be approximated by

Pfp ≈
(

1− e−
κm
n

)κ

. (20)

Assuming that the computation cost of the operation of BF
is mainly due to the computation of hash functions, and so
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its time complexity is O(κ), the delay introduced to test if a
sample x with length σ bits is filtered or not by a BF that
uses a collection of {h1, h2, . . . , hκ } hash functions is upper
bounded by

TBF(x) ≤ σ

NCPU

κ∑
i=1

E
[Whi

]
fhi(x)

(21)

being NCPU the number of CPUs, E[Whi ] the average number
of CPU cycles required for computing hi(x) for each bit and
fhi(x) is the frequency used by the processor to execute the
computation of the ith hash function. The number of cycles
to process a bit by the ith hash function Whi can be modeled
by a Gamma distribution with parameters αhi (shape) and βhi

(scale) [47], whose PDF is

fW
(
x;αhi , βhi

) = 1

β
αhi
hi

�
(
αhi

)xαhi−1e−x/βhi . (22)

Therefore, E[Whi ] = αhiβhi and

TBF(x) ≤ σ

NCPU

κ∑
i=1

αhiβhi

fhi(x)
. (23)

Space complexity of BF is not an issue, as the amount of
memory required is equal to n/(8 · 210) kbytes. On the other
hand, the energy consumption to test if a sample x is filtered
by the BF or not is

EBF(x) ≤ σPproc(fCPU)

f 3
CPU

καhiβhi f
2
hi(x)∑

i=1

(24)

where Pproc(fCPU) is the power consumption of the CPU
operating at its maximum clock frequency (fCPU).

As a conclusion, the effect of using Bloom filtering in V2X
is a reduced amount of traffic but at the cost of increasing the
delay and energy consumption due to the computation required
by the filter. For such an evaluation we introduce the Bloom
filtering factor (BFF) of a certain BF defined as

BFF = 1− E
[
σ̂
]

E[σ ]
(25)

where E[σ̂ ] is the average length of packets after being filtered.
Recall that the packets to be transmitted contain multiple ETSI
V2X messages, so, from this definition, the BFF is a function
of the number of ETSI V2X messages that are discarded within
the packets. Although we can configure more strict BF to get
higher values of BFF, the obtained BFF after filtering will
highly depend on the degree of redundancy of data traffic.

2) Goal-Oriented Source Coding: In V2X, the goal of
the communication is not usually to reconstruct the received
messages as they were originally sent, but to let the receiver
of a message to decide the right action after the meaning of
a certain message. In other words, instead of transmitting a
message, in V2X networks vehicles are interested in communi-
cating the goal of such their messages so the destinations make
the right inference. So GO communications can be considered
a type of source coding where the objective is to infer the
objective of each message.

To perform the GO source encoding we must resort to com-
plex algorithms, mostly based on machine learning [56], [57]
and, more recently, deep learning [58], [59] (from now on,
GO-ML and GO-DL, respectively). And, of course, these
algorithms are usually computation-intensive, so we incur in
a nonnegligible and extra delay and energy consumption. For
the sake of generality, as we do not focus on a specific GO-
ML/DL algorithm but in a general one, we consider different
usual algorithmic complexities in the area of ML/DL, being
O(F), O(F · log(F)) and O(F2), with F the number of
features, that we assume to be proportional to the bulk data
size (σ ). For example, in the case of GO-DL, feature extraction
is automatic, so it is expected that, as the size of bulk data
increases (probably due to the result of coming from a higher
number of vehicle sensors), so does the number of features.
Then, complexity can be expressed in terms of σ . Then,
for several algorithmic complexities we define an equivalent
packet size σe, that depends on σ but also incorporates
the complexity of the ML/DL algorithm. To account for
the abovementioned GO-ML/DL algorithmic complexities, we
define S to be set of values of σe we are considering, being
S = {σ, σ · log(σ ), σ 2}.

The choice of using the Big O notation to consider different
computational complexities for ML/DL techniques is inspired
by the field of computer vision, where the computational
complexity has a dependence on the input size. In this research
field, we can find techniques that use neural networks and
vision transformers for image classification, object detection
and semantic segmentation, which play a key role in semantic
and GO communications. For example, Wan et al. [60]
proposed SeaFormer to perform image semantic segmentation
using vision transformers and show that its computational
complexity is quadratic with the input size. Due to the
increasing importance of developing computer vision tech-
niques that operate in real-time in mobile edge nodes, there
is an intense research activity in the area of lightweight
techniques for reducing the computational complexity. For
example, Dong et al. [61] proposed a semantic segmentation
technique based on both CNNs and vision transformers to
reduce the computational complexity from quadratic to linear
complexity with the input size. Note that in our work we
consider both quadratic and linear computational complexities,
along with a loglinear complexity as an intermediate value
between them.

Let A(σe,WGO) to be the representation of a task to be
run by the GO-ML/DL, where σe is expressed in bits and
WGO represents the computation workload/intensity for that
task, expressed in CPU cycles per bit. These parameters, and
in particular WGO, can be estimated using task profilers [62].
As WGO can be modeled by a Gamma distribution with
parameters αGO and βGO, we have E[WGO] = αGO · βGO.

To compute the time that is required to finish a task Ai, we
assume nonpreemptive CPU allocation so, once assigned, the
CPU executes task Ai until it is completed. The execution time
for completing a GO-ML/DL task Ai can be defined as

Tproc
Ai
= σe ·WGO

NCPU · fAi

= σe · αGO · βGO

NCPU · fAi

(26)
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where NCPU is the number of cores of the CPU. Note also that
it is considered that the CPU cores do not necessarily work at
their highest clock frequency fCPU, but we consider that they
can adapt its CPU clock frequency for each task (fAi) through
dynamic voltage and frequency scaling (DVFS) technique,
that permits to step down (or up) the CPU cycle frequency
or voltage, to decrease (increase) energy consumption while
increasing (decreasing) the processing time.

After defining the execution time of GO source encoding
tasks, we now model the energy consumption of such execu-
tions. For such an issue, we make use of a model that captures
the main features of CPU chipsets [63], [64], [65], [66]. CPU
energy consumption is due to factors, such as short-circuit,
leakage, and dynamic energy consumption, predominating
the effect of this last one against the others, so we restrict
our energy analysis to dynamic energy consumption. More
specifically, Burd and Brodersen [63] showed that dynamic
energy consumption of a CPU cycle is proportional to V2

DD,
being VDD the circuit supplied voltage. However, the voltage
is approximately linear to the operating frequency of the CPU,
so we can compute the energy consumption per clock cycle
when task Ai is being processed as

Eproc
cycle

(
fAi

) = Ceff · f 2
Ai
= Pproc(fCPU)

f 3
CPU

f 2
Ai

(27)

being Ceff the effective switched capacitance coefficient, that
depends on the chip architecture (see [66] for a number
of different values of Ceff proposed in the literature) and
Pproc(fCPU) the power consumption at maximum CPU clock
frequency (fCPU).

As a consequence, the energy consumption to complete a
GO task Ai can be easily determined by

Eproc
Ai
= σe ·WGO · Eproc

cycle

(
fAi

) = σe · αGO · βGO · Eproc
cycle

(
fAi

)
.

(28)

VI. PROPOSED ARCHITECTURE

In this section, we show how source coding can be deployed
in future V2X deployments. In the proposed architecture, GO
communications are performed by using both BF and GO
source coding. Both techniques are complementary and serve
for the same purpose, but operate differently. On the one
hand, BF is focused on filtering out complete messages that
are not necessary for the destination to effectively fulfil the
expected goal. Note that to contribute to an effective GO
communication, filtering rules of BF are developed as the
result of an AI procedure. On the other hand, GO source
coding is centered on reducing the size of the data to the
minimum needed for the destination to perform the right goal.
From that, using both BF and GO source coding together will
enable to achieve more effective GO communications.

In Fig. 2, we show a simplified view of how the different
complementary techniques can be put together to contribute
to fulfill the different strict requirements that ITS will require
from future V2X networks. Note that inside the block “Source
encoding” we can implement one or more of the source coders
explained in Section V. In the case that are all present, we
propose to perform Bloom filtering in the first step followed by

Fig. 2. V2X communication model including source coding.

Fig. 3. Proposed architecture.

GO source coding and ending with traditional source coders.
Note that in the receiver we must perform the equivalent
decoding steps except for the Bloom filtering, as it has not a
corresponding decoding stage.

Additionally, we also provide in Fig. 3 a proposal of how
our solutions could be integrated into the communications
architecture for ITS defined in ETSI EN 302 665 [67] and
in ISO 21217 [68]. First, it is important to highlight that
the proposal does not affect the network deployment, as it
is independent of the access technology and the network and
transport layers, so network routers will not be aware of
the newly added layers. The main change in the protocol
stack is the introduction of the lossless/lossy source coders in
the transmitter (and decoder at receiver) as an added facility
just above the transport layer, that would let an easy future
standardization. Although network routers will not be affected
by this new sublayer, it is true that the facilities layer is
included into V2X gateways. As lossless source coding is
composed by well-known and de facto standardized algorithms
and most of lossy ones are DCT-based, it should be easy to
patch gateways to include this new sublayer.
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TABLE I
PARAMETER SETTINGS FOR PERFORMANCE EVALUATION

Furthermore, we propose to include all the AI and ML/DL
techniques within the application layer, just below the appli-
cations. This will elicit researchers to propose and test more
GO-ML/DL techniques as they are independent from the
network architecture. Moreover, it will permit to easily have
several ML/DL GO techniques running in the same network.
The consideration of a single AI/ML engine installed in the
OBU to account for the configuration of all the deployed
GO coders is motivated by the capacity shown by ML/DL
techniques to aggregate data in massive IoT networks [69]
and also because the correlations between related data streams
coming from different sensors have been shown to be useful to
compress data [70], [71]. Note that the AI/ML engine operates
both vertically and horizontally in the protocol stack, as it
processes data from/to applications but simultaneously is the
managing intelligence to setup both bloom filtering and GO
source coding sublayers. It is also important to note that both
Bloom filtering and GO source coding sublayers are optional,
so the AI/ML engine may decide when using only one of
them, both or even any of them because in some cases or
applications it is not required the use of GO communications.

VII. PERFORMANCE EVALUATION

In this section, we evaluate the different proposals addressed
in the manuscript to alleviate congestion and, at the same
time, to control the delay and energy consumption. To conduct
the evaluation, we first define the parameter settings. We
consider a free-space path loss model for communication, so
the path loss exponent is � = 2 and calculate the Friis equation
parameter as

K0 =
[√

Gl · c
4π fc

]2

(29)

where
√

Gl is the product of the transmitter and receiver
antenna field radiation patterns in the LOS direction, c is
the light speed and fc is the carrier frequency. Using omni-
directional antennas (Gl = 1) and operating in the 5.9-GHz
frequency band, we obtain K0 = −47.86 dB. Moreover, we
have used N0 = −174 dB, B = 20 MHz, Ptrx = 26 dBm,
γthr = 3 dB and d = 20 m, so we have Pout ≈ 0.01, a
typical target for the outage probability in wireless network
designs [72].

The values used for the energy consumption of the different
DRX states are guided by [73] where reference relative power
values are defined for two different frequency ranges, FR1 and

FR2. Moreover, in 3GPP Release-17 there are three different
sleep states, depending on the components of the RF chain that
are shut down, being micro, light, and deep sleep. Assuming
as a reference that deep sleep state power is 1 mW [74]
and that micro sleep is used, for FR1 we have Psleep =
45 mW and PPDCCH = 100 mW. The parameter settings for
the various periods defined for DRX have been chosen from
the supported values in the 3GPP standards [75]. A summary
of the different parameter settings used for the performance
evaluation is provided in Table I.

Although most of the performance measures are analyti-
cally computed, the complex patterns of the incoming traffic
coupled with the DRX procedure at the terminals makes it
difficult, if not infeasible, to obtain closed-form solutions.
Namely, DRX has a complex behavior and the departure
process of the DRX process represents the incoming traffic for
the queueing and transmission steps. For that reason, the DRX
behavior has been obtained using a discrete event simulator
and the results from the simulator were used as input to the
models described in Sections IV and V.

A. Baseline Scenario

We first conduct the performance evaluation of a baseline
scenario without any of source coding techniques, which
will be used as a reference for the scenarios with source
coding. Therefore, in this baseline scenario, all the information
gathered by sensors is transmitted. As it has been mentioned,
the nature of V2X networks imposes strict requirements
in terms of delay. Moreover, we also claim that energy
consumption is another key performance parameter that must
necessarily be considered in the design of future wireless
networks for sustainability reasons. Obviously there are also
other interesting KPIs, but our work mainly deals with the
performance of V2X networks in terms of delay and energy
consumption. The total delay experienced by a packet since it
is received from sensing until it is fully transmitted is

Tbase = TDRX(A, TON, Ti, TSDRX, Nmax
SDRX, TLDRX

)
+ Tq(A′,S, ρ

)+ Ttrx(Pout, σ, R) (30)

where the arrival process A′ is the departure process of the
DRX procedure. As the queueing delay calculated in (10) is
an upper bound, we are considering the worst case in terms
of delay.
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Fig. 4. Baseline setting. (a) Average message delay. (b) Total energy
consumption.

On the other hand, energy consumption over a time T in
the baseline scenario can be computed as

Ebase
T = EDRX

T (Ptrx, �Tσi, R)+ Etrx
T

(
PPDCCH, Psleep, PSF, T

)
.

(31)

In Fig. 4, we show how Tbase and Ebase
T and their compo-

nents change with the uplink load �. To obtain such values
and due to the stochastic nature of results, we have averaged
the results obtained with ten simulation runs, being each run
1000 s long. To account for the statistical significance of
results, we have also measured the 95% confidence intervals,
which are lower than 2% for all cases. So, for the remainder of
this article, simulations of length 1000 s were used to evaluate
the behavior of the DRX procedure in each specific model.
According to Fig. 4(a) and, as expected, Ttrx is independent
from �, as it only depends on the message size σ , outage
probability Pout and throughput R. However, the queueing
delay greatly depends on �, constituting the main component
of Tbase for high loads. Finally, it is interesting to notice
that TDRX decreases as � increases, which is due to longer
periods of monitoring the PDCCH. That is, the probability of
waiting when a new packet arrives decreases as � increases
and so does the delay due to DRX. Fig. 4(b) shows that the
energy consumption for transmission increases more rapidly
than the energy consumption due to DRX. As a consequence,
the transmission power is, in most cases except for the lowest
values of �, considerably higher than the energy consumed in
the DRX procedure.

B. Lossless Source Coding

In this section, we evaluate the performance of including
lossless compression into ITS. Note that we do not consider
traditional lossy source coding because reducing the quality
of the messages may be unacceptable or even dangerous for
the case of security-related V2X messages. First, we evaluate
in Fig. 5(a) how the lossless compression gain G(X) changes
with the alphabet size K for different values of data entropy
H(X). As expected, the best gains are obtained for low values
of H(X) and high values of K. It is important to note that
K is a design parameter of the lossless source encoder but
H(X) depends on the features of the data traffic. However, it
is also necessary to highlight that there is a relation between
H(X) and K, so we cannot choose arbitrarily large values of
K to obtain arbitrarily high compression gains because as K
increases, H(X) also tends to increase, as shown in [19].

Probably, the most challenging issue when configuring a
lossless source encoder is to define the alphabet size. From
Fig. 5(a) we can observe that using larger values of K always
leads to higher compression gains. However, Fig. 5(b) shows
that increasing K leads to a major increase in delay.

For the remainder of the analyses, and according to [20],
we have used ε = 4. As we are interested in configuring K
to obtain high compression gains but we have bounds on the
admissible delay, we can compute the required value of K to
have a delay TLL(x) lower than a threshold as

K = 2

⌊
H(X)

ε
log

(
TLL(x)NCPU fLL(x)

σ
+eε

)⌋
. (32)

Fig. 6 shows that if the application requires delays lower
than 0.5 ms, the gains of the lossless compressor are very low.
If higher delays are allowed, a higher compression gain can
be achieved.

Once we know how to configure a lossless encoder in terms
of K to have a bounded delay and the compression gain we
can expect, we evaluate the effect of the source encoder in the
V2X network when compared to the baseline scenario without
source coding. Fig. 7 shows that the main advantage of using
lossless encoding is that it increases the supported load by
reducing the amount of transmitted data and avoiding link
congestion for high values of � (a detailed comparison of the
maximum supported load for different source coding schemes
is provided in Section VII-F). On the downside, the delay is
worse for low values of � and lossless encoding noticeably
increases the energy consumption with respect to the baseline.
Additionally, implementing lossless source encoding requires
to perform its correspondent decoding that, although is usually
less computationally intensive than the encoding part, can
also require a noticeable amount of time and energy for
computation. In conclusion, the use of lossless encoding in
V2X should be limited to very specific situations.

C. Bloom Filtering

To have a first insight in the configuration of BF, in Fig. 8
we show how false positive probability changes with the with
the length of the filter n, the number of hash functions κ , and
the number of elements in the filter m. As it can be seen,
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Fig. 5. Effect of alphabet size and data entropy in lossless source coding. (a) Lossless source coder gain. (b) Average message delay.

Fig. 6. Configuration of the alphabet size and compression gains that can be achieved in lossless source coding with a maximum delay of 0.5 and 5 ms.

Fig. 7. Performance evaluation of lossless source coding. (a) Average message delay. (b) Total energy consumption.

Pfp decreases with n and, for low values of Pfp, also with κ .
However, when m increases, also Pfp increases.

To select appropriate values of κ and n for a certain
number of filtering criteria m, we must first analyze the
computational cost for the operation of a BF, which depends on
the hash function used. Assuming that the most common hash
functions provide a uniformly random distribution suited for
our proposal, since false positives are not a severe issue further
than the traffic is not reduced as expected, the choice of the
hash function will be guided by its computational complexity.
This is because a lower complexity leads to a lower delay
and energy consumption. Thus, and according to [76], we
choose to use MD5 as it is the hash function that has
the lowest computational complexity among the considered
ones.

Based on the results of Fig. 8 and (23) and (24), the value
of n does not affect the energy consumption nor the delay, but
these are considerably increased when increasing κ . Therefore,
although there are proposals that permit using κ > 1 with the
computation of just one hash function [77], we have chosen
κ = 1 and recommend to tune n depending on the number
of filtering criteria of the BF to keep a low false positive
probability.

In Fig. 9(a), we show the delay and energy consumption
with BFs for different BFFs, along with the results in the
baseline scenario for comparison. As it can be seen, the delay
with BF is always lower than the delay with the baseline,
as the computational delay introduced in the operation of the
BF is offset by the decrease in delay due to the reduction in
network traffic. In fact, even for low values of BFF, we can
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Fig. 8. False positive probability in BFs.

Fig. 9. Performance evaluation of Bloom filtering. (a) Average message
delay. (b) Total energy consumption.

obtain a noticeable decrease in delay, along with an increase
in the supported load, identified by the maximum value of �

for a maximum admissible delay (see Section VII-F).
In terms of energy consumption, Fig. 9(b) shows that the

use of BFs with low values of BFF can slightly increase the
energy consumption with respect to the baseline. However, the
energy consumption is drastically reduced with high values of
BFF. For that reason, if a large fraction of the V2X traffic
is noncrucial and/or redundant for the application and can be
filtered out, BFs are a powerful tool to reduce delay and, at
the same time, to save energy.

D. Goal-Oriented Source Coding

In this section, we evaluate the cost of GO source encoding
in terms of added delay and energy consumption. For this, we

have defined the GO summarization capacity (GOSC) as

GOSC = 1− ξ (33)

where ξ is the length of the information extracted by the
GO encoder with respect to the raw data. As GO source
coding is expected to greatly summarize V2X messages, by
default and unless otherwise indicated, we use GOSC = 0.8.
The choice of this value is guided by recent works, such
as [78], that show that high summarization capacities can
be achieved in the context of semantic communications
for image transmission in vehicular environments. Although
not specifically for vehicular networks but with the use of
DL, similar conclusions have been obtained in [59] and [79]
for image and video transmission. Notwithstanding, as the
variability of the gains can be very high depending on the
desired degree of semantic compression, in this section we
consider a wide range values of GOSC to analyze its
impact.

In Fig. 10(a), we show the introduced delay of the ML/DL
GO techniques for two cases of their asymptotic complexity
and also with respect to the case where GO source encoding
is not used. First, it is necessary to justify the a priori
counter-intuitive behavior regarding the decrease of delay as
� increases. Although this behavior has also appeared in
previous experiments, it is especially noticeable when using
GO source encoding with O(F). This behavior is due to the
DRX mechanism: as the load � increases the UE spends less
time sleeping and, therefore, the waiting time until the next
ON period decreases. Second, results clearly show that ML/DL
techniques with complexity in the order of O(F2) are not
useful for V2X communications. However, algorithms with
complexity O(F · log(F)) and especially O(F) are a powerful
method to greatly decrease the added delay. Additionally, the
shape of the different curves shows that GO source coding can
greatly increase the maximum supported load, due to its high
degree of data summarization.

If we consider that V2X communications have very strict
requirements of delay, we can conclude that GO source
encoding can become a key enabler for future V2X networks.
Unfortunately, if we inspect energy consumption [Fig. 10(b)]
we notice that, for this KPI point of view, the use of GO
encoding is only advantageous if the ML/DL algorithm has a
complexity in the order of O(F).
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Fig. 10. Performance evaluation of GO encoding. (a) Average message delay.
(b) Total energy consumption.

Next, we set � = 1 and show in Fig. 11 that even for
very low values of GOSC, using GO source encoders with
complexity in the order of O(F) is beneficial. However, for
using algorithms with complexity O(F · log(F)) we need
values of GOSC higher than 0.22 to obtain advantage of the
use of GO source encoding. Note that we have not shown the
performance of complexities in the order of O(F2) as they
are not useful in this setting. On the other hand, when we
study energy consumption, we require GOSC values higher
than 0.5 to obtain a gain for O(F) algorithms. On the other
hand, O(F · log(F)) algorithms never let us to improve the
energy consumption with respect to not use GO source coding.

E. Combination of Source Coding Mechanisms

In this section, we directly compare two different com-
binations of the source coding methods according to the
architecture shown in Fig. 2. These methods include lossless,
Bloom filtering, and GO source encoding, and are labeled as
LL, BF and GO, respectively. In the first one, we jointly con-
sider the use of GO communications with BFs and GO source
encoding together with lossless encoding (BF+GO+LL).
In the second one, we omit the use of lossless encoding
(BF+GO), so the evaluation is for the full GO communication
proposal, including filtering and source coding. In Fig. 12, we
show the delay and energy consumption for both combinations
and also include the baseline scenario with no source coding.
For the BF we have used MD5 and BFF = 0.2, for the lossless
encoder we have used G(X) = 0.1 and for the GO encoder
we have used GOSC = 0.8 and an algorithm with linear

complexity O(F). As it can be concluded, the use of lossless
coding does not represent an advantage in terms of delay but
its effect on energy consumption is harmful. However, we
notice that the joint use of Bloom filtering together with GO
source coding allows us to increase the maximum supported
load and, at the same time, to get high reductions in delay and
energy consumption.

In Fig. 13, we cumulatively show the different components
that made up the joint result of using filtering and GO source
coding. As we can see, in terms of delay, the main component
is due to the data transmission (including DRX, queueing,
and the transmission) but in terms of energy consumption is
more evenly distributed specially for GO source coding and
transmission.

Now we evaluate the effect of source coding for different
distances between the transmitter and the receiver to analyze
if the gains of source coding have a strong dependence on
the distance between communicating vehicles. In Fig. 14, we
show, for � = 1, how delay and energy consumption change
with the distance between the transmitter and receiver when
using and not using source coding. Results reveal another
beneficial aspect of using source coding, as the degradation of
performance when using long distances is much lower respect
to the baseline.

F. Maximum Supported Load

One of the advantages of using source coding is the increase
in the supported load, i.e., the wireless link will be able
to transport a higher amount of raw data because of the
traffic reduction after the source coding mechanisms. In this
section, we evaluate the supported load for all the above-
studied settings, analyzing the maximum value of uplink load
(�max) to obtain a packet delay lower than 20 ms. The choice
of this value is guided by the shape of the baseline delay curve,
because with values of � higher than 1.3 the average delay
per packet rapidly increases from 20 ms to unstable situations
were queues tend to infinity, and so does delay. Fig. 15 shows
the maximum supported load to obtain an average packet delay
lower than 20 ms. In all cases, the supported load increases
when using source coding with respect to the baseline setting
(marked as a dashed line). However, the improvements in �max
when using BF and GO source encoding are very noticeable.
For example, when we use a BF that gets a BFF = 0.4, we
can increase the supported load up to 83.8%. When using GO
encoding, we have measured that this value is increased up to
587.7% for GOSC = 0.8. Finally, Fig. 15 also includes the
maximum supported load when we use several source coding
techniques at a time. With the joint use of all the studied source
coding techniques (in the settings described in Section VII-E),
we have obtained improvements in the maximum supported
load of 819.2%.

VIII. CONCLUSION

The scarcity of wireless network resources that can be used
for ITS together with the increasing data flows generated by
in-vehicle sensors and that must be transmitted jeopardize
the successful deployment of ITS services. In this article, we
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Fig. 11. Performance evaluation of GO coding as a function of its summarization capacity. (a) Average message delay. (b) Total energy consumption.

Fig. 12. Global comparison. (a) Average message delay. (b) Total energy consumption.

Fig. 13. Analysis of the different components when using Bloom filtering and GO encoding. (a) Average message delay. (b) Total energy consumption.

have studied how source coding and GO communications can
contribute to the successful development of future energy-
efficient V2X networks. With respect to source coding, we
have proposed the use of traditional lossy and lossless source
encoding. For GO communications, implemented by machine
or deep learning techniques, we have proposed two comple-
mentary alternatives. First, we have proposed the use of BFs
and we have shown that they are very suited to this purpose
as they can include a very high number of filtering rules and
will never filter important V2X messages. Second, for GO
source coding we have analyzed the algorithmic complexities
that these techniques must have to be suitable in the context
of V2X networks.

To evaluate the potential benefits of using source coding
and GO communications networks to achieve URLLC and
energy-efficient ITS, we have focused on two main KPIs:
delay and energy consumption, analyzing how those two KPIs
can be computed for all the communication and computation
tasks that must be performed. Results show that the use
of BFs and GO source coding can become key enabling
techniques that make future ITS viable. However, we have
shown that the use of lossless source coding is usually harmful
in the context of V2X networks, because of the huge energy
demand it requires. In this article, we have also shown how
the use of BFs can greatly reduce both delay and energy
consumption. The benefits of BFs are at the cost of some
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Fig. 14. Effect of distance in gains achieved by source coding. (a) Average message delay. (b) Total energy consumption.

Fig. 15. Maximum supported load to obtain a packet delay lower than 20 ms.

loss of information, but V2X data traffic is expected to be
redundant (and if it is not, the impact and also the benefit
of BFs is negligible). On the other hand, we show that GO
source coding algorithms can become beneficial in terms of
delay when having linear or logarithmic complexity. However,
in terms of energy consumption, as machine and deep learning
techniques are computationally intensive, GO source coding
is often not beneficial, unless we use a linear complexity
algorithm. Finally, we have evaluated both BFs and GO source
coding operating together, showing that both techniques can
significantly decrease delay and energy consumption, so we
highly recommend their use.

As a future work, we plan to consider the use of GPU
instead of CPU for ML/DL computations and, specially, we are
interested in the use of a CPU-GPU heterogeneous computing
framework to gather the best capabilities of both, as it has
been recently successfully proposed in [80] for deep learning
inference in mobile devices.

REFERENCES

[1] “Federal register: Use of the 5.850-5.925 GHz band,” Fed. Commun.
Comm., Washington, DC, USA, document 86 FR 23323, May 2021.

[2] B. Liu, J. Liu, and N. Kato, “Optimal beamformer design for millimeter
wave dual-functional radar-communication based V2X systems,” IEEE
J. Sel. Areas Commun., vol. 40, no. 10, pp. 2980–2993, Oct. 2022.

[3] M. Noor-A-Rahim et al., “6G for vehicle-to-everything (V2X) commu-
nications: Enabling technologies, challenges, and opportunities,” Proc.
IEEE, vol. 110, no. 6, pp. 712–734, Jun. 2022.
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