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Abstract—With the growth of Internet of Things (IoT) era,
the protection of secret information on IoT devices is becoming
increasingly important. For IoT devices, attacks that target
information leakage through physical side-channels (e.g., a power
side-channel) are a major threat in many use cases because IoT
devices can be accessed easily by a hostile third party. However,
securing resource-constrained IoT devices against side-channel
attacks is a challenging issue. Generally, it is difficult to satisfy
the requirements on side-channel protection while maintaining
the low-power and real-time constrains of IoT devices. In
this article, we propose a hardware/software cooperative design
for cryptosystems that is suitable for resource-constrained IoT
devices. Combining a security-oriented processor design (i.e.,
an instruction set architecture definition and its architectural
structure) and careful implementations of masked software
implementation for cipher algorithms can effectively improve the
power—performance-area (PPA) while suppressing power side-
channel leakage. In our evaluation, for three ciphers (Chaskey,
Simon, and advanced encryption standard), we demonstrate that
our work is superior to state-of-the-art works (two RISC-V
processors and a small-scale low-power processor) in terms of
both PPA and power side-channel protection.

Index Terms—Constrained devices, embedded processor,
hardware security, Internet of Things (IoT), side-channel attack.

I. INTRODUCTION

ITH the ongoing development of Internet of Things

(IoT) technologies, there is a growing need to protect
an increasing amount of confidential data processed on IoT
edge devices. To enable a variety of [oT devices (particularly
low-end devices) to process cipher algorithms efficiently in
real time, the hardware and software implementations of
lightweight ciphers are important research areas. Lightweight
cipher algorithms are designed to be simple using basic
operations and/or small amounts of memory while proving
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their security level mathematically [1]. However, physical side-
channel attacks could decipher secret information from IoT
devices. Unlike a covert channel caused by the architectural
design of high-end devices (e.g., branch speculation and com-
plex memory hierarchy), a side-channel that emits physical
information, such as power consumption and electromagnetic
waves, presents significant risk threat even in low-end devices
because physical access to the IoT devices could be realized
easily by a hostile third party [2].

Masking is a provably secure countermeasure against such
physical side-channel attacks [3]. To protect the secret data,
masking divides them into multiple shares by introducing fresh
randomness. A masking scheme using d + 1 shares is theoret-
ically safe against dth-order attacks. In addition, masking is
applicable to software and hardware implementations [4], [5],
both of which have advantages and disadvantages. Software
masking can be applied more easily than hardware mask-
ing, which requires architectural changes. However, software
masking suffers from longer latency by introducing more
shares. Furthermore, hardware resources are typically shared
between different operations to suppress circuit area. Thus,
d + 1 shares may be insufficient to protect against dth-order
attacks [6]. In other words, to obtain effective protection
against attacks, more shares are required, which results in
increased latency overhead [7]. On the other hand, although
hardware masking can reduce latency via parallel processing
of computations on the shares, it incurs large circuit area and
power overheads. Naturally, if the baseline implementation
of the microarchitecture is larger and more complex, the
masked implementation will have a more significant circuit
footprint [8].

Conventionally, countermeasures against power side-
channel attacks have exclusively been considered from either
a software or hardware perspective. In contrast, a hard-
ware/software cooperative approach is expected to holistically
provide a more efficient solution to mitigate the incurred
overheads. In addition, improvements to the cipher strength
(e.g., increasing the key length or replacing the cipher
algorithms) will be required in long-life IoT devices due
to the development of new threats. Thus, to develop a
cryptosystem on the IoT devices, embedded processors are
expected to be preferable compared to cipher-dedicated
circuits.

Motivated by these ideas, our work enables a novel
cryptosystem design that combines hardware and software
approaches in a way that is resistant to side-channel attacks,
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especially power side-channel attacks. Specifically, to achieve
an efficient power—performance—area (PPA) and resistance to
power side-channel attacks, this work integrates masked soft-
ware implementations and a security-oriented microprocessor
whose instruction set architecture (ISA) and microarchitec-
tural structure are defined to be lightweight cipher friendly.
This enables protection of secret data against dth-order
attacks using only d + 1-masked software unlike previous
methods [6]. In addition, our processor design does not
employ a duplicated datapath circuit by masked and unmasked
modules (i.e., arithmetic logic unit (ALU) and/or register
file), differing from most existing hardened processors and
cipher-dedicated co-processors [8], [9], [10], [11]. Thus, it
enables low-power/energy processing of ciphers and other
IoT applications such as eHealth monitoring [12], [13].
Another recent study proposed a masked hardware design
for a bit-serial implementation of a RISC-V processor [14]
to mitigate the circuit area overhead. In contrast to our
hardware/software cooperative design approach, this is a
hardware-specific approach that only focuses on ciphers.
The most relevant work to our study is the RISC-V Ibex
extension to be aware of masked software [15]. Although it
is based on a small RISC-V core, our work targets further
smaller, resource-limited edge devices for which top-down
designs based on existing processors may not be suitable.
Our evaluation on lightweight ciphers [Chaskey, Simon,
and advanced encryption standard (AES)] demonstrates the
effectiveness of our work against state-of-the-art works includ-
ing [15] in terms of both PPA and power side-channel
protection.

Our primary contributions are summarized as follows.

1) By implementing the hardware/software cooperative
approach, we realize a cryptosystem design that simulta-
neously fulfills good PPA to be suitable for constrained
IoT edge devices and resistance to power side-channel
attacks.

2) From the software perspective, to prevent information
leakage that previously masked software suffered due
to unintended resource sharing in the underlying hard-
ware architecture, we conduct hardware-aware software
optimizations with only minimum shares in a provably
secure masking countermeasure.

3) From the hardware perspective, unlike previous works
that harden existing processors by introducing a
duplicated datapath circuit or cipher-dedicated co-
processor [8], [9], [10], [11], our work takes a bottom-up
approach to define a minimum ISA and its architectural
structure. Thus, it can not only achieve good PPA when
processing masked software but also can suppress power
side-channel leakage while maintaining efficiency for
other IoT applications.

The remainder of this article is organized as follows.
Section II briefly describes the motivation for this work.
Section III describes the hardware/software cooperative
design of tamper-proof cryptosystems for IoT edge devices.
Section IV quantitatively evaluates our work compared to
state-of-the-art works. Finally, this article is concluded in
Section V.
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II. MOTIVATION

In the IoT era, with an increasing need to process con-
fidential data (e.g., personal identifiable data) in real time,
lightweight symmetric ciphers have been tailored to resource-
constrained embedded systems. They essentially comprise of
only a few basic instructions that are supported by even the
ISA of low-end processors. In addition, they are parameterized
(e.g., key length and rounds) to address emerging threats.

Cryptosystems built on top of a microprocessor are prefer-
able in terms of flexibility to the update of parameters and/or
cipher algorithms compared to hardwired cipher circuits. To
develop a microprocessor that can be employed on resource-
constrained devices, a bottom-up approach in defining an ISA
and its architectural structure should be considered. For the
first step, here we examine the following symmetric ciphers
that adopt different designs for permutation or substitution.
These ciphers are used as benchmarks in our evaluation. These
ciphers are selected because of their different operation used
during computation. In our future work, more lightweight
ciphers will be covered, e.g., Speck, LED, and Ascon.

1) Chaskey [16] is an addition—rotation—XOR (ARX)-based
message authentication code (MAC) algorithm designed
for 32-bit embedded processors. ARX ciphers are
composed of only three types of operations (i.e., mod-
ular addition,! rotation, and bitwise XOR). The basic
computation block is defined as the permutation
shown in Fig. 1(a). As a variant of Chaskey, Chaskey-
12 [17], which contains 12 rounds of permutation,
was standardized by the International Organization for
Standardization as a lightweight MAC algorithm.

2) Simon [18] is a lightweight block cipher released by the
U.S. National Security Agency. A single round of the
Simon permutation is illustrated in Fig. 1(b). Simon is
another type of ARX cipher. However, unlike Chaskey,
addition is replaced by bitwise AND. In addition, Simon
supports different block size, key length, and rounds
combinations. In this work, Simon64, which adopts the
smallest processing unit of 32-bit with a 128-bit key
length, was used for our implementation and evaluation.

3) AES [19]is a block cipher standardized by the American
National Institute of Standards and Technology. AES
supports different settings in terms of key length, which
defines the number of rounds. The nonlinear substitution
step (i.e., SubBytes or S-box) is shown in Fig. 2.
Through the S-box, the input values a on the left side
are transformed into the output values b on the right
side. Technically, although AES is not considered as
a lightweight cipher, we utilize AES because it is a
representative symmetric cipher that employs the S-box
and has been widely evaluated in the literature. In
our evaluation, similar to most existing works on side-
channel attacks and countermeasures, we focus on the
S-box, which is the most critical component in AES.

Table I shows the details of the cipher benchmarks in
our evaluation. These ciphers support different block/key
lengths, here we selected those variants to have the same

lHereafter, we refer to modular addition as “addition” for brevity.
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Fig. 1. One round of permutation. (a) Chaskey. (b) Simon.

key length. The above cipher algorithms are mathematically
proven to be secure. However, a side-channel that emits
physical information, such as power consumption, can leak
the secret information. To prevent side-channel leakage, a
masking countermeasure is applied. This masking countermea-
sure divides secret information into multiple shares according
to an XOR-ing scheme. Thus, in these cipher algorithms,
the original (i.e., the unmasked) implementation and the
masked implementation do not require complex operations.
Specifically, as summarized in Fig. 3, only several types of
simple instructions are used in both the masked and unmasked
implementations of Chaskey and Simon (when compiled for
the RISC-V RV32IMC ISA). The AES S-box uses fewer
types of operations by utilizing the table-based S-box (i.e.,
primarily load/store operations). In contrast, most existing
processors support many more types of instructions (e.g., 47
to 190 even in small-scale embedded processors according to
a survey reported in [13]), which means that the most of them
are unused to process lightweight ciphers. Even worse, in a
previous study [20], even unused hardware resources [e.g.,
floating-point arithmetic unit (FPU)] were identified to become
a side-channel leakage source due to glitch propagation.
Generally, the circuit area of microprocessors increases with
the complexity of the ISA and functionalities. Thus, protecting
such processors against side-channel attacks primarily by

IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 9, 1 MAY 2024

S-box

do,0/d0,1/A0,2/A0,3 bo.o b\z,l bo.2|bos
dio|di1l|di2|dL3 b1o| b1 b12]b1s3
d2,0(dz21|/d22/d2,3 b2, b2,1b22[b23
ds3,0/d3,1/A3,2/A3,3 b3.0| b3,1b32[b33

Fig. 2. AES S-box.

TABLE I
DETAILS OF THE CIPHERS
Cipher || Block Size | Key Size | Rounds | Masking
Chaskey 128 128 12 Boolean/Arithmetic
Simon 64 128 44 Boolean
AES 128 128 10 Boolean
Chaskey fletetee

Simon .
Masked - -
Chaskey

Masked o o o
Simon et
0 20 40 60 80 100
—1 XOR AND =3 OR

I Add/Sub 7 Shift s Memory/Branch

Fig. 3. Breakdown of operations in unmasked and masked software
implementations of representative lightweight ciphers.

introducing a duplicated datapath circuit or cipher-dedicated
co-processor [8], [9], [10], [11] makes it more difficult to
develop a cryptosystem that is suitable for constrained devices.

Focusing on this bottleneck in existing works, we take
a bottom-up approach in a hardware/software cooperative
manner. In this work, we define a minimum ISA and its
architectural structure that can process a masked software
implementation of lightweight symmetric ciphers efficiently.
By handling power side-channel attacks cooperatively in terms
of both hardware and software, PPA can be improved while
providing side-channel protection.

III. HARDWARE/SOFTWARE COOPERATIVE APPROACH
AGAINST POWER SIDE-CHANNEL ATTACKS

As discussed in [7], there is a gap between proven secu-
rity in theory and safe implementation of cryptosystems in
practice. This work addresses this gap on constrained IoT
devices while considering the PPA of the cryptosystems.
Specifically, by adopting the hardware/software cooperative
approach, which combines a security-oriented hardware design
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TABLE 11
ISA DEFINITION FOR OUR PROCESSOR (R4 AND Rp: THE INPUT
REGISTERS, I: AN IMMEDIATE VALUE, AND Rp: THE OUTPUT REGISTER.
“/” INDICATES THAT EITHER OF TWO OPTIONS IS SELECTED, AND “< =
>" INDICATES THAT ASSIGNMENT IS IN EITHER DIRECTION)

Instruction Operation | Processing

SUB R4/I, Rs, Rp Subtraction | Rpo=Rs - Ra/l (*)
LOGIC Rw/1, Rs, Rp Logic Ro=Re A/® R/l
MEM I, Rs, Ro Memory Ro <=> M[Rs-I]
SHIFT Ra, Rs/I, Ro Shift Rp = Ra <</>> R&/l

(* An optional branch is used based on the computed result.)

and a hardware-aware software implementation, this work
attempts to develop a cryptosystem that is resistant to power
side-channel attacks and suppresses PPA overheads. Note
that this work assumes first-order attacks as well as the
work [15] and apply two-share masking as a starting point.”
The hardware design takes a bottom-up approach to define
the ISA and architecture of a microprocessor to develop
tamper-proof cryptosystems. The software implementation is
carefully realized to avoid unintended leakage through hard-
ware resource sharing such that only two-share making is
sufficient to provide protection against first-order attacks.

In the following, we elaborate on the proposed approach
relative to hardware and software perspectives.

A. Security-Oriented Hardware Design

To process masked lightweight ciphers while also pro-
viding a desired level of security under limited computing
resources, we developed a uniquely defined ISA that supports
a minimum set of instructions and a simple architecture
according to the preliminary analysis shown in Fig. 3. In this
work, we referred to a low-power 32-bit embedded proces-
sor SubRISC+ [12], [13] which was recently proposed for
lightweight embedded applications (e.g., eHealth monitoring)
as a baseline design of our microprocessor due to its simple
ISA and small circuit footprint. SubRISC+ supports four
types of instructions (i.e., subtraction, bitwise AND, shift with
only predefined values, and memory access). In this work,
we implemented support for subtraction, bitwise AND/XOR,
shift with arbitrary values, and memory accesses such that
different types of masked ciphers can be processed efficiently
while suppressing both circuit area and power overheads. The
ISA definition and instruction format of our processor are
summarized in Table IT and Fig. 4, respectively. As shown
in Fig. 4, instructions are basically in a 16-bit format, and
an optional 16-bit block is utilized to handle an immediate
value or branch. Here, “Function” is a 1-bit flag signal that
specifies different options in each instruction. It is used to
determine whether the optional block will be used in SUB, to
select between bitwise AND/XOR in LOGIC, to specify the
assignment direction between the register file and memory in
MEM, and to select the shift direction in SHIFT. Operations
that are not directly supported by this ISA can be computed by
combining the instructions listed in Table II. Interested readers
are referred to [12] and [13] for additional details about the

2Resistance against higher order attacks will be explored in future work.

15 13 12 8 3 0
‘Opcode‘Function‘ Ra Rs Ro ‘
15 0

‘Optional block for immediate value or branch ‘

Fig. 4. Instruction format for our processor (short forms refer to Table II).

SubRISC+- instruction format and architecture. Unless stated
otherwise, we still follow the original format definition of the
SubRISC+ ISA.

To develop our security-oriented processor, based on our
decision on the ISA and microarchitectural source of leak-
age [20], the following three extensions are applied to the
baseline SubRISC+ architecture. An architectural overview of
the proposed processor design is shown in Fig. 5.

1) As mentioned previously, we introduce bitwise XOR
and shift with arbitrary values. Accordingly, the ALU
implementation and decoder as well as the instruction
format were extended to support these two instructions.

2) We employ a gating scheme that disables unnecessary
switching on inactive operations in the ALU module.
As pointed out in [20], even unused resources (e.g.,
FPU) can play an important role in leakage due to glitch
powers caused by unnecessary switching. Considering
this issue, conventional gating schemes to reduce power
consumption can be an effective solution. This obser-
vation motivated us to cut off undesired switching
activities in the ALU module, which is one of the busiest
modules in terms of glitch generation. To implement
the gated ALU, opcodes are used to determine the
current instruction to be executed such that only the parts
required for processing its operation are enabled (i.e.,
low-power input gating [21]).

3) Finally, as fresh randomness is required for masking
(Section III-B), we introduce a pseudo-random number
generator (PRNG) module that generates 32-bit random
numbers. Here, the random values are generated on-the-
fly and stored from the PRNG module to the register
file. In this work, we used an XORSHIFT-ADD-based
PRNG [22], which is a variant of Xorshift PRNG. In this
work, an assumption on attack scenario that the attackers
can not predict the output of the PRNG module is made.
Since other types of PRNGs can be applied, we will
explore a more suitable PRNG for our processor in the
future work.

B. Software Implementation: Masking

Masking is an effective countermeasure to protect secret
information in ciphers from side-channel attacks. Secret data
are divided into multiple shares on which the computation for
encryption is performed with fresh randomness to prevent from
analysis of the physical characteristics. Because permutation
or an S-box is critical for encryption, they must be masked
using masking schemes that correspond to their operations.
For example, Boolean masking is applied to operations where
no carry occurs during computation (e.g., logic operations,
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Fig. 5. Architectural overview of our proposed design (PC: program counter,
ALU: arithmetic logic unit, RF: register file, and PRNG: pseudo-random
number generator).

Algorithm 1 B2A Conversion

Input: (X', r), such that X’ = X & r, random value R
Output: A, such that x = A+r

1: T <=X @R/ T is an intermediate value
22T <=T-R
32T <=ToX
4 R<=R&r
5: A<=X&®R
6: A<=A—R
7. A<=AT

rotation, and table references). On the other hand, operations
that may involve carries between bits depending on the value
(e.g., addition) must be masked using the arithmetic masking.

In this work, we employ a conventional masking coun-
termeasure® [23] for software implementations of Chaskey,
Simon, and AES, which were selected for their different
properties on masking. As described in the following, Chaskey
involves both arithmetic masking and Boolean masking on
the permutation, Simon involves only Boolean masking on
the permutation, and the AES S-box involves only Boolean
masking on the table-based substitution.

Masked Chaskey Implementation: As discussed in
Section II, Chaskey is an ARX cipher where both arithmetic
and logic operations are used in the permutation [Fig. 1(a)].
Thus, Boolean masking is applied to both XOR and rotation,
and arithmetic masking is applied to addition. When mixing
these masking schemes, the correctness of the final results
under masking must be ensured carefully. To realize this, we
implement the Goubin conversion [24] between these schemes
in two directions [i.e., from Boolean to arithmetic (B2A) and
from arithmetic to Boolean (A2B)]. The pseudocode for these
schemes is described in Algorithms 1 and 2, respectively.

While the B2A algorithm is relatively lightweight in taking
only several operations, the A2B algorithm involves a loop
that is iterated K —1 times where K is the number of bits of the
input (K = 32 in our evaluation). Obviously, this loop becomes
a bottleneck. Thus, to mask Chaskey while suppressing the
latency overhead, the A2B and B2A conversions must be
inserted into the appropriate positions along with both masking

30ther masking countermeasures (e.g., threshold implementation and
domain-oriented masking) can be similarly applied.
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Algorithm 2 A2B Conversion

Input: (A, r), such that X = A + r, random value R
Output: X', such that X = X'®r

: T <=2R // T is an intermediate value

X <=R&r

: O <=RAX /] Ois an intermediate value
X <=ToA

R<=RoX

R<=RAr

O<=0®R

R<=TAA

:0<=0®R

cfork=1...K—1 do

R<=TAr

R<=R&®O0

T <=TAA

14 R<=R&®T

15: T <=2R

16: end for

17 X <=X'T

R A A R ol

— e e
W NN = O

B2,$(2) 825(3)
—B2A(1—] «—BzA(4)—
[<<<5 | A2B(1) Ag@m [ <<<8 |
SP) $
B2A(6) B2A(7)

—B2A(5) <~—B2A(8)—

<<<7
ATG) A2B(4) [<<<13
P
XOR: @ Add: Rotation: | <<<
Arithmetic to Boolean: A2B(x)
Boolean to Arithmetic: B2A(x)

Fig. 6. Masked Chaskey with A2B and B2A conversions.

schemes. Fig. 6 shows our implementation. The number spec-
ified in each A2B or B2A conversion indicates an index for
simple comprehension. In this implementation, conversions are
inserted immediately before and after the addition operations.
To minimize the latency overhead caused by these conversions,
“B2A(2)” and “B2A(6)” can be omitted if the precedent results
are passed directly to the additions. However, in this case, both
the converted and unconverted results are required, thereby
resulting in register file spilling.

A recent work [25] pointed out a potential leakage source
in the above A2B conversion algorithm (i.e., when the
intermediate variable R is overwritten as appeared on lines 6
and 8 of Algorithm 2). We examined how the intermediate
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variable R is used and found that R does not have to be written
to the same variable (on line 8 of Algorithm 2). Consequently,
we resolve this potential leakage point by assigning R to
another variable.

Masked Simon Implementation: The Simon permutation
does not involve operations with carries. Thus, only Boolean
masking is used (i.e., no conversion is required, unlike
Chaskey). An existing masking method [26] for the Simon
permutation is explained as follows:

rout[a] = [[a] (D
rout[b] = I[b] ()
lout[a] = r[a] ® l[a]® & (l[a]‘ A l[a]g)

o(lla)’ A lb1*) @ klal 3)
lout[b] = r[b] @ I[b]> ® (l[b]l A l[b]g)

o(l1b1' Allal*) @ kib] (4)

where r and [ are the inputs on the right and left sides of
the round function, rout and lout are the outputs on the right
and left sides, and k is a round key. Two shares of each input
or key are represented by a and b. The exponent operations
mean left rotation with the specified number of bits (e.g., [[a]?
means left rotation by 2 bits). In this masking method, the key
point is to handle the AND operation as follows:

M AR == <1[a]1 ® z[b]l) A <l[a]8 ® l[b]8>.

By extending the right-hand side of this equation, the follow-
ing format is obtained:

(Z[a]‘ A l[a]S) ® (z[a]‘ A l[b]8> o (l[b]l A l[b]g) ® (l[b]‘ A l[a]g).

This equation is then divided into two shares in (3) and (4)
to ensure correctness under the masking scheme. In addition,
before each round, the round key k is preprocessed to be
divided into k[a] and k[b] such that k = k[a] &® k[b].

Masked AES Implementation: According to convention, we
implemented the AES S-box in a table look-up manner.
Then, for masking, we followed a principle in [27] to apply
Boolean masking to the table S-box and indexing of the
S-box. This process ensures that the original values are not
processed during encryption and masked values are processed
alternatively with a masked index.

C. Software Implementation: Resource Allocation and
Instruction Scheduling

We then carefully consider hardware resource allocation and
scheduling of instructions for the masked software implemen-
tations. The aforementioned masking implementations using
d + 1 shares and conversions between different masking
schemes should theoretically protect secret data from dth-
order side-channel attacks. However, the protection effect may
be subject to implementation of the underlying embedded
processors. As discussed in [6], 1) transitions between two
shares of the same secret data at the same memory location
or entry may lead to secret leakage. In addition, 2) shares
of the same secret data should not be accessed within two
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successive instructions [15]. In other words, failing to satisfy
these two constraints can lead to disclosure of Hamming
distance between two shares.

To satisfy these constraints and avoid unintentional resource
sharing of the same secret data, we carefully implemented the
software to be aware of our microprocessor (Section III-A)
in terms of the register file and memory allocation [for
constraint 1)] and instruction scheduling [for constraint 2)].

First, we addressed constraint 1) using dedicated register
file entries or memory locations for each share to explicitly
avoid transitions between shares. Note that this approach is
potentially register hungry, particularly for embedded proces-
sors with limited register file entries (e.g., 16 or fewer). Thus,
if the number of dedicated register file entries is insufficient
for all intermediate variables, dedicated memory locations are
also allocated. When implementing masked software, con-
straint 1) can be satisfied by specifying these register/memory
allocations in the assembly code explicitly or via proper usage
of global variables in the C code.

Next, instruction scheduling was adjusted to satisfy con-
straint 2), which allows us to schedule instructions on values
that do not share the same secret data in a row. In addition,
swapping the operands of commutative operations also helps
realize efficient scheduling. Note that these adjustments can
be certainly done in the assembly level. However, if the C
code implementation is used, designers must ensure that the
instruction scheduling in the compiled code is as intended.

In summary, these combined hardware-aware optimizations
follow the principle that unintentional resource sharing of the
same secret data during encryption is avoided [6].

IV. EVALUATION

In this section, we first describe our experimental setup.
Then, we demonstrate the effectiveness of our work against
state-of-the-art works in terms of PPA and security.

A. Experimental Setup

In this evaluation, we used the SAKURA-X board [28],
which was designed for side-channel evaluation through spe-
cial power measurement connectors. This board comprises two
field-programmable gate arrays (FPGAs): 1) a Xilinx Kintex-
7 XC7K160T FPGA and 2) a Xilinx Spartan-6 XC6SLX45
FPGA. The Kintex-7 FPGA is used to implement the cryp-
tosystem, and the Xilinx Spartan-6 XC6SLX45 FPGA is used
to implement a controller for the Kintex-7 FPGA (e.g., clock
generator). For the Kintex-7 FPGA, the clock frequency was
set to 12 MHz.

For the masked implementations of Chaskey, Simon, and
AES S-box, the following processors were implemented on
the Kintex-7 FPGA to evaluate the effects of our method
comprehensively.

1) Ibex*: The Ibex is one of the smallest RISC-V cores
whose ISA is defined as RV32IMC. The number of
register file entries is 32.

2) SubRISC+: The SubRISC+ is one of the smallest micro-
processors based on which our processor was newly

4github.com/lowRISC/ibex
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TABLE III
COMPARISON OF PPA (MASKED SOFTWARE IMPLEMENTATIONS)
Performance (cycles) Time (us) Dynamic power (mW) Energy (nJ) Area

H Chaskey | Simon | AES S-box Chaskey | Simon | ABSS-box | Chaskey | Simon | AES S-box Chaskey | Simon | AES S-box wrs | R | Dsks

Thex 1,060 | 46 40 8833 | 3.83 | 333 1522 | 946 | 1067 | 134438 | 3623 3553 | 2612 | 926 | 1

SubRISC+ [12] || 3,619 | 126 49 30158 | 1050 | 4.08 LI | 088 0.95 33475 | 9.24 388 | 832 | 626 | 0

coco-Tbex [15] 1,060 | 46 40 88.33 | 3.83 | 3.33 1324 | 835 | 1028 | 116949 | 31.98 3423 | 3758 | 1946 | 1

SSP 1240 | 47 45 10333 | 392 | 375 121 | 096 1.02 12503 | 3.6 383 | 856 | 628 | 0
developed. In addition, its ISA was uniquely defined for data/instruction memory and the PRNG module were excluded
small-scale IoT devices [12]. The number of register file from all processors. From the cycle count results, we see
entries is 16. that even though the proposed SSP supports much fewer
3) coco-Ibex: coco-Ibex [15] is the most relevant work to instructions than Ibex and coco-Ibex, it successfully achieves
our study in that it was developed by partially refining comparable cycle counts as well as execution time with all
Ibex to be aware of masked software implementations. ciphers. Considering that SubRISC+ and SSP demonstrate
A verification tool was used to identify side-channel similar ISAs, the security-oriented ISA definition in SSP
leakage sources in the Ibex netlist. Then, to mitigate (particularly the bitwise XOR and shift with arbitrary values)
secret-dependent glitches, a gating scheme was applied improved the efficiency of processing ciphers. In addition, as
to modules that had leakage (e.g., register file, ALU, and discussed in Section II, most types of instructions on Ibex
load/store unit). Because we found some critical bugs and coco-Ibex were unused even though their ISA is relatively

in its open-sourced RTL code from which the bitstream compact among RISC-V ISAs.

could not be generated, we reproduced coco-Ibex from Next, we compare the results in terms of power con-
the original Ibex code. sumption and circuit area (i.e., resource utilization) together.
4) Small and Secure Processor (SSP): This is the proposed As expected, we found that the Ibex has a larger circuit

processor (Section III-A). In the following, we refer to
our processor as the SSP.

These processors were evaluated in terms of implementation
results (i.e., the PPA). We used Xilinx Vivado 2020.2 to
evaluate the circuit area (resource utilization) and power con-
sumption as well as the FPGA implementation. Performance
(in terms of cycle counts per round of the Chaskey/Simon
permutation and the AES S-box) was measured using a cycle
accurate simulator for each processor. For software compi-
lation and assembling, we developed an in-house toolchain
for SSP and used an open-source toolchain for each of the
compared processors. Results on execution time are obtained
using a clock frequency of 12 MHz. This frequency is used in
subsequent simulations and evaluations. In addition, coco-Ibex
and SSP were evaluated in terms of security (i.e., the resistance
to first-order power side-channel attacks). In this security
evaluation, Welch’s z-test [29] was conducted to evaluate first-
order side-channel leakage on the measured power traces.
Here, a Keysight MSOX3104T oscilloscope was used for data
acquisition. We conducted a nonspecific leakage assessment,
where random and fixed plaintexts were fed to the processors
to compute z-values. If the peak of r-value was greater that
the threshold of |4.5], the null hypothesis is rejected with a
confidence of more than 99.999%. In other words, the power
traces for random and fixed plaintexts can be distinguished sta-
tistically and thus may leak secret information. To understand
the security of our work holistically, the security evaluation
was performed at the instruction and cipher levels, where
sampling rates of the oscilloscope were set to 5 GSa/s and
313 MSa/s, respectively.

B. Results

PPA Evaluation: The four processors are compared in terms
of PPA in Table IIl. Here, to facilitate a fair comparison,

area because it supports more instructions and functionalities.
In addition, owing to the netlist refinements to mitigate
side-channel leakage, coco-Ibex incurred nonnegligible area
overhead. However, interestingly, coco-Ibex exhibited lower
power consumption than the original Ibex due to the gat-
ing scheme in coco-Ibex. Compared to Ibex and coco-Ibex,
SubRISC+ and the proposed SSP achieved an order of
magnitude less power consumption and area due to their
simpler microarchitectural structures. Although the proposed
SSP demonstrated a slightly higher overhead in both metrics
than SubRISC+, the advantage in terms of cycle reduction is
much greater.> The effect of the cycle count reduction was
particularly large for both Chaskey and Simon, where many
XOR and rotation operations appear. These operations can be
performed efficiently by the ISA of the proposed SSP. Thanks
to the reduction on cycle count of the proposed SSP that leads
to less execution time, the energy consumption of the proposed
SSP outperforms not only the RISC-V processors but also
SubRISC+-. Overall, we found that the proposed SSP achieved
better PPA than the compared state-of-the-art processors for
different types of cipher algorithms.

Although in this work we focused on cipher applications and
side-channel protection, it is also important to see the whole
picture when considering noncipher applications. Evaluations
are done to examine the PPA differences between the proposed
SSP with a compact ISA and RISC-V Ibex with a generally
used embedded ISA. Such that the potential performance
losses when executing noncipher applications due to SSP’s
compact ISA are verified. We evaluated a set of applications
that often performed on IoT edge devices for data processing
and analysis. The evaluation on noncipher applications that

5The ISA of the proposed SSP includes the ISA of SubRISC+ and the
proposed SSP has less than 2.9% LUTs overhead. Thus, the proposed SSP
can still efficiently process other applications (e.g., eHealth applications [13]).
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TABLE IV
EVALUATION ON NONCIPHER APPLICATIONS

Performance (cycles) Time (us) Dynamic Power (mW) Energy (nJ)
Ibex | SSP Ibex | SSP Ibex SSP Tbex | SSP |
Sort 912,889 588,241 | 76,074.08 | 49,020.08 | 10.40 4.09 791,170.43 | 200,492.13
Motion 85,466 72,006 7,122.17 6,000.50 | 10.27 4.84 73,144.69 29,042.42
Edge 148,730 212,919 | 12,394.17 | 17,743.25 | 11.36 4.00 140,797.77 70,973.00
Histogram 27,348 30,987 2,279.00 2,582.25 9.78 4.60 22,288.62 11,878.35
DTW 716,318 615,163 | 59,693.17 | 51,263.58 9.91 4.11 591,559.31 | 210,693.31
TABLE V
DETAILS OF THE NONCIPHER APPLICATIONS 10 10
. . . . w m
Applications || Description r_ju 0 % 0
Sort Sort a set of integers using quick sort algorithm. = o4
Motion Detect unmatched blocks from two images. = =
Edge Apply a Laplacian filter to a image. -10 -10
Histogram Construct a histogram of pixels from a image
DTW Execute the Dynamic Time Wraping (DTW) algorithm. zgg?np‘}ggo 6090 g 222%;220 6090
(€)) ©
10 10
. . o o
compares the proposed SSP and RISC-V Ibex is shown in = 3
. .. . c O c O
Table IV. The evaluated noncipher applications are briefly > =
introduced in Table V. From the results on performance and _10 _10
execution time, we can observe that SSP and Ibex have
comparable cycle counts and execution time. With a much zgg?np‘}ggo 6000 0 zgg?np‘llggo 6000
compact ISA design, SSP even outperforms Ibex in several (b) )
applications. The reason on this is memory and branch instruc-
tions that takes multiple cycles on Ibex reduc_ed the relative  gjg 7. Unmasked instructions on SSP. (a) XOR. (b) AND. () Add. (d) Shift.
performance compared to SSP. For Edge and Histogram, when
applications have less multiple cycle instructions, Ibex shows
better performance than SSP. For the comparisons on power 10 10
consumption, SSP shows better power efficiency than Ibex due 3 . W E . m
to its architectural design. Thanks to SSP’s power efficiency, > 2
SSP shows better energy performance than Ibex even in the —10 = —10
cases that SSP requires a longer execution time. The results
on area are consistent with the results in Table III because 0 2000 4000 6000 0 2000 4000 6000
. .. . samples samples
there is no change on the circuit design. Overall, these results @) ©
show the proposed SSP achieved better PPA than the compared
state-of-the-art processors in noncipher IoT applications. 10 10
Security Evaluation at the Instruction Level: Next, to clearly o o
examine the potential information leakage at a fine granu- 3 0 m = 5 m
. . . . . © @©
larity, we performed evaluations of instruction-level masking. > =
Comparisons between unmasked and masked instructions on _10 _10
the proposed SSP are shown in Figs. 7 and 8, respectively.
Auxiliary horizontal lines are drawn at |4.5] in these figures. g 222&:}220 6000 0 22221;1'220 6000
The four most critical operations involved in the benchmarks (b) ()
(i.e., XOR, AND, addition, and shift operations) were evaluated
by the nonspecific #-test using 50000 traces for random/fixed  Fig. 8. Masked instructions on SSP. (a) XOR. (b) AND. (c) Add. (d) Shift.

plaintexts. These operations were masked in software by
the two-share masking scheme. Here, NOP instructions were
inserted before and after the target instruction(s) to remove
interference from other instructions. As shown in the cor-
responding figures, the region between vertical dotted lines
indicates the period to evaluate the target instruction(s). As can
be seen, by applying the two-share masking, the proposed SSP
can successfully protect secret information against first-order
attacks.

Security Evaluation at the Cipher Level: Finally, security
evaluations were performed at the cipher level. Similar to
the previous instruction-level evaluation, here, both unmasked
and masked ciphers were implemented on the proposed SSP
and evaluated using a nonspecific r-test (Figs. 9 and 10,
respectively). In addition, we evaluated the masked ciphers on
coco-Ibex Fig. 11. For the masked ciphers on both coco-Ibex
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Fig. 9. Unmasked ciphers on SSP (20000 traces). (a) Chaskey. (b) Simon. (c) AES.
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Fig. 10. Masked ciphers on SSP (500000 traces). (a) Chaskey. (b) Simon. (c) AES.
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Fig. 11. Masked ciphers on coco-Ibex (100000 traces). (a) Chaskey.6 (b) Simon. (c) AES.

and the proposed SSP, we employed the two-share masking
and optimizations described in Sections III-B and III-C.
We set the largest number of traces for the evaluations of
our work (the combination of masked ciphers and SSP;
Fig. 10) to facilitate an in depth examination of the effects on
security.

As expected from the results of unmasked instructions
shown in Fig. 7, we clearly observe that the t-values are
greater than [4.5| almost all over the ciphers in Fig. 9. Due
to the interference between instructions, secret leakage was
more severe than that in the instruction-level evaluations,
which indicates the need for a hardware-aware software
implementation. According to the results shown in Fig. 11,
even though the ciphers were all masked, coco-Ibex sup-
pressed t-values below |4.5| for only the AES S-box, which
is consistent with the results reported in the work [15],
but failed for both Chaskey and Simon. In the work [15],

6The reason for much fewer samples than the samples in Fig. 10(a) is
because only a part of the results is presented here to clearly show potential
leakage on coco-Ibex. As shown in Table III, the total cycle counts are
comparable between coco-Ibex and SSP.

Gigerl et al. employed an application-specific integrated circuit
(ASIC) verification tool to determine the leakage sources,
and then evaluated coco-lbex on an FPGA. However, the
exact same behaviors are not guaranteed between ASIC and
FPGA. This gap might fail to capture all leakage sources,
and coco-Ibex still leaks in Chaskey and Simon. Thus,
additional refinements to address with these leakage sources
will incur further PPA overhead in coco-Ibex. In contrast,
for the masked ciphers, the proposed SSP suppresses the t-
values within |4.5] in all ciphers. These results demonstrate
that the proposed SSP can eliminate the leakage sources
for different ciphers using our security-oriented bottom-up
microprocessor design, even without employing a costly dat-
apath duplication [8], [9], [10] or refinements done in the
work [15].

In summary, considering both the results on unmasked
and masked versions of ciphers as well as the PPA results,
the proposed SSP achieves a good tradeoff between PPA
and side-channel protection cooperatively from both hardware
(security-oriented processor) and software (microarchitecture-
aware optimization) perspectives.
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V. CONCLUSION

In this article, we have proposed a hardware/software coop-
erative design for cryptosystems that are resistant to power
side-channel attacks and suitable for resource-constrained IoT
devices. Here, we took a bottom-up approach to define a
security-oriented microprocessor and implement masked soft-
ware to which hardware-aware optimizations were applied.
From the cooperative design perspective, minimum ISA and
its architectural structure design together with hardware-aware
software optimizations are used to prevent from information
leakage from masked cipher implementations. In comparative
evaluations with state-of-the-art low-power (and security-
aware) processors, we demonstrated that our work achieved the
most efficient PPA for both cipher and noncipher applications
and security against first-order power side-channel attacks for
different types of lightweight ciphers.

In the future, further improvements to the PPA of the
proposed processor on will be considered. Also, further devel-
opment on the PRNG module and higher order protection
on different ciphers will be included. In addition, we plan
to perform an ASIC implementation and conduct further
evaluations using the proposed processor.
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