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Abstract—Virtual network embedding (VNE) is a promising
technique enabling 5G networks to satisfy the given require-
ments of each service via network virtualization (NV). For
better performance of the embedding algorithm, it is neces-
sary to automatically detect the network status and provide
an optimal embedding decision. However, existing VNE algo-
rithms disregard the long-term effect by focusing on selecting
only one virtual network request (VNR) from the waiting queue,
without considering all waiting virtual network requests con-
currently. In this study, we propose a hierarchical cooperative
multiagent reinforcement learning (MARL) algorithm to optimize
the VNE problem by maximizing average revenue, minimizing
average cost, and also improving the request acceptance ratio.
The proposed algorithm applies two RL algorithms: 1) two-level
hierarchical RL (HRL) to efficiently solve the problem by divid-
ing it into subproblems and 2) multiagent-based cooperative RL
to improve algorithm performance through the cooperation of
multiple agents. In order to evaluate and analyze the proposed
scheme from the long-term perspective, four performance param-
eters are evaluated: 1) revenue; 2) cost; 3) revenue-to-cost ratio;
and 4) acceptance ratio. The simulation results demonstrate that
the proposed VNE algorithm based on hierarchical and MARL
outperforms the existing RL-based approaches.

Index Terms—Hierarchical reinforcement learning (HRL),
multiagent reinforcement learning (MARL), virtual network
embedding (VNE).

I. INTRODUCTION

IN RECENT years, the commercialization of 5G networks
has had a significant impact on the general network man-

agement systems. In particular, the rapid growth of the IoT
device market has led to significant challenges for current
network infrastructures in meeting the increasing resource
demands [1]. Due to limited network resources, it is impos-
sible to meet the requirements of all services offered by
service providers (SPs) or expand the infrastructure resources
based on user needs. Moreover, the current network system
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architecture is rigid and unyielding to change, which makes it
challenging to incorporate emerging technologies and services
due to network ossification [2].

Network slicing (NS) and network virtualization (NV) tech-
nology is a potential solution to the problem of network
ossification [3], [4]. It partitions a static physical network
and configures custom virtual networks to lease resources
from the Internet provider (InP) according to the needs of
the end users. Efficient SP and InP management techniques
increase the effectiveness of the substrate network and boost
revenue for both providers. In the context of 5G networks, vir-
tual network embedding (VNE) is important, especially with
regard to NS and NV [5]. As 5G technology enables dynamic
NS and NV, VNE plays a pivotal role in efficiently allocat-
ing virtual resources across diverse slices for quality service
delivery. VNE refers to the process of efficiently allocating
substrate network resources to meet the constraints of virtual
network requests (VNRs) with respect to virtual nodes and
links. network service providers (NSPs) are responsible for
mapping VNRs onto the underlying substrate network.

However, the VNE problem is NP-hard due to the exten-
sive search space, even with single VNRs or single virtual
nodes, and is further compounded by the NP-hard character-
istic of mapping VNRs onto substrate networks [6]. So, many
VNE algorithms exist to facilitate the efficient allocation of
network resources for embedding VNRs into the underlying
substrate network. Several heuristic-based algorithms [6], [7],
[8], [9], [10], [11], [12], [13], [14], [15] and bio-inspired algo-
rithms [16], [17], [18], [19], [20] have been proposed to solve
VNE problems where several subgoals are sometimes incor-
porated in different ways. While heuristic-based algorithms
often use greedy optimization and may not yield optimal solu-
tions, bio-inspired methods, such as ant colony optimization,
genetic algorithms, and particle swarm optimization, have
shown effectiveness in solving VNE problems. However, these
bio-inspired methods require significant solution search time,
especially when dealing with large or dynamic networks.

In recent years, several intelligent networks have been
proposed by applying machine learning techniques to network
management problems. One of such techniques is reinforce-
ment learning (RL) [21], [22]. An RL agent learns to
find the optimal VNE solution through interaction with the
network environment, and it obtains a policy model that
maximizes a predefined reward function. Several RL algo-
rithms, including simple Q-learning, deep Q-learning (DQN),
advantage actor–critic (A2C), asynchronous advantage actor–
critic (A3C), proximal policy optimization (PPO), and deep
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deterministic policy gradient (DDPG), have been utilized to
improve the performance of VNE algorithms [23], [24], [25],
[26], [27], [28], [29], [30], [31], [32]. Most existing meth-
ods solve the VNE problem by first embedding all nodes
without considering link embedding information. However,
such approaches can lead to suboptimal link embeddings due
to decisions made without explicitly considering the require-
ments and characteristics of the links. So, recently, graph
neural network models-based RL methods have been intro-
duced to address these limitations by considering both nodes
and links information within the substrate network topology,
enabling more effective node embedding [33], [34], [35], [36],
[37]. Moreover, the existing RL methods to the VNE problem
often overlook the long-term perspective of revenue, cost, and
acceptance ratio. To address these issues, a hierarchical RL
(HRL)-based technique [37] has been proposed. The HRL-
based technique involves decomposing the VNE problem into
smaller subproblems and learning policies for each subprob-
lem. By using HRL, the technique tries to optimize revenue,
reduce cost, and improve acceptance ratio over a longer time
horizon. However, a limitation of the technique is that it
assigns only one VNR per time step throughout the entire
RL time horizon, and does not consider a group of VNRs and
their resource demand systematically. This may result in sub-
optimal resource allocation and placement, leading to lower
revenue and acceptance ratio in the long-term perspective.

In the context of VNE problem, it is common to
have multiple VNRs waiting for resources simultaneously.
Considering all waiting VNRs concurrently is crucial for RL
algorithms to achieve optimal resource allocation and VNR
placement. It ensures that all available resources are utilized
efficiently, which can result in improved revenue and accep-
tance ratio over a longer time horizon. The decision-making
process involved in selecting which VNRs to accept or reject
during embedding is a complex and challenging problem.
To overcome this challenge, a novel coordinated approach is
required to optimize the performance of VNE.

To address the complex problem of selection in multiple
VNRs, a multiagent RL (MARL) approach can be employed.
One potential approach is to create a logical link between each
VNR and an agent, allowing for cooperative decision mak-
ing among agents. This approach can help to optimize VNR
placement and resource allocation, resulting in improved rev-
enue and acceptance ratio. In particular, MARL has gained
significant attention for network resource allocation recently.
Most of the existing research applying MARL has primarily
focused on resource allocation in wireless environments [38],
[39]. However, designing an effective MARL algorithm for
VNE requires addressing how to facilitate efficient cooper-
ation among agents. Particularly, with the advancement of
5G networks and the rapid growth of the IoT device market,
there is a growing demand for a sophisticated and efficient
algorithm that can autonomously embed VNRs to support
diverse services. The automated VNE algorithm should have
the capacity to concurrently handle multiple VNRs, enhance
the revenue and acceptance ratio for NSP, and efficiently
embed network resources at a reduced cost for SP. This
study proposes a hierarchical and cooperative solution for

VNE problem by incorporating HRL with MARL, named
HCMARL-VNE. It employs HRL for efficient long-term
exploration and MARL to accelerate VNE solutions via agent
collaboration. To achieve an optimal link embedding solu-
tion, our approach also generates an augmented graph that
encompasses the substrate network, virtual network nodes, and
link information. GCNs model [33] is employed to extract
network features and information by identifying the relation-
ships between each node and link. Typical RL methods often
require much exploration to solve problems, which can be
computationally expensive. In contrast, HRL can break down
problems into smaller and more manageable subproblems.

The proposed HRL algorithm divides the embedding task
into two levels. At the high level (HL), MARL is applied
to evaluate the VNRs in the waiting queue. The evaluation
determines whether each waiting VNR should be embedded
immediately or postponed for later embedding based on their
long-term revenue potential. The collaboration of multiple
agents in MARL leads to the maximization of long-term rev-
enue. At the low level (LL), single-agent RL is used to select
the best substrate node for embedding the virtual nodes of
the VNRs, that have been chosen by the HL, based on the
short-term embedding cost as well as the short-term revenue.

The main contributions of this study are summarized as
follows.

1) To the best of our knowledge, this is the first study that
MARL has been applied to the VNE problem to promote
collaboration between individual agents and to improve
the overall VNE performance.

2) The proposed algorithm divides the VNE problem into
subproblems and utilizes HRL to enable agents at
different levels to focus on enhancing their performance.

3) To automatically extract features, the proposed algorithm
incorporates substrate and virtual network information
into a newly defined augmented graph. The GCN is then
employed to identify relationships between nodes and
links in the network.

The remainder of this article is organized as follows.
Section II describes the research status of RL-based VNE
algorithms and the preliminaries of our work. In Section III,
the substrate network and VNR models are described and our
VNE problem is formalized. Section IV describes the details
of the proposed algorithm. In Section V, the performance
evaluation and comparison results are presented. Finally, the
conclusions and future work are described in Section VI.

II. RELATED WORK

A. Heuristic and Bio-Inspired Algorithms for VNE

In [7], the PageRank algorithm [40] is referenced to mea-
sure the relative importance of nodes by considering the
topological attributes of substrate network components. The
topology-aware node ranking is a method to measure the rela-
tive importance of nodes in a network based on their resource
and topological attributes. It uses a Markov random walk
model to compute the node rank, which reflects the CPU and
bandwidth resources of the node and its neighbors, as well
as the connectivity between them. In [14], node weight is
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determined by factoring in node degree within the network
topology as well as the available resources at each substrate
node. An ego-network is then established around the substrate
node with the highest weight, followed by link mapping where
neighboring nodes meeting the VNR’s demand constraint are
selected. In [17], a genetic algorithm employing parallel com-
putation and a novel fitness function is employed to discover
nearly optimal solutions for the link mapping phase. Initially,
a path pool is generated using the k-shortest path algo-
rithm, considering only the substrate nodes complying with
the VNR’s virtual node resource constraints. Subsequently,
the genetic algorithm undergoes iterative evaluation, selec-
tion, crossover, and mutation processes to ascertain a suitable
path for link mapping. However, many existing heuristics and
bio-inspired algorithms often yield suboptimal solutions due
to their reliance on approximation techniques or simplified
optimization strategies. This can lead to inefficient resource
utilization and revenue loss for service providers. Therefore,
recently, RL-based VNE algorithms have been proposed to
overcome resource utilization, load balancing, revenue, cost
and acceptance ratio.

B. Reinforcement Learning Algorithms for VNE

In [21] and [22], RL is used to generate the possibility
of training abstractions on a high-dimensional state space;
however, exploration tasks using sparse feedback remain a
major challenge. To this end, Boltzmann search and Thomson
sampling [41], [42] use a rudimentary level algorithm to out-
perform the ε-greedy algorithm. Recently, RL has gained
significant attention for efficiently allocating limited resources
of substrate networks with various VNRs [23], [24], [25], [26],
[27], [28], [29], [30], [31], [32], [34], [35], [36].

Wang et al. [29] proposed an RL-based VNE algorithm
using a pointer network model [43]. The algorithm employs
the attention mechanism to focus on a specific substrate node,
and the pointer network model comprises an encoder–decoder
that takes the substrate node’s features as input. The decoder
outputs the probability of attention to the substrate nodes,
which correspond to the virtual nodes of the VNR. The RL
agent selects a substrate node by sampling the final out-
come obtained by multiplying the attention probability with
the masking information generated by a rule-based function.
However, existing RL-based algorithms lack sufficient consid-
eration for link embedding when the RL agent makes node
selections.

The VNE algorithm introduced in [36] combines GCN and
RL algorithms to solve the VNE problem. By utilizing GCN
model to comprehend the relationships between nodes, node
selection can be performed more efficiently. It combines the
information in the substrate node and virtual node features for
the input of GCN. Subsequently, the output of GCN is directly
used to select the substrate node. The algorithm is developed
based on the actor–critic concept, which means that the actor
selects a substrate node depending on the current policy, and
the critic evaluates the currently selected action, that is, the
selected substrate node, whereby, the critic’s state value is used
to update the model.

Yan et al. [34] adopted an advanced deep RL technique,
using the A3C policy gradient method [44], to solve the VNE
problem. To speed up the training procedure and generate the
training experience more efficiently, they trained the policy-
generation algorithm using A3C. To extract spatial features
from network information (raw state) more efficiently, they
designed a 3-ordered layer GCN inside the training agent.
While using GCN for node embedding takes into account link
embedding as well, it exists an issue where the dimension of
the state–action space that a single agent needs to consider
becomes too large.

In [37], the presented solution for the complex VNE
problem employs HRL and GCN. While GCN is used for
feature extraction based on node and edge relationships, the
approach involves an HL agent for ordering waiting VNRs
and an LL RL agent for selecting suitable substrate nodes.
However, this approach focuses solely on the VNRs at the
current step without considering future rewards and revenue
implications sufficiently. This lack of future-oriented decision
making can lead to inefficient resource allocation, potentially
resulting in reduced long-term revenue and acceptance rates.
In addition, the most significant contribution of our scheme
lies in utilizing a MARL framework to allow multiple agents
to simultaneously choose actions in a cooperate way, and
also in introducing a “postponing” action in the HL decision-
making process, which deliberately defers the embedding of
certain VNRs. They empower multiple agents for efficient
VNR embedding, a critical factor for accommodating multiple
VNRs concurrently, and its distributed architecture enhances
scalability, making it ideal for complex real-world networks.

C. Hierarchical Reinforcement Learning

HRL algorithm is a new approach in the field of RL that
aims to enhance the efficiency and effectiveness of learning in
complex environments that provide sparse rewards and com-
plex tasks [45], [46], [47]. It introduces a hierarchical structure
in which multiple levels of agents or controllers work together
to solve a problem.

Particularly in [45], an HRL-based approach is used to solve
a problem by hierarchically dividing the main objective into
subgoals, with HRL agent learning options to explore com-
plex and sparse reward issues. This study proposes a novel
approach for important concepts in RL: temporal abstraction.
Temporal abstraction refers to the ability of an RL agent to
reason and make decisions at different levels of time scales or
levels of abstraction. The proposed method uses a hierarchi-
cal architecture where the agent learns at different levels of
abstraction, allowing it to make decisions based on long-term
goals and short-term actions.

D. Cooperative Multiagent Reinforcement Learning

Using MARL can provide several advantages compared
to single-agent RL [48], [49], [50]. One advantage is that
it allows multiple agents to learn and interact in the same
environment, leading to better coordination and cooperation
between agents. This can lead to more efficient use of substrate
resources and better overall performance. Additionally, MARL
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can handle complex and dynamic tasks, where the behavior of
one agent may impact the behavior of other agents. By con-
sidering the actions of multiple agents, MARL can generate
more robust and adaptive policies.

Challenges arise when using single-agent RL with a cen-
tralized method or fully decentralized method for multiple
agents. The former faces difficulty in finding an optimal solu-
tion, while the latter struggles to learn the desired cooperative
or competitive behavior through MARL. To address these
issues, MARL methods have been developed to enable organic
cooperation among agents for efficient actions. One popular
approach is centralized training with decentralized execu-
tion (CTDE) [51]. Representative models of MARL include
value-decomposition networks (VDN) [52] and Q-value mix-
ing (QMIX) [53], based on state–action values. QMIX is
a representative MARL algorithm designed to learn decen-
tralized policies for cooperative tasks in partially observable
settings. The core idea of QMIX is to generate a joint action-
value function by mixing the individual agents’ action-value
functions (Q-values). To do this, QMIX configured with a
hypernetwork [54] to generate weights and biases for the mix-
ing network. The hypernetwork takes the global state as input
and produces the weights and biases for the mixing network,
which in turn combines the agents’ Q-values to obtain the
joint action-value (Q-total) through an average pooling process
called readout.

In this study, multiple agents are created, equal to the num-
ber of waiting VNRs, with each VNR being associated with
an agent. At each time step, these agents need to coopera-
tively decide whether to embed their corresponding VNRs or
postpone them to optimize the overall network performance
and resource allocation. The QMIX algorithm is employed in
this context to learn a decentralized decision policy for the
VNE problem. By using QMIX, the agents can learn to work
together and make coordinated decisions on VNR embedding,
taking into account the constraints and resource availability of
the substrate network.

III. FORMALIZATION OF THE VNE PROBLEM

In this section, we describe the system models for the VNE
problem and provide the definition of the problem objective.
The major notations used in the proposed system model are
listed in Table I.

A. Substrate Network Modeling

The substrate network S is a physical network managed
by an InP. It is typically modeled as an undirected graph
GS = (NS, ES, c(·), σ (·)), where NS and ES refer to the sets
of substrate nodes and links, respectively. The substrate node
ns(∈ NS) and link es(∈ ES) are associated with the capacities
of c(ns) and c(es), respectively. c(ns) represents the maximum
amount of computational resources, such as CPU or memory,
that can be allocated to the node, and c(es) the maximum
amount of data that can be transmitted through the physical
link, typically referred to as the bandwidth capacity. In addi-
tion, each substrate node and link has a per-unit capacity cost,

TABLE I
NOTATIONS OF NETWORK MODELING

Fig. 1. Example of VNE. Triangles represent the nodes of VNR 1, squares
represent the nodes of VNR 2, and pentagons represent substrate nodes.
Triangles and squares attached near pentagons indicate that virtual nodes have
been embedded on this substrate node, while solid lines close to dashed lines
represent embedded virtual links.

denoted by σ(ns) and σ(es), respectively. These costs repre-
sent the cost per unit of capacity that the InP or NSP must
pay to provide and maintain the physical infrastructure.

B. Virtual Network Modeling

In VNE, a virtual network V is created by an SP to
allocate network resources to the InP. The VNR is typi-
cally modeled as an undirected graph, denoted by GV =
(NV , EV , d(·), dt, dd, ds). NV and EV denote the sets of virtual
nodes and links, respectively, where nv(∈ NV) and ev(∈ EV)

represent the virtual nodes and links associated with the
resource demand, denoted by d(nv) and d(ev), respectively.
Additionally, dt represents the VNR arrival time. Furthermore,
dd represents the maximum delay time in the waiting queue
for the VNR, while ds denotes the service duration time of the
VNR. By modeling the VNR as an undirected graph with these
parameters, we can more accurately represent the demands and
constraints of virtual networks in the process of embedding
them onto the substrate network.
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Fig. 2. In-depth view of the VNE procedure.

C. VNE Procedure

Fig. 1 provides an example of substrate network onto which
VNRs are mapped. Multiple virtual nodes from different
VNRs can be assigned to a substrate node concurrently (e.g.,
the virtual nodes “a” and “f” are assigned to the same substrate
node “A”). Similarly, multiple virtual links can be assigned to
one substrate link, or a virtual link can be mapped to multiple
substrate links (e.g., the virtual link of two nodes “b” and
“c” are mapped onto substrate links C-E-F). However, virtual
nodes and links from the same VNR cannot be assigned to the
same substrate node and link, respectively [23]. This constraint
can improve network reliability and assists in preventing
potential congestion or resource bottleneck.

There are multiple VNRs in the queue waiting to be
serviced, and at each step the RL agent selects the most
appropriate VNRs for embedding. In the VNE problem, the
embedding consists of two main parts, node embedding and
link embedding, as explained in Fig. 2. For a selected VNR,
node embedding maps a virtual node to a substrate node, while
link embedding maps a virtual link to a path in the substrate
network. Once both the node embedding and link embedding
are successful, the corresponding VNR service is activated and
the resource gets occupied based on the VNR’s demand. Once
the VNR’s service time ds has elapsed, the occupied resources
are released and restored. In case the node or link embedding
fails, the VNR is postponed and placed again in the waiting
queue for reallocation in the next step. In some cases, a VNR
may be postponed multiple times and remain in the queue for
an extended period. However, if the maximum delay time dd

for a VNR expires, it is rejected and removed from the queue.

D. Formal Definition of Our VNE Problem

MV
N and MV

E refer to the functions that define how the
nodes and links of a virtual network GV are embedded onto a
given substrate network GS, respectively. The node mapping is

denoted as MV
N : NV→NS. On the other hand, the link mapping

is denoted by MV
E : EV→Power(ES), where Power(ES) rep-

resents all subsets of ES. In our algorithm, the virtual nodes
and virtual links are limited to only having CPU and band-
width requirements, respectively. A virtual node nv ∈ NV can
be embedded into a substrate node ns ∈ NS if the remaining
capacity of ns is greater than or equal to the CPU demand
d(nv) of the virtual node, i.e., c(MV

N(nv)) ≥ d(nv). A vir-
tual link can be embedded into the links composed of a
loop-free substrate path if the substrate links have a larger
capacity than its required bandwidth, i.e., c(es) ≥ d(ev) for
each es ∈ MV

E (ev).
In this study, the main objective of the VNE problem is

to accept as many VNRs as possible while maximizing long-
term average revenue and minimizing long-term average cost.
To measure the effectiveness of a VNE algorithm, we use
four metrics: 1) revenue; 2) cost; 3) revenue-to-cost ratio (R/C
ratio); and 4) acceptance ratio. Revenue is the primary met-
ric for evaluating the profit earned by InP or NSP from SP
through VNR embeddings, and it increases with more VNRs
embedded. Revenue at each time step t can be expressed as

REVt =
Pt∑

i=1

⎛

⎝
∑

nv∈NVi

d
(
nv)+

∑

ev∈EVi

d
(
ev)

⎞

⎠ (1)

where Pt represents the total number of the serving VNRs
and the new VNRs embedded at time step t. REVt represents
the sum of the CPU demand of the virtual nodes and the
bandwidth demand of the virtual links of all the VNRs. The
overall performance evaluation of a VNE algorithm is based
on the long-term average revenue, as follows:

lim
T→∞

∑T
t=1 REVt

T
. (2)

The cost refers to the amount of resources, i.e., CPU and
bandwidth, consumed during the embedding process. When
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a virtual node nv with CPU demand d(nv) is embedded into
the substrate node ns with CPU unit capacity of σ(ns), the
total node embedding cost is σ(ns) · d(nv). When a virtual
link ev with bandwidth demand d(ev) is embedded into the
substrate path (es

1, es
2, . . . , es

K), where each bandwidth unit
capacity σ(es

1), σ (es
2), . . . , σ (es

K), the total link embedding
cost is

∑K
k=1 σ(es

k) · d(ev). The cost incurred at each time
step t can be defined as

COSTt =
Pt∑

i=1

⎛

⎜⎜⎜⎜⎜⎜⎝

∑

nv∈NVi ,

ns = MVi
N (nv)

σ
(
ns) · d(

nv)

+
∑

ev ∈ EVi , es
k ∈ MVi

E (ev),

K = ∣∣MVi
E (ev)

∣∣

K∑

k=1

σ
(
es

k

) · d(
ev)

⎞

⎟⎟⎟⎟⎟⎟⎠
. (3)

On the other hand, the long-term objective is to minimize the
following average cost:

lim
T→∞

∑T
t=1 COSTt

T
. (4)

The R/C ratio takes into account both the revenue and cost
for the VNR embeddings. The R/C ratio at time step t has a
range of 0 to 1, and defined as follows:

αt = REVt

COSTt
(5)

and the long-term average R/C ratio is calculated as

lim
T→∞

∑T
t=1 αt

T
. (6)

The acceptance ratio is a metric that expresses the ratio of
embedded VNRs to waiting VNRs in the queue at each time
t, and it can be defined as

βt = NUM
V
t

NUMV
t

(7)

where NUM
V
t is the number of embedded VNRs at time step

t and NUMV
t is the number of waiting VNRs in the queue.

Finally, the long-term average acceptance ratio is

lim
T→∞

∑T
t=1 βt

T
. (8)

IV. PROPOSED HIERARCHICAL COOPERATIVE

MULTIAGENT REINFORCEMENT LEARNING

In this section, the proposed hierarchical cooperative
multiagent RL called HCMARL-VNE is explained in detail.

A. Designing Process

In this section, we explain the overall design of the proposed
HCMARL-VNE. We divide the embedding decision into two
levels, i.e., the HL and the LL, and HRL is utilized to solve our
VNE problem. In our HRL, multiple HL agents collectively
determine the subgoal to be achieved. The subgoal is to decide
which VNRs to select for embedding and which VNRs to
postpone, among the waiting VNRs in the queue. The LL
agent makes decisions to solve the VNE problem in the given
subgoal. That is, the LL agent learns a policy to decide and
select a substrate node for each virtual node in VNRs that
have been selected by the multiple HL agents.

Here, is a more exploration on the design process. At each
time step, the multiple HL agents are created, matching the
number of VNRs in the queue. The agents then select the
appropriate subgoal, i.e., VNRs to be embedded, based on
the current state of the environment. They share a single
Q-network for a proper selection of action. During the training
of the Q-network, the QMIX framework is utilized. It involves
a mixing network based on the Q-values of the actions selected
by each agent. Based on the multiple agents’ Q-values, the
mixing network calculates the Q-total value and updates the
shared Q-network in the HL. Then, the LL agent executes
its policy for that subgoal until it attempts to embed all vir-
tual nodes of the selected VNRs from HL. Once the subgoal
is achieved, the LL agent reports back to the multiple HL
agents, who then select the next subgoal and assign it to the LL
agent. The process continues until the predefined number of
time steps is reached. Throughout the process, the multiple HL
agents learn their policies that select subgoals based on the cur-
rent state, i.e., the information of the overall substrate network
and VNRs. We design the action chosen in the multiple HL
agents to be critical to maximizing long-term revenue. The
LL agent also learns a policy for each subgoal. We design
the action chosen in the LL agent to be critical to maximiz-
ing the short-term R/C ratio over the duration of the subgoal.
By breaking down the VNE problem into smaller subgoals
and assigning them to an LL agent, the overall task becomes
more manageable and can be achieved more efficiently and
effectively. The hierarchical structure also allows the agents
to adapt to changes in the information of the overall sub-
strate network and VNRs, and to leverage prior knowledge and
experience.

Fig. 3 demonstrates an example of steps involved in the
proposed HCMARL-VNE algorithm. It employs an augmented
substrate graph (ASG) composer function that creates states
and observations using the overall current information of the
substrate network and waiting VNRs. Further details on the
ASG composer are provided in Section IV-C. First of all,
multiple HL agents simultaneously select VNRs #1 and #3 to
be embedded into the substrate network, while VNR #2 has
been decided to be postponed for embedding at a later time.
At the LL steps, the LL agent prioritizes the embedding of the
VNR with the highest revenue when choosing between VNR
#1 and VNR #3. A single agent selects a proper substrate
node for each virtual node, and continues this process until it
attempts to embed all virtual nodes of the selected VNRs.



8558 IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 5, 1 MARCH 2024

Fig. 3. Example of steps involved in the proposed HCMARL-VNE procedure at a time step (�N and �L represent the final node and link embedding
information).

B. Markov Decision Process for HCMARL-VNE

In the proposed algorithm, the VNE problem is formulated
as a hierarchical decentralized partially observable Markov
decision process (HDec-POMDP), which consists of HL-MDP
and LL-MDP. With fully cooperative multiagents, HL-MDP
can be expressed as 〈SH, NH, OH, UH, tH, rH, yH〉, where sH ∈
SH is the true state of the environment and is common to the
HL agents, NH is the number of HL agents and equals the
number of waiting VNRs for embedding, oH,i ∈ OH is the
observation for the HL agent i, uH,i ∈ UH is an action for
the HL agent i, tH is the HL state transition probability which
the multiple HL agents do not know, rH is the HL reward
function, and yH is the discount factor.

The LL-MDP is based on single-agent RL which for select-
ing appropriate substrate nodes for the virtual nodes of the
VNRs. The number of internal steps in the LL-MDP is equal
to the number of virtual nodes in VNRs chosen by multiple
HL agents. Therefore, the LL-MDP can be defined as a gen-
eral MDP, unlike the HL Dec-POMDP. The LL-MDP can be
defined as 〈SL, UL, tL, rL, yL〉, where sL ∈ SL is a state for the
LL agent, uL ∈ UL is an action for the LL agent, tL is the LL
state transition probability which the LL agent does not know,
rL is the LL reward function, and yL is the LL discount factor.

C. States, Actions, and Rewards

In our algorithm, the state representation includes
information about the overall substrate network and VNRs at
each time step. The ASG composer serves as a crucial compo-
nent in constructing the ASG model. The ASG model captures
the resources and connectivity of the substrate network, and
is further augmented with information about serving VNRs
(or embedding VNRs) and waiting VNRs. By utilizing ASG

in the state construction, several critical factors are taken into
account when the multiple HL agents select VNRs in the wait-
ing queue, or the LL agent chooses appropriate substrate nodes
for the selected VNRs. These factors include 1) the availabil-
ity of resources and connectivity within the substrate network;
2) the allocation status of currently serving VNRs; and 3) the
status of waiting VNRs in the queue.

At time step t, ASG is defined as GA
t = (NA

t , EA
t ) where NA

t
is the set of ASG nodes and EA

t is the set of ASG links. NA
t

is defined as follows:

NA
t = NS ∪

⋃

Vs∈�V
t

NVs ∪
⋃

Vw∈�V
t

NVw (9)

where NS is the set of substrate nodes, �V
t is the set of cur-

rently serving VNRs, and �V
t is the set of waiting VNRs in

the queue.
On the other hand, EA

t comprises different types of links,
including substrate links and virtual links of waiting VNRs
in the queue. Additionally, augmented links are added to EA

t
to establish the relationship between VNRs and the substrate
network. The augmented links serve two primary functions.

1) They connect the virtual node of currently serving VNRs
to the embedded substrate node, reporting the current
mapping and allocation of network resources.

2) They connect the virtual nodes of waiting VNRs to the
candidate substrate nodes that can embed these virtual
nodes, facilitating the selection of appropriate resources
for the pending VNRs.

Accordingly, EA
t is defined as follows:

EA
t = ES ∪

⋃

Vw∈�V
t

EVw
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1) States: For a time step t, a state sH
t configured by the

ASG composer consists of ASG node features NFt, ASG edge
index EIt, and action masking AMt. For a node in AGS, NFt

consists of seven features denoted by [T, A, B, C, D, E, X].
1) T represents whether a node is a substrate node (denoted

by 0), a serving VNR node (denoted by 1), or a waiting
VNR node (2).

2) A represents the remaining or demanded resource of
the corresponding node, depending on whether it is a
substrate or a virtual node.

3) B is the node degree.
4) C is the number of postponements if this node is a virtual

node in a waiting VNR.
5) D is the remaining delay time if this node is a virtual

node in a waiting VNR.
6) E is the service duration time if this node is a virtual

node in a waiting VNR.
7) X can take on values of 0 or 1 if this node is a virtual

node in a waiting VNR. The value varies based on the
agent type and will be described in more detail later.

It is noted that C, D, E, and X are set to −1 for a substrate
node or a virtual node in a serving VNR. On the other hand,
EIt simply represents the adjacency of each node, and it is
formed using EA

t at every step t.
AMt refers to the binary action masking information for

candidate substrate nodes that are suitable for embedding each
virtual node of a VNR. For a virtual node, candidate substrate
nodes are masked when they have been already mapped to
other virtual nodes of a VNR, and the amount of remaining
CPU in the candidate substrate node is less than the demanded
CPU for the virtual node. This AM helps to ensure that
unmasked candidate nodes have sufficient remaining CPU and
memory are available for use, resulting in better RL learning
performance.

As shown in Fig. 3, the ASG composer configures the
observation oH,i

t for each HL agent i by using the current iden-
tical state sH

t . Each oH,i
t consists of NFt and EIt included in

sH
t , but the last feature X of NFt is set to one for virtual nodes

in the VNR associated with the HL agent i, and set to zero
to other virtual nodes. Therefore, each HL agent uses unique
observation as its input, allowing it to make independent deci-
sions. This observation enables the HL agents to consider
various features, such as the specific VNR’s requirements and
the substrate network’s current status, when deciding whether
to embed or postpone the associated VNR.

The ASG composer then configures the state sL
z for each

internal step z of the LL agent. For each internal step z, the
LL agent attempts to sequentially embed a virtual node of the
VNRs selected by multiple HL agents. For an HL time step
t, sL

z is configured by utilizing NFt, EIt, and AMt included in

sH
t , as well as by incorporating the VNRs selected by the HL

agents (i.e., the action information of the HL agents). However,
the last feature X in NFt is set to one for the virtual node being
targeted for embedding by the LL agent at internal step z, and
is set to zero for all other virtual nodes. For each internal
step z, NFt, EIt, and AMt are denoted by NFz

t , EIz
t , and AMz

t ,
respectively, and changed by the ASG composer to reflect the
remaining resources of substrate nodes and links, which have
been reduced due to virtual node embedding in the previous
internal steps.

2) Actions: At time step t, each HL agent i makes a deci-
sion on embedding (1) or postponing (0) the VNR associated
with the HL agent based on its policy, and takes the corre-
sponding action uH,i

t . Then, uH
t is formed by collecting the

individual actions {uH,i
t }NH

i=1 of multiple HL agents. uH
t is also

used for the ASG composer to configure the state for the LL
agent.

On the other hand, the LL agent chooses a substrate node ns

for a virtual node being targeted for embedding at an internal
step z for the time step of the HL agents, and takes the corre-
sponding action uL

z . The virtual nodes targeted for embedding
are selected in order of their resource demand, so that the LL
agent first selects the virtual node with the highest demand. If
the LL agent is unable to find an appropriate substrate node
for a virtual node in a VNR, the entire VNR is postponed and
added to the queue of waiting VNRs. Then, uL

t is formed by
collecting the individual actions {uL

z }NL

k=1.
The HL and LL agents interact with the environment by

executing both uH
t and uL

t actions, and receiving feedback
in the form of rewards. After taking actions and receiving
rewards, the agents update their policies to improve future
decision making.

3) Rewards: We use HL agents to embed high-revenue
VNRs while postponing lower revenue ones to maximize long-
term cumulative revenue. Therefore, the HL agent’s reward is
based on the revenue generated by both the VNRs currently
being served and the revenue of any new VNRs embedded
during the current time step t. If the LL agent fails to embed
a VNR that was selected by an HL agent, then the revenue
generated by that VNR is not added to the HL agent’s reward.
The reward function for the HL agents’ action uH

t is defined
as follows:

rH
t =

∑

Vs∈�V
t

⎛

⎝
∑

nv∈NVs

d
(
nv)+

∑

ev∈EVs

d
(
ev)

⎞

⎠

+
∑

Vn∈πV
t

⎛

⎝
∑

nv∈NVn

d
(
nv)+

∑

ev∈EVn

d
(
ev)

⎞

⎠ (11)

where �V
t is the set of currently serving VNRs and πV

t is the
set of new VNRs embedded at time step t.

For a virtual node of VNRs chosen by the HL agents, we
use the LL agent to find a high-revenue and low-cost sub-
strate node for each of the virtual nodes. This means that the
LL agent will try to avoid long paths when embedding links
between the virtual nodes, as longer paths tend to have higher
costs. Because the LL agent’s decisions are made based on the
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HL agents’ long-term goal, the LL agent needs to consider the
short-term goals and make decisions. For a time step of the
HL agents, the reward function for the LL agent’s action at an
internal step z (i.e., the reward for the LL agent’s action uL

z )

is defined as follows:

rL
z =

∑

Vn∈πV
t

⎛

⎝
∑

nv∈NVn

d
(
nv)+

∑

ev∈EVn

d
(
ev)

⎞

⎠

− α
∑

Vn∈πV
t

⎛

⎜⎜⎜⎜⎜⎜⎝

∑

nv∈NVn

ns = MVn
N (nv)

σ
(
ns) · d(

nv)

+
∑

ev ∈ EVn , es
k ∈ MVn

E (ev),

K = ∣∣MVn
E (ev)

∣∣

K∑

k=1

σ
(
es

k

) · d(
ev)

⎞

⎟⎟⎟⎟⎟⎟⎠
(12)

where α determines how much weight is given to the cost
against the reward. It should be noted that the reward rL

z is
calculated based on both the node embedding and the link
embedding.

D. High-Level Mixed Q-Network Model and Training

Our proposed algorithm aims to maximize long-term rev-
enue by training multiple HL agents using the QMIX algo-
rithm. As shown in Fig. 4, the Q-network of each HL agent
is used to select an action based on the ASG node features
(NFt) and ASG edge index EIt configured by the ASG com-
poser. The proposed HL agent Q-network consists of GCNs
and the gated recurrent units (GRUs) [55]. In VNE prob-
lems, it is important for RL agents to recognize the spatial
characteristics of the substrate network and virtual networks.
GCNs are used to extract the features based on the relation-
ship between nodes and edges in the configured ASG. As
explained in Section IV-C, the ASG’s augmented nodes and
links represent the diverse relations among the serving VNRs,
the pending VNRs, and the substrate nodes, so that the fea-
tures extracted by the GCN model can be useful in selecting
appropriate VNRs for embedding. In the proposed HL agent’s
Q-network, GRUs are used to model the temporal dependen-
cies of the agents’ actions and states, which is particularly
useful in partially observable environments. The final output
layer of Q-network is configured by a fully connected layer.
The LL agent’s Q-network produces Q-values for all possible
actions from the final output layer. These Q-values estimate the
future rewards for each action. During the training phase, the
HL agent selects the action to take using an ε-greedy method
based on the Q-values.

The proposed GCN-based HL mixing network, as shown in
Fig. 5, is designed to enhance the QMIX algorithm by incor-
porating GCNs for better representation learning of the global
state, which is also modeled as the ASG. It utilizes a hyper-
network [54] to generate weights and biases for the mixing

Fig. 4. Q-network structure for the HL agent i.

Fig. 5. Mixing network structure for the cooperation of the multiple HL
agents.

Fig. 6. Q-network structure for the LL agent at internal step z.

network based on the global state. These parameters are then
employed by the mixing network to combine agents’ Q-values
and compute the joint action-value (Q-total) using an average
pooling process known as readout.

During the training of HL agents, for each time step t, the
following pieces of information are collected.

1) sH
t and s̃H

t : The global state and the next global state
shared by all HL agents and configured by using NFt

and EIt.
2) oH,i

t and õH,i
t : The HL agent i’s observation and the

agent’s next observation configured by using NFt and
EIt.

3) hH,i
t and h̃H,i

t : The HL agent i’s hidden information and
the agent’s next hidden information.

4) uH,i
t : The HL agent i’s action.

5) rH
t : The HL reward.

It is noted that sH
t , s̃H

t , oH,i
t , and õH,i

t are configured by using
NFt and EIt. The collected information for each time step
and each HL agent is referred to as an HL transition. The
HL agents’ transitions from all time steps are stored in the
replay memory for later use in training both the HL mixing
Q-network and the Q-network of each HL agent. In QMIX, the
replay memory (also known as experience replay buffer) plays
a crucial role in stabilizing and improving the learning process.
The replay memory allows the QMIX algorithm to reuse past
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Fig. 7. Overall training procedure for the proposed models.

experiences multiple times. This helps improve the sample
efficiency and accelerate the learning process. During training,
the QMIX algorithm samples mini-batches of HL transitions
from the replay memory to update the agents’ Q-networks and
the mixing network.

For a mini-batch sampled from the replay memory and the
index τ representing an HL transition within the mini-batch,
they are trained together in an end-to-end manner to minimize
the following temporal-difference (TD) error:

LossH =
B∑

τ=1

(
rH
τ + γ H ·MixQ

H
(

s̃H
τ ,

{
max

u
Q

H(
õH,i
τ , u, h̃H,j

τ

)}ÑH

j=1

)

−MixQH
(

sH
τ ,

{
QH(

oH,i
τ , uH,i

τ , hH,i
τ

)}NH

i=1

))2

(13)

where B represents the batch size, and other notations are
defined as follows.

1) QH: The Q-value of each HL agent.
2) MixQH: The mixing network’s total Q-value.
3) Q

H
: The target Q-value of each HL agent.

4) MixQ
H

: The mixing network’s target Q-value.
5) NH: The number of HL agents τ .
6) ÑH: The number of HL agents at the next time step.

By configuring the loss function in (13), the QMIX algorithm
can effectively train the HL agents’ Q-networks and the mix-
ing network. Fig. 7 illustrates the overall training process of
the model from Section IV, starting from Section IV-B to
Section IV-F. The environment’s state, denoted as sH , is pro-
vided as input to the MARL-based HL agents through the
ASG composer, generating observations oH,i. Subsequently,
the HL agents employ their Q-networks to select Q-values
and actions, denoted as uH . The selected actions uH from the
HL agents, along with state sL, are then input into the LL Q-
networks, determining Q-values and uL. Following this, both
the HL and LL agents update their respective replay buffers.
In the case of the HL agents, they undergo additional mixing
network operations for cooperation before updating.

The procedure depicted in Fig. 7 involves training the HL
agent Q-network and mixing network, which allows them to
learn a decentralized decision policy. This policy involves
determining whether to embed or postpone the VNR asso-
ciated with each HL agent. By repeating this procedure,
the agents can work together to learn and improve their
decision-making abilities in a collaborative manner.

E. Low-Level Q-Network Model and Training

The proposed LL agent Q-network utilizes a similar archi-
tecture to the Q-network used by the HL agent. Specifically,
the LL agent Q-network is composed of GCNs and GRUs,
as shown in Fig. 6. GRU uses the hidden state hL

z to receive
additional input to recognize information about the substrate
node previously selected by the LL agent. Moreover, the LL
agent Q-network operates in a similar manner to the HL
agent Q-network. However, action masking is employed by
the LL agent to filter out substrate nodes that have already
been embedded with virtual nodes, as well as those that do
not have sufficient remaining CPU and memory to support
the virtual node at the internal step. By using action masking
in this way, the LL agent can focus on selecting only those
substrate nodes that are viable candidates for mapping vir-
tual nodes, which can ultimately lead to more efficient and
effective resource allocation.

During the training of LL agents, for each internal step z,
the following pieces of information are collected.

1) sL
z : The LL agent’s internal state.

2) s̃L
z : The LL agent’s next internal state.

3) hL
z : The LL agent’s hidden information.

4) h̃L
z : The LL agent’s next hidden information.

5) uL
z : The LL agent action.

6) rL
z : The LL reward.

It is noted that sL
z and s̃L

z are configured by using AMz
t as

well as NFz
t and EIz

t . As described in Section IV-C3, it is
important to note that the LL reward rL

z is calculated based on
both the node embedding and the link embedding. The link
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embedding process involves finding a suitable substrate path
by using the k-shortest path algorithm [6]. It helps ensure that
the virtual links are mapped to substrate paths that can sup-
port their bandwidth requirements, and also helps to minimize
bandwidth consumption by the link embedding. By incorporat-
ing both node and link embedding into the reward calculation,
the LL agent can make more informed decisions for VNE.

The collected information for each time step is referred to
as an LL transition. The LL transitions from all internal steps
are stored in the replay memory for later use in training the
Q-network of the LL agent. This is accomplished through the
DQN training method, which involves updating the Q-network
by minimizing the TD-error between the predicted Q-values
and the target Q-values. The target Q-network is updated peri-
odically (less frequently than the Q-network) by copying the
parameters from the Q-network. This helps stabilize the target
Q-value estimates.

For a mini-batch sampled from the replay memory and the
index τ representing a transition within the mini-batch, the
Q-network is trained to minimize the following TD error:

LossL =
B∑

τ=1

(
rL
τ + γ L ·maxuQ

L(
s̃L
τ , u, h̃L

τ

)− QL(
sL
τ , uL

τ , hL
τ

))2

(14)

where B represents the batch size, QL is the Q-value of the LL
agent, and Q

L
is the target Q-value of the LL agent. The pro-

cedure depicted in Fig. 7 also involves training the LL agent
Q-network. By repeating this procedure, the LL agent can
learn and improve its decision-making ability to select the best
possible substrate nodes for the virtual nodes.

F. HCMARL-VNE Procedure With Trained Models

After training all the network models of the HL and LL
agents, they can be used for VNE using Algorithm 1 called
HCMARL-VNE. For each time step, the HL agents to select
the proper VNRs for embedding based on their learned deci-
sion policy (lines 7–12). Once the VNR selection is complete,
the LL agent performs the node and link embedding proce-
dure (lines 13–40). If a suitable substrate node is not identified
for a virtual node through the action mask, the correspond-
ing VNR embedding is deferred to the next time step (lines
20–22). Only when suitable substrate nodes are successfully
identified for all virtual nodes in a VNR (lines 24–28), the
LL agent initiates the link embedding process to find a suit-
able substrate path for each virtual link of the VNR (lines
30–33). This process involves using a k-shortest path algo-
rithm to ensure that the virtual links are mapped to the most
suitable substrate paths possible. If a suitable substrate path is
not found for a particular virtual link, the corresponding VNR
embedding is also postponed until the next time step (lines
35 and 36). If the node and link embedding for a VNR are
successfully performed, the embedding information is stored
to the final embedding information at the current time step.
After the node and link embeddings have been carried out
for all VNRs, the actual embeddings are performed using the
final embedding information (line 41). On the other hand, the
VNRs that are classified as postponed ones are placed into the
queue of waiting VNRs for the next time step (line 42).

Algorithm 1: Proposed Overall Procedure of HCMARL-
VNE at a Time Step t

1 �V
t ← the waiting VNRs

2 NFt, EIt, AMt ← the current ASG
3 uH

t ← ∅ /* HL agent’s action */

4 �N
t ← ∅ /* final node embeddings */

5 �L
t ← ∅ /* final link embeddings */

6 �t ← ∅ /* VNRs decided to be postponed */

7 foreach Vi ∈ �V
t do

8 Update NFt, EIt, AMt

9 Gather sH,i
t , oH,i

t , and hH,i

10 uH,i
t ← maxuQH(oH,i

t , u, hH,i
t )

11 uH
t ← uH

t ∪ {uH,i
t }

12 Save hH,i for next time step

13 foreach uH,i
t ∈ uH

t do
14 Vi ← the corresponding VNR
15 z← 0 /* internal step */

16 if uH,i
t is ‘Embedding’ then

17 �
Ni
t ← ∅ and �

Li
t ← ∅

18 for n ∈ NVi do
19 Update NFz

t , EIz
t , AMz

t
20 if no available substrate node in AMz

t then
21 �t ← �t ∪ {Vi}
22 break
23 else
24 Gather the updated sL

z and hL
z

25 uL
z ← maxuQL(sL

z , u, hL
z )

26 �
Ni
t ← �

Ni
t ∪ {(n �→ uL

z )}
27 Save hL

z for next internal step
28 z← z+ 1

29 if all nodes ∈ NVi are embedded then
30 for e ∈ EVi do
31 Find the substrate path p using the

k-shortest paths while increasing k
32 if p is found then
33 �

Li
t ← �

Li
t ∪ {(e �→ p)}

34 else
35 �t ← �t ∪ {Vi}
36 break

37 if all links ∈ EVi are embedded then
38 �N

t ← �N
t ∪�

Ni
t and �L

t ← �L
t ∪�

Li
t

39 else
40 �t ← �t ∪ {Vi}
41 Perform the embeddings �N

t and �L
t to the substrate

networks
42 �V

t+1 ← �V
t+1 ∪ �t for the procedure at the next time

step t + 1

In Algorithm 1, the time complexity of the k-shortest path
algorithm is O(ms + ns log ns + k) [37], where ms, ns, and
mv refer to the number of substrate nodes, substrate links
and virtual links, respectively. Therefore, the overall time
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TABLE II
PARAMETER SETTINGS OF THREE SIMULATED NETWORKS

complexity of the proposed HCMARL-VNE is denoted as
O(mv(n+ ms + ns log ns + k)).

V. PERFORMANCE EVALUATION

This section describes the performance evaluation of the
proposed algorithm. The simulation environment is set up
using an i9-9900K CPU with 64-GB RAM and an RTX 3090
GPU with a Linux Ubuntu 20.04 LTS. The proposed algo-
rithm is implemented with Python 3.8 and PyTorch 1.9.0
where the NetworkX 2.5.1 Library is utilized to config-
ure the network environments. In addition, Torch-geometric
1.7.2 is used to construct the GCN model. The parame-
ters of three simulated network environments are described
in detail in Table II. The parameters of the HCMARL-VNE
algorithm are also described in detail in Table III. The param-
eters of the HCMARL-VNE algorithm are selected based on

TABLE III
LEARNING PARAMETER SETTING

our experiments to achieve the best results and appropriate
experimental runtime.

A. Simulation Environment

1) Didactic Network I: Didactic network I refers to a sim-
plistic and easy-to-understand environment used for represent-
ing our algorithm’s superiority. The experiment demonstrates
that a better episode reward can be achieved by postponing
the second VNR. This means that delaying the embedding of
the second VNR allows for more efficient resource allocation.

As described in Table II, three VNRs arrive sequentially at
time epoch 1, 2, and 3, where their CPU resource demands
are [6, 6, 6], [1, 1, 1], and [3, 3, 3] for all three virtual
nodes. In the substrate network, there are a total of three sub-
strate nodes, each with a CPU capacity of 10. Given these
constraints, it becomes infeasible to embed the virtual nodes
of all three VNRs into the substrate nodes. In the specified
didactic network, the substrate network’s capacity is limited
to embedding a maximum of two VNRs. The length of an
episode is equivalent to five time steps. Embedding the first
and second VNRs consumes seven CPU units, and thus it is
impossible to accommodate the third VNR. Consequently, this
approach does not yield optimal long-term revenue. To achieve
better long-term revenue, it is better to embed the first and third
VNRs while postponing the second VNR.

2) Didactic Network II: In the didactic network II, the sub-
strate network’s scale is expanded and the number of incoming
VNRs has increased to five. In the substrate network, the
substrate nodes and links have diverse CPU capacities and
bandwidth resources. Additionally, the five VNRs possess
varying CPU and bandwidth demands for their three virtual
nodes and two or three virtual links. They arrive sequentially
to the waiting queue at time epoch 1, 2, 3, 4, and 5. For the
VNRs, the maximum delay times on the waiting queue are
consistently five time units, but their service duration times
after successful embedding differ, with values of 10, 9, 8,
7, and 6, respectively. The length of an episode is equiv-
alent to 10 time steps. The combination of heterogeneous
substrate resource capacities and diverse VNR demands add
complexity to the VNE problem. In addition, it is crucial
to carefully consider the maximum delay time and the ser-
vice time when making decisions related to the problem.
All these factors underscore the necessity of developing an
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TABLE IV
EXISTING VNE ALGORITHMS FOR PERFORMANCE COMPARISON

effective VNE algorithm to optimize embedding performance
and efficiently manage network resources.

3) ISP Network: In alignment with a specification for
medium-sized ISPs, we have configured the substrate network
to comprise 100 nodes and 500 links. The CPU resources allo-
cated to the substrate nodes are uniformly distributed within
the range of 50–100 units. Similarly, the bandwidth resources
assigned to the substrate links are also uniformly distributed
within the range of 50–100 units. The arrival rate of VNRs
aligns with a Poisson distribution, with an average occurrence
of one VNR every 20 time units. The delay expiration time
at the waiting queue is set to 200 time units, while the serv-
ing duration follows an exponential distribution with a mean
of 500 time units. The number of virtual nodes for the VNR
is uniformly distributed within the range of 5–15 nodes. The
probability of a connection between two nodes is 0.5. The
CPU and bandwidth demands for virtual nodes and links are
uniformly distributed between 10 and 30 units. The overall
time span extends to a duration of 56 000 time steps, indicat-
ing that the length of an episode is equivalent to 56 000 time
steps.

B. Performance of Proposed Algorithm

The proposed HCMARL-VNE algorithm is compared with
four existing VNE algorithms, namely: 1) the heuristic base-
line (called Baseline) [6]; 2) RL algorithm using A3C and
GCN (called A3C+GCN) [34]; 3) the attention mechanism
using pointer networks (called PN) [29]; and 4) HRL-based
algorithm using DQN (called HRL-VNE) [37]. Table IV
describes the four VNE algorithms.

Fig. 8 represents the results of a comparison between
the proposed algorithm and existing VNE algorithms in the
didactic network I. The proposed HCMARL-VNE algorithm

Fig. 8. Effectiveness of the proposed algorithm in the didactic network I.
(a) Revenue results. (b) Cost results. (c) R/C ratio results. (a) Acceptance ratio
results.

Fig. 9. Effectiveness of the proposed algorithm in the didactic network II.
(a) Revenue results. (b) Cost results. (c) R/C ratio results. (a) Acceptance ratio
results.

demonstrates lower revenue, cost, and acceptance ratio than
other VNE algorithms until the time step 2. This result can be
attributed to an HL agent’s choice of “Postponing” action for
the second VNR. However, by embedding the third VNR in
the time step 3, the proposed algorithm achieved the highest
revenue (34 revenue) compared with the one (25 revenue) of
the other VNE algorithms. Although the cost increases due
to the embedding of the third VNR, the R/C ratio and the
acceptance ratio remain unchanged. The proposed HCMARL-
VNE algorithm is expected to achieve similar performance to
HRL-VNE if all VNRs are added to the queue at time step
t = 1. However, in the cases where VNRs are accumulated
step by step, such as in the didactic network I, HRL-VNE
would embed VNR #2 as it lacks the “Postponing” action. In
contrast, the proposed HCMARL-VNE would not embed, but
choose to postpone VNR #2, because it is trained to maximize
the overall long-term revenue.
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Fig. 10. Effectiveness of the proposed algorithm in the ISP network. (a) Long-term average revenue results. (b) Long-term average cost results. (c) Long-term
average R/C ratio results. (d) Long-term average acceptance ratio results.

The experimental results in the didactic network II are
shown in Fig. 9. In this particular network, the embedded
VNRs for each respective algorithm are as follows.

1) HCMARL-VNE: VNR #1, VNR #2, VNR #3, VNR #5.
2) HRL-VNE: VNR #1, VNR #2, VNR #3, VNR #4.
3) A3C+GCN: VNR #1, VNR #2, VNR #3, VNR #4.
4) PN: VNR #1, VNR #2, VNR #3.
5) Baseline: VNR #1, VNR #2, VNR #3.

Therefore, the performance of HCMARL-VNE, HRL-VNE,
and A3C+GCN surpasses that of both PN and Baseline in
terms of generated revenue. Moreover, the highest revenue
is achieved by the proposed HCMARL-VNE (76 revenue)
in comparison to HRL-VNE (70 revenue) and A3C+GCN
(70 revenue). This outcome can be attributed to HCMARL-
VNE’s strategic decision to postpone the low-revenue VNR
(the 4th VNR) while embedding the high-revenue VNR (the
fifth VNR). Also, with respect to the cost, HCMARL-VNE
(76 cost) is more efficient than HRL-VNE (76 cost) and
A3C+GCN (78 cost) because it postpones the high-cost VNR
(the 4th VNR) while embedding the low-cost VNR (the fifth
VNR). As a result, it can be confirmed that HCMARL-VNE
has the best R/C ratio. Hence, the proposed HCMARL-VNE
demonstrates the optimal results in terms of most performance
metrics.

In contrast to the results presented in Figs. 8 and Fig. 9,
Fig. 10 presents the long-term outcomes of a proposed algo-
rithm and provides a comparison with existing VNE algo-
rithms in the ISP network. Fig. 10(a) and (b) presents the

long-term average revenue and cost obtained up to 56 000
time steps. The HCMARL-VNE algorithm, as proposed, out-
performs all other compared VNE algorithms in terms of
both revenue generation and cost efficiency. Specifically, the
algorithm achieves the highest revenue among all compared
algorithms, while also recording the lowest cost. In contrast,
the baseline algorithm performs the worst in terms of rev-
enue generation, while also having the highest cost among
all compared algorithms. The PN and A3C+GCN algorithms
exhibit similar revenue performance. However, A3C+GCN
demonstrates superior cost performance compared to PN. This
suggests that A3C+GCN may be a more cost-efficient solution
than PN, while still achieving comparable revenue outcomes.
To summarize once again, the proposed HCMARL-VNE algo-
rithm efficiently manages the allocation of physical resources
to VNRs while embedding virtual nodes using potentially
shorter paths. These results obtained can be also validated at
Fig. 10(c), which provides a long-term perspective of the R/C
ratio for the four VNE algorithms. The efficient use of CPU
and bandwidth resources makes the proposed HCMARL-VNE
algorithm the best choice in terms of R/C ratio.

In Fig. 10(d), we also compare the long-term acceptance
ratio of the proposed algorithm with existing VNE algorithms.
For all the algorithms under consideration, the initial accep-
tance ratio is initially high, as the substrate network has
sufficient resources available to embed a large number of
VNRs. However, as time goes by, it often happens that VNRs
waiting in the queue cannot be embedded due to insufficient
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Fig. 11. Results of ablation studies of without-HL, without-mixing network, and HCMARL-VNE. (a) Long-term average revenue results. (b) Long-term
average cost results. (c) Long-term average R/C ratio results. (d) Long-term average acceptance ratio results.

resources, so the acceptance ratio gradually decreases, and
after some time, it converges to a certain value based on
the performance of each algorithm. As also shown in the
figure, the proposed HCMARL-VNE algorithm exhibits the
best performance in terms of the acceptance ratio. Because it
allocates the CPU and bandwidth resources efficiently, it can
embed more VNRs than others VNE algorithms. We assert
that the reason for this outcome is attributed to the effective
learning of the HL agent, enabling it to strategically per-
form the “Postponing” action for a waiting VNR. Furthermore,
the cooperation between multiple HL agents in selecting
VNRs to be embedded also contributes to achieving optimal
results.

C. Ablation Study

In this section, we show how effective the HRL and MARL
used in HCMARL-VNE are in improving the performance
of the VNE algorithm in an explicit manner. We imple-
ment two comparative versions of HCMARL-VNE. The first
one is “without-HL,” which just uses the LL single agent.
This algorithm treats all VNRs equally and allows agents to
process VNRs with the highest revenue first, ignoring the long-
term impact of each VNR embedding. The second one is a
“without-mixing network,” which still uses the HL agents,
but does not utilize the mixing network designed for coop-
eration in the training of the HL agents. This removes the
part where each agent comprehensively evaluates the actions
selected by others through a mixing network for cooperation
during training.

The results are shown in Fig. 11, which clearly demon-
strates that the proposed scheme outperforms the two com-
parative versions of it in terms of all performance metrics.
Furthermore, it indicates that the performance is significantly
lower when using only the LL single agent. Additionally, it
shows the beneficial impact of having multiple HL agents
on overall performance, even in the absence of the mixing
network.

VI. CONCLUSION

The study proposes a new approach called HCMARL-VNE
to efficiently solve the VNE problem through hierarchi-
cal cooperative MARL. This approach is novel and aims
to improve upon existing methods for addressing the VNE
problem. It divides the VNR embedding task into two lev-
els of agents: 1) HL agent and 2) LL agent. The HL agent’s
role is to choose the most feasible VNR from the waiting
queue with the highest long-term revenue potential. The LL
agent’s responsibility is to embed the selected VNR onto
the substrate network while taking into account the embed-
ding cost. This hierarchical approach aims to improve the
efficiency and effectiveness of VNR embedding. The simu-
lation results demonstrate that HCMARL-VNE outperforms
existing VNE algorithms in terms of long-term revenue, R/C
ratio, acceptance ratio, and reduced long-term cost. These
results suggest that HCMARL-VNE has the potential to pro-
vide significant improvements in VNR embedding efficiency
and cost-effectiveness. Therefore, the proposed HCMARL-
VNE has the potential to efficiently allocate network resources
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for various VNRs from SPs. This could be a significant con-
tribution to NS and NV, especially in the context of the
expanding 5G network and IoT market. As a future research
direction, HCMARL-VNE could be extended by incorporating
an explicit RL-based optimal path algorithm to further enhance
the performance of link embedding. Additionally, we will fur-
ther enhance the performance of the algorithm and address the
issue of long learning time.
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