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Abstract—The future will be marked by a highly intelligent,
automated, and ubiquitous digital world, requiring fast and reli-
able connectivity across physical, digital, and biological realms.
While multiaccess edge computing (MEC) has facilitated swift
connectivity between mobile devices and resource-rich cloud
servers, current state-of-the-art solutions may struggle to meet
the demands of compute- and bandwidth-intensive applications
in the envisioned digital society. To make up for the capac-
ity, 5G and the upcoming 6G expand the channel bandwidth,
exacerbating spectrum scarcity, and increasing network costs.
To enhance Quality of Service (QoS) and minimize expenses, a
recent proposal suggests parallel offloading using multiple radio
access technologies (RATSs) available on mobile devices, such as
Wi-Fi Direct, Wi-Fi, and 5G. However, these technologies dif-
fer in performance, including throughput, delay, and response
to physical conditions. Inappropriate marshaling of RATs can
lead to issues like out-of-sequence packets, resource wastage,
and reduced throughput, resulting in longer service delays. To
address this problem, we evaluate RAT performance and develop
a convex continuous nonlinear program (CNLP) to optimally uti-
lize their capacities, ensuring load distribution aligns with their
performance. Additionally, we optimize capacity distribution at
relay nodes to ensure smooth MEC data transfer based on incom-
ing load. Numerical results demonstrate significant improvements
in terms of throughput, delay, and QoS compared to other
techniques involving multiple RATs for computation offloading.

Index Terms—5G, delay minimization, multiaccess edge com-
puting (MEC), multiradio access technology (Multi-RAT) trans-
mission, Wi-Fi, Wi-Fi Direct.

I. INTRODUCTION

ULTIACCESS edge computing (MEC) has been

paramount to research for about a decade [1]. It is
a fabulous way to make mobile devices appear to execute
high-processing gaming, demanding scientific algorithms and
computations despite their limited processing power, storage,
and battery size. Notably, significant advancements have been
made in this field. However, as we are forging forward to
a fully connected digital world, the current state of the art
may fall short to accommodate the explosive growth in the
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number of wireless devices and real-time bandwidth-intensive
applications, such as virtual/augmented reality, holographic
telepresence, Internet of Everything, smart grid 2.0, Industry
5.0, and robotics for their stringent requirements [2]. These
applications demand ultrahigh data rates, real-time access to
powerful computing resources, ultralow latency, and excep-
tional reliability and availability, which already surpass the
network capabilities of current infrastructure [3]. To realize
the envisioned digital world of the next decade and support
such services and applications, both 5G and the upcoming 6G
networks enhance communication capacity by extending the
channel bandwidth [4]. This exacerbates the already daunting
spectrum resource scarcity and adds to the cost of the network.
Finally, the advent of Massive IoT, 6G, and MEC itself will
result in a massive proliferation of devices, leading to disrup-
tive changes in networks and applications. With large number
of clients and requests, servers, and their variables, the exist-
ing solutions for MEC can no longer withstand the service
requirement of future applications [5].

Our next-generation wireless networks are expected to
have enormous capacity to accommodate the ever-increasing
demands from bandwidth-intensive applications [6]. Different
techniques, such as massive multiple-input-multiple-output
(MIMO) and beamforming [7], spatial multiplexing [8], multi-
band transmission [9] [10], channel bonding and bandwidth
aggregation [11], and prioritized processing [12] have been
devised to keep up with the rapidly growing real-time band-
width hungry applications. However, due to new applications’
stringent performance requirement, MEC communication still
struggles to provide adequate connectivity [13]. Therefore, to
meet the service delay requirement of the MEC applications,
we exploit the idea of simultaneous offloading over multiple
radio access technologies (RATs) [14].

A. Multi-RAT

The concept of multiradio access technologies (Multi-RATs)
exploits the fact that today’s smartphones are equipped with
multiple RATs. Starting with 4G/5G, our smartphones are con-
nected to macro-base station (BS) to provide broad coverage.
On the other hand, Wi-Fi, based on the IEEE 802.11 stan-
dard, provides ultra fast connectivity, but confined to a local
area network. Similarly, Wi-Fi Direct is a peer-to-peer WiFi
standard for device-to-device communication without involv-
ing intermediary central access point or router [15]. Wi-Fi
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Direct has been shown to be a successful avenue for task
offloading [16].

B. Why Multi-RAT?

Historically, network densification and channel bandwidth
expansion have been the go-to solutions for enhancing network
capacity and improving Quality of Service (QoS) [2]. This
adds to the cost of the network and rather makes the situa-
tion worse by devouring the already scanty radio spectrum.
Furthermore, 5G networks are optimized for high data rates
over short distances [17]. Applications that demand high
data rates over long distances have a huge impact on its
performance. Therefore, it may be advisable to complement
5G with WiFi to improve QoS in areas where a single RAT
may not be adequate. Additionally, in situations where a cer-
tain RAT underperforms, we have the flexibility to redistribute
its traffic load to an alternative technology.

Taking into account these factors, we aim to use all three
RATSs concurrently to offload computationally intensive tasks
to MEC servers. Moreover, while improving network capac-
ity has received significant attention, cost reduction has been
largely neglected. Given the cost associated with 5G and
6G, multi-RAT offloading mechanism will be a viable solu-
tion for delivering MEC services in low- and middle-income,
addressing the challenge of affordable broadband connectivity
while also enabling the provision of high-end MEC services
in high-income economies.

C. Our Contribution

While Multi-RAT does offers flexibility in leveraging the
unique characteristics of each RAT in relation to distance,
interference, physical barriers, weather, and deployment envi-
ronment, an ineffective scheduling scheme may prove coun-
terproductive, drastically affecting throughput and adding to
service delays as a result of out-of-order transmission and
reception of data packets and underutilization of system capac-
ity. To address packet reordering, the transmission control
protocol (TCP) employs a receiver buffer to store and reorder
out-of-order packets based on sequence numbers assigned by
the sender. TCP allows a maximum packet reordering of
two positions, beyond which it is considered as loss [18].
Consequently, transmission window reduction occurs due
to perceived unfavorable channel conditions, leading to a
decrease in transmission rate and the adoption of lower order
modulation to compensate. Additionally, a disproportionate or
equally distributed load among radios can result in underuti-
lization of capacity. For instance, if the fast RAT completes its
transmission while other radios are still active, the idle time
of the faster RAT could have been utilized for additional data
transmission. Moreover, the MEC server must wait for data
from slower RATs before processing the received data from
the faster RAT.

Using multiple RATs concurrently has garnered attention in
recent studies. These investigations encompass a range of tech-
niques and protocols with diverse objectives and approaches
for modeling the computation offloading process. For instance,
works, such as [14] and [19], distribute tasks across RATS.
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This can introduce delays due to packet reordering as tasks
experience different delays on different RATs. Certain tech-
niques, like the one proposed in [20], select the best radio-edge
server pair instead of using multiple RATSs simultaneously.
Additionally, the approach presented in [21] partitions the
tasks based on the processing capacities of user equipment
(UE) and the MEC server. Nevertheless, this technique does
not account for gaps between the RATs or queuing analysis
that are leading causes of out-of-order packet arrivals.

Considering these factors, we propose an analytical model
that aims to optimize scheduling, capacity utilization, and
distribution in order to maximize system throughput and
minimize end-to-end communication delay. We ensure that
simultaneous arrival of packets is achieved without causing
out-of-order packet reception. The main contributions of this
article are as follows.

1) We formulate a continuous nonlinear program (CNLP)
in order to optimally utilize the available capacities
of the RATs. The proposed CNLP, solved through
Lagrange’s multiplier theorem for several constraints,
avoid the reordering delay by equalizing communica-
tion delay across all the RATs equal thereby varying
the load on the RATSs according to their performances.
Capacities and performance of the RATs are computed
a priori.

2) We develop a technique that optimally distributes the
capacity at the relay node among different users accord-
ing to the incoming traffic load, so that MEC traffic is
relayed without disruption.

3) We develop a packet scheduling technique that dis-
tributes the traffic among the RATSs in such a way that
packet order is maintained at source and destination
thereby completely avoiding packet reordering delay to
keep the throughput intact.

The remainder of this article is structured as follows. In
Section II, we give a brief overview of the state of the art
on computation offloading over multiple RATs. In Section III,
we will discuss our computational offloading over multi-RAT
model and describe our problem formulation. We solve the
formulated problem in Section IV. In Section V, we incor-
porate spatial and temporal variation in channel. We discuss
performance evaluation in Section VI. Finally, the conclusion
and future work are given in Section VII.

II. LITERATURE SURVEY

Computation offloading is one of the oldest topics of com-
puting and probably the main motivation behind computer
networks, as can be seen in the memo shared by Licklider
in 1963 [22]. More recently, the increasing popularity of
bandwidth hungry applications in conjunction with mobile
devices brought this issue into limelight. Computation offload-
ing to remote central cloud servers is often unsuitable for
real-time applications, as the transmission distance and number
of hops required to reach a central computing node typically
incur latency of several tens of milliseconds, with compa-
rably high jitter. MEC, on the contrary, outdoes traditional
cloud computing by significantly enhancing the capabilities of
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capacity-limited mobile devices thereby remarkably reducing
the service delay [23]. It is for this reason that MEC manifests
itself as promising technology for extending the computation
and storage capabilities of mobile devices.

We acknowledge that over the last few years there have
been a large number of studies focusing on the technical
aspects of the MEC [24], [25]. Most of the solutions are sin-
gle RAT-based and are inadequate to incorporate several key
characteristics and are often too simple to reflect real-world
scenarios. In the following discussion, we shall divide our
review of the literature into two parts. We shall review the
shortcomings in the existing offloading techniques in general
and then in the second part, we shall review the work done in
the context of multi-RAT systems.

A. Computation Offloading in General

Computation offloading techniques and protocols differ in
purpose and how they model the computation offloading pro-
cess. A detailed review of computation offloading modeling
is given in [26]. Most of the existing works have assumed
constant values for several important parameters, such as
signal-to-noise ratio (SNR), bitrate, received signal power,
path loss, etc. [27], [28], [29], [30]. Similarly, [31] has
considered constant values for transmission and processing
delay. Assuming constant values for these important param-
eters is not realistic and leaves little room for improving
the performance. Similarly, several techniques assume that
static offloading where network haphazardry (i.e., the fact that
networks are dynamic in nature) and spatiotemporal variation
in the network is ignored [32], [33], [34]. With user mobility
and nature of applications combined with variation in wireless
channels, MEC-based wireless networks are highly dynamic.
Therefore, using deterministic optimization models fall short
in real-life scenarios.

In some recent works, to make efficient use of
resources, [35] considers local computation by partially
offloading the tasks to MEC servers. The authors consider
both single as well as multiusers scenarios of MEC resource
allocation for computation offloading, which are solved by
branch-and-bound and iterative-based heuristics, respectively.
Schemes, like partial offloading, require perfect user-MEC
server-remote cloud coordination that leads to high signaling
overhead. Moreover, these schemes assume that a task can be
arbitrarily divided into subtasks which is an unreal assumption.
To further ameliorate the resource allocation, Wu et al. [36]
investigated the efficiency of deep reinforcement learning and
developed solutions for joint resource allocation and energy
minimization based on deep Q-networks (DQNs). The authors
developed techniques based on DQN, convex optimization,
and traditional Q-learning. However, offloading learning pol-
icy is for fixed topology and given the efficiency of DQN, they
are not suitable for edge video processing. The goal of min-
imizing energy consumption and processing delay is carried
forward in [37], where the authors have developed an evo-
lutionary algorithm that jointly optimizes energy consumption
and processing delay and attempts to find pareto-optimal point
between energy consumption and processing delay.
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Computation offloading is also investigated in vehicular
edge networks (VECs) in [29], where the authors have worked
on selecting least congested edge server with an aim to
minimize cellular hand-offs to avoid obstruction in computa-
tion. Furthermore, [38] has proposed unmanned aerial vehicle
(UAV) as MEC server. Assuming MEC servers in remote or
disaster-hit areas are not deployed overnight; in conjunction
with the cost-benefit reasons, UAV-enabled servers can be a
plausible mechanism to make up for the infrastructure-based
MEC servers. Qin et al. [38] have given time-varying priority
to the reconnaissance task and total reconnaissance utility has
been maximized through an optimization problem.

To summarize, given the dynamic nature of MEC appli-
cations and wireless networks, the assumption taken in most
of the existing solutions is not at par with real world. The
networking and processing models have several flaws, such
as taking fixed delays, loads, and capacities. Moreover, the
fact that BS serves as a relay node and that the transmission
capacity and communication-related delays post- and pre-BS
can be different is ignored. Furthermore, the existing solutions
are not scalable enough to cope up with massive IoT and ser-
vice requirements of future applications. Therefore, we need a
solution that is scalable, flexible, and completely represents the
actual networking and processing operation of the real world.

B. Parallel Offloading Over Multi-RAT

The co-existence of Wi-Fi and macro-cell networks, such as
LTE, has been a widely studied research area [39]. However,
in WiFi-LTE-integrated networks, only a portion of the capac-
ity of the WiFi AP is used, and data are offloaded to
Wi-Fi with the aim of improving the cost and throughput
of a cell. Similarly, most of the studies investigate downlink
performance [40]. We, on the contrary, investigate the syn-
ergy of WiFi, WiFi Direct, and cell network, and offload the
data to a remote server and use any portion of capacity of
any RAT depending upon the channel condition. Leveraging
multi-RATs in the context of MEC offloading has been car-
ried out in [14], [19], and [20]. Within this frame of reference,
Braud et al. [14] offloaded data on the basis of the tasks in
mobile augmented reality context. For instance, one task is
sent over one RAT while another task is sent over another
RAT. Distributing data on the basis of the computational
tasks can lead to packet reordering delay as they can be of
different sizes. Moreover, performance is measured on the
basis of the transmission delay and (Load/Bandwidth) met-
ric. Different important parameters, such as queuing delay,
processing delay at the node, and congestion, are ignored.
Offloading augmented reality requests have also been contem-
plated in [41] with a totally different direction. The authors
have come up with an idea of generating new revenue streams
for network service providers by reward maximization through
task offloading in AR applications. However, the proposed
algorithm is based on online learning which still has to cope
up with the issue of high velocity of data with time-varying
distribution.

Multi-RAT offloading is further carried forward in [20]
where the proposed algorithm requires the end node to send
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Fig. 1. Simple illustration of multi-RAT multipath computation offloading.

all the information to the relay node, such as required latency,
data rate, average packet length, average packet arrival rate,
required computing power, and so on. We believe, relying on
real-time values of scores of parameters for real-time appli-
cations will make the job cumbersome and will defy the real
purpose of task offloading in real world. Moreover, the radio-
access technologies are not used simultaneously, rather the
choice is made for best radio-edge pair. Finally, a detailed
analytical framework of the presented work is also missing.
Similarly, [19] distributes data flows on the basis of tasks
which is subject to packet reordering delay.

We argue that load, when offloading, must be distributed
among RATs according to the data size rather than tasks
be sent over different RATs. This distribution must be done
according to the channel health and performance of the link
which must be duly computed. In addition, the system should
maintain the order of the data packets.

III. COMPUTATIONAL OFFLOADING OVER MULTI-RATS

In this section, we first introduce the multi-RAT computa-
tion offloading MEC model considered in our work, followed
by a description of our proposed computation offloading.
After that, we will formulate the problem for multi-RAT
simultaneous computation offloading.

A. Assumed System Model

Our assumed system model is summarized in Fig. I.
Starting from the end node, we have a smartphone as UE that
acts as a source node. The UE is equipped with multiple RATS,
such as 5G Transceiver, Wi-Fi, and Wi-Fi Direct. We assume
that it is in range of a 5G BS, Wi-Fi access point, and occasion-
ally, a peer device comes in its transmission range. Therefore,
it can transmit through 5G, Wi-Fi, and Wi-Fi Direct simul-
taneously. In the figure, a peer is any device that serves as a
relay node and has same features as the end node itself, that is,
any device capable of transmitting over 5G, Wi-Fi, and Wi-Fi
Direct. In the figure, the end node is mobile in nature whereas
the Wi-Fi access point and 5G BS are fixed. We also assume
that Wi-Fi access point and 5G BS can serve multiple users
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TABLE I
SUMMARY OF NOTATIONS

Notation ~ Description

Dy Delay when computation performed locally

Dg Delay of the slowest radio when task are offloaded
over v RATSs

A Packet re-ordering delay

é Packet retransmission delay

(S Propagation Delay

AU Traffic Load on a particular link «

dy, Delay of the link u

D, End-to-End Delay on RAT r

Gi Capacity of RAT ¢

I Packet length

Ry Data rate of link w

A Packet Arrival Rate

Au Load on link (u)

L; Load on link %

hy- Load share ratio of an arbitrarily chosen radio r

Tsq Traffic from node s to node d

Tij Delay of the link u

m Upper limit for the number of hops

simultaneously. Both the Wi-Fi AP and 5G BS are connected
to a single MEC server by optical fiber connection.

Suppose a task has been generated by the application, the
end node has two options, either execute the task locally or
offload the computation to MEC server. Thus, service delay
can be mathematically expressed as follows:

1, Dy
D_{Z,D:—i-A—i-(S M

here D; is the service delay when a task is executed locally.
Service delay in this case includes computation delay and
queuing delay, that is, the time the packet waits in the queue
to get the processor. Similarly, D/v, is the service delay of the
slowest RAT when a task is offloaded over v number of RATs.
Service delay in this case also includes transmission-related
delays in addition to packet reordering delay (A) and retrans-
mission delay (8). Packet reordering delay is incurred when
packets arrive out-of-order at the MEC server. Packet retrans-
mission delay is incurred when because of the gap between
the received packets, receiver is unable to order the packets
as per the sequence number and asks the sender to retrans-
mit the packets. Further details about packet reordering and
retransmission are given in Section III-C. Finally, the upper
bound for v depends upon the number of RATs available as
we assume not all RAT's are available all the time, for example,
a peer node may be unavailable, channel conditions on cer-
tain RAT may not be favorable for transmission or a remote
area where macro-cellular services are accessible. For better
understanding, key notations are summarized in Table 1.

If a task is executed locally, the service delay will be the
sum of processing time and the time it waits in the queue to
get the processor. Assuming Poisson processes with rate A,
if ¢ is the processing capacity of the device, processing time
will be 1/u¢, where p is the size of the process. Similarly,
the queuing time will be A/((1¢)(u¢ — A)). Therefore, the
service delay if the task is executed locally will be

1 A

= — 4= 2
M§+M§(u{—?~) @
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We will formulate the service delay for the offloaded task
in the next section. Next, suppose the task is computationally
intensive and cannot be executed locally or local execution
time is very large from what would have been if the task was
executed locally, that is

Dy >>D,+ A+36. 3)

It has been shown that multiaccess edge servers are capable
of achieving better computation performance than local com-
putation schemes in the number of studies [36]. Therefore,
let us assume the end node opt to offload the task to the
MEC server to speed up the processing. Now, the questions
arise how much traffic load should each RAT get, and how to
schedule the traffic among the RATSs to avoid packet reorder-
ing delay at the receiver’s end. Therefore, once the system
decides to offload the task, the goal is to minimize the delay
while keeping in view these considerations. We would also
like to mention that following the general notations trend, ©
will be used as the packet length and A will be used as data
load.

B. Delay When Computation Offloaded

In this section, we provide the mathematical model for com-
putation offloading and formulate the objective function for
our proposed CNLP.

When computation offloading is decided, other than the
processing delay and queuing delay mentioned above, we
will have transmission delay and slot-synchronization delay
for wireless network data transmission. The data in wireless
networks is governed mainly by four different types of delays,
namely, queuing delay, slot synchronization delay, transmis-
sion delay, and propagation delay [42]. When a data packet
arrives at certain node, it is kept in the queue before it gets
its turn for processing or transmission. This is the time the
packet spends in routing queues and is called queuing delay.
Queuing delay depends upon the capacity of the transmitter
and packet arrival rate. Denote p as the packet length, ¢, as
the capacity of the link (&), and A, as the load on link (u): the
average queuing delay for a single link (#) can be obtained as
A/ (&) (U8 — Ay) [43]. Similarly, assuming a time-division
multiple access (TDMA)-based transmission where synchro-
nization among the nodes is important, slot-synchronization
delay will incur when the node has to synchronize its oper-
ation with the neighboring wireless nodes. The packet will
wait for getting its designated time slot before it is transmit-
ted. Average slot-synchronization delay can be obtained as
17218, [42]

After getting its designated slot, the packet is transmitted
into the link. The associated delay is given by 1/u¢,. Finally,
time taken by the signals to propagate from source to des-
tination is referred to as propagation delay, which depends
upon the propagation distance of the signal [44]. We can see
that these delays will keep adding as the packet traverse relay
nodes. Combining the four quantities, we get packet delay of
the link (1) as follows:

_ 1
_zﬂgu M(u_)\u

dy, +06 4)
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here © is the propagation delay. Let the total number of hops
from source to destination be m; for any arbitrarily chosen
RAT r, our goal is to minimize the following:

m 1 1 m
Dr:;(zugu +M§u_)¥u>+;®u ®)

where ¢, and A,, respectively, are the capacity and load of
link u. For the same packet size, (5) shows that delay is a
function of the capacity of the link and the load. Therefore,
in order to minimize the delay, we must optimize the load on
the RATs in order to optimally utilize the obtained capacities.
Since the propagation delay is independent of capacity and
load, and only dependent on distance, its value is added at the
end of the computation.

C. Continuous Nonlinear Program Formulation

We assume that the source node is mobile, and its trans-
mission capacity is driven by its SNR which is primarily
a function of its distance from the relay node. Assuming
both WiFi and cellular networks are equipped with sched-
uled access [45], Nonorthogonal multiple access (NOMA) and
beamforming capabilities [6], [46], both the technologies have
interference suppression. Therefore, we ignore the interference
and take the SNR obtained as a result of distance and operat-
ing environment only, for computing the transmission capacity
of both the RATs. Moreover, we develop a technique to han-
dle any change in channel condition due to SNR or other
factors in Section V. Furthermore, for computation purposes,
instead of relying on transmission capacity, we take a more
practical approach by considering the number of bits per sec-
ond received successfully which is essentially synonymous to
system throughput. If BER,, is the bit error rate and R, is the
data rate of link u, we can write the capacity as follows:

tu=(1-BERY' x R, (6)

where [ is the packet length. The bit error rate (BER,) of
the channel taken here is after applying a low-density parity
check (LDPC) correction code. To optimally utilize the avail-
able capacity, the load can be contrived in a way that makes
maximum use of the available capacity as disproportionate or
equally shared load will lead to underutilization of capacity
as discussed in Section I-C. Here, it may be noted that with
equally distributed load, the channel and the time slot of the
faster RAT, once done with transmission of its load share, can
be employed by other nodes in the network. However, the
radio of the UE remains idle despite the fact that there exist
data load which the UE has allocated to other RATS.
Moreover, the MEC server cannot take action on the trans-
mitted data as it is waiting to receive the remaining data.
Therefore, the processing at the MEC server is hampered by
the slow RATs. Additionally, if the order of the packets at
the receiver is different from the order of the same pack-
ets at the sender, the processing will be further hindered by
packet reordering. In case of out-of-order reception, packets
are cached in the receiver’s buffer and reordered according to
the sender’s sequence number. Consequently, the transmission
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window is reduced, as these losses are attributed to unfavor-
able channel conditions. As a consequence, the sender drops
the transmission rate, that is, using a lower order modulation,
in order to make up for the change in channel condition [18].

As aresult, we see a sharp decline in the system throughput.
The decrease in transmission rate as a result of reduction in
transmission is clearly underutilization of the available capac-
ity. This situation can be made up for if the delays of all the
RATs are equal. Therefore, the first objective of our system is
to make the delays of all the RATSs equal, that is

D, =D, = D,. 7

In (7) D,, Dy, and D, are the delays of the three arbitrarily
chosen RAT r, ¢, and v. For (7) to hold, it is necessary for
the participating RATs to always assume some load during
the transmission

h->0 VYA>0 3)

here h, is the load share ratio of an arbitrarily chosen RAT r
and A is the total load. It follows that sum of load share ratios
of all three RATSs cannot exceed 1, that is

Sh=t, ©)
r=0

Equation (9) ensures that sum of loads on individual RATs
cannot exceed total incoming load, that is

vV

Z Ar = A.
r=1
In (10), A, is the load on RAT r while A is total load gen-
erated by the device. Moreover, load on the RATs cannot be
negative. Therefore, we have to make sure that load share
ratios of all the RATs are always positive

(10)

h, > 0. (11

Finally, the load on a RAT cannot exceed its capacity

v
Y <t
r=1

Equations (7)—(12) ensure optimal capacity utilization and
in-order delivery of packets to the destination. To summa-
rize, the control variables in (7) ensure that delays of all the
RATs are equal. In (8), if a RAT is participating, it should
always carry some load. Equation (9) make sure that if is
load expressed in terms of ratio, the sum of ratios of individual
RATSs do not exceed 1 which is supported by (11) to make sure
that ratio of a load share cannot be negative. Equation (10)
ascertains that sum of loads that individual RATSs carry do not
exceed the total load. Equation (12) is to confirm that load can-
not exceed the capacity of a channel. Based on the discussion
above, we formulate a CNLP where our objective functions
are as follows:

12)

minimize D,
s.t. (3), (6)—(12)
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where D, is the delay of arbitrarily chosen RAT r. Minimizing
delay of one RAT will ensure that the delay of all the RATs
is minimized as given in (7).

The objective function of the formulated problem exhibits
nonlinearity, with all parameters being continuous in nature.
In the context of linear problems, a key criterion for achieving
optimal capacity utilization and minimal delay in all scenarios
is the establishment of equal residual capacity to total capacity
ratios across all RATs [47]. However, the applicability of such
a solution is not guaranteed for nonlinear formulated problems.
To ensure the correctness of any locally derived solution as the
global solution, it is imperative to establish the convexity of
our formulated problem. A comprehensive proof outlining the
convexity of the problem is provided in Appendix A.

IV. CAPACITY OPTIMIZATION

In this section, we solve our formulated CNLP to optimize
capacity utilization at the source node. After that, we optimize
the capacity at the relay node where it is shared among
multiple receivers connected to it.

A. Optimizing Capacity Utilization at Source Node

In this section, we develop a solution for the proposed
CNLP. We use Lagrange’s multiplier theorem for several con-
straints. The goal here is to find the optimal loads share A;
for all the RATs for which the delay is minimum. Using
the Lagrange multiplier theorem, we rewrite our problem
as follows:

1 1 n
G = + —KilA— Ay
<2M§u ney — )m) ! ( ; )

— K(C1) — K3(C2) — -+

13)

In (13), Ki, K3, ... are Lagrange multipliers, X is the total
load, A, is the load RAT r will get, and Ci, C», ... are the
constraints defined in (3) and (6)—(12). Taking partial deriva-
tive of (13) with respect to every variable and equaling to 0,

we get
2 L(—etate
Wer — A _M§r< 2u
! + ! ) (14)
Mer—Ar uo — A+ A+ A
From (7), we have
! ! = ! + ! . (15)
2usr  uGr = Ay 208 G — Ay
Solving (15) for X;, we get
= w8 (Ar(38r — &) — 3 (& — Et)). (16)

Ar(Gr — &) — w&r(Gr — 381)

Finally, A, for RAT v can be obtained by subtracting A, and
A from the total load, that is, A, = A — A, — A,;. The proof that
Ar, A, and X; are optimal load shares that optimally utilize
the available capacity is given in Appendix B. It is important
to note that the channel condition is subject to time variation,
with changes in physical conditions leading to fluctuations in
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channel quality. Consequently, the aforementioned load allo-
cations may no longer remain valid in such instances. Thus, it
becomes necessary to account for the changing channel con-
dition when determining the load allocations. The procedure
for incorporating this change is outlined in Section V.

B. Optimizing Capacity Distribution at Relay Nodes

According to our system model, the peer node, the Wi-
Fi access point, and the 5G BS are serving as relay nodes.
Capacity utilization at the relay node is different from that
at the source node. Unlike the source node, capacity at the
relay node is shared among multiple receivers connected to it.
If ¢; is the total capacity of the relay node and k users are
connected to it, mathematically, we can write

k
&= Z Su-
u=1

Relay nodes will be a major bottleneck if packets are not
relayed smoothly as a result of dwindling capacity. We over-
come this situation by optimizing the distribution of the total
capacity ¢, such that ¢, for link u is optimal according to the
load A, on it.

Suppose a packet travels from source s to destination d, let
the traffic from source to destination be T,; and the traffic in
other direction be Ty;. Also, let there be N sources and M
destinations in the network. Therefore, total traffic (T') in the
network will be

7)

(18)

N M
T=>" (Tsa+ Ta).
s d

Next, consider two nodes i and j. Let the link between i and
j be u and the load on the link u be A,. Also, let T, be traffic
load of another node n passing through link u. If there are N
nodes in the network whose traffic load passes through link u,
total load on link u is given by

N
Ay = Z T,.
n=1

We know that each link carries a fraction of total traffic load
of the network. Assuming the number of links from source to
destination is essentially the number of hops and if 7 is the
average number of hops that data take from source to desti-
nation, mathematically we can express the fraction of traffic
load per hop as follows:

19)

Sy Ta
SN (T + Ta)

Let 7;; be the delay of the link u. We can exploit Little’s
law to get system delay (I") as follows:

N

= 2 =1 T . T

= E i
N Y (Toa + Tas)

Assuming M/M/1 queuing system with capacity ¢; and
Poisson arrival with an average of A; packets and average

n=

(20)

N

21
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Algorithm 1: Multi-RAT Traffic Offloading

Input: A and ¢, &, ¢, of the three RATs r, ¢, v
Output: Communication Delay

while true do

e RAT performance computation

1. Compute end-to-end performance of every RAT using

(5).

e Optimal capacity Uuilization at source link

1. Compute the three load shares using (14) and (15).

2. Assign the obtained load shares to the RATSs in such a
way that minimizes the delay.

e Capacity optimization at relay nodes

1. Determine incoming MEC traffic and its outgoing link.
2. Assign the capacity on its outgoing link according

to (26).

end while

service time of 1/u¢;;, 7;; can be obtained as follows [43]:
B 1
here (v is the average packet length. Using the value of 7
in (21), we get

7 (22)

N
_ Sy Ta _ 1
SN SM(Toq + Tas) & — ij

Using (18) and (19), and replacing ij with u, we can
rewrite (23) as follows:

n

= l . Z L

T M{u - )m

Equation (24) shows the significance of capacity for system

delay. In order to minimize the system delay, we must

optimize the capacity. We again use the Lagrange multiplier

theorem [48] and rewrite our capacity optimization problem
as follows:

r

(23)

(24)

k
(25)

k
1 Au
W== —— —K —
T Z M{u - )Vu (X_: Cu é-l>

u=1 u=1
here K is the Lagrange multiplier and (Zﬁzl Ly — &) is the

capacity conservation constraint as shown in (17). Taking
(0W/0¢,) and equaling to 0, we get

G R
Su " + ST (26)

Equation (26) shows the capacity that a link u will get
according to its load X,. Having obtained optimal load shares
and capacity at relay nodes optimized, we briefly highlight our
proposed MEC offloading technique in Algorithm 1.

While it is true that the service delay of local process-
ing is larger than offloading the tasks to the MEC server,
the proposed technique will compute end-to-end delay of all
the RATs as described in Section III-B. Based on the perfor-
mances of RATSs, optimal load shares are computed as shown
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in Section IV-A. Next, we allocate the obtained load to RATS.
The load allocation mechanism and the choice of relay nodes
are described in Appendix D. Having transmitted the traffic
at the source node, we make sure that MEC traffic is relayed
smoothly at the relay node. Therefore, capacity is optimized
at the relay node as explained in Section I'V-B.

Traditionally, macro-cellular technologies employ propor-
tional fair scheduling, that is, capacity is allocated according
to the weight of the traffic load while Wi-Fi employees a
throughput-based fairness model, that is, capacity is shared in
way to give all the nodes equal throughput [49]. Therefore, the
throughput of macro-cell and Wi-Fi is, respectively, given by

widi
ty = 27
Y wi

u

nog

here w; is the weight of the user i. We, on the contrary, argue
that capacity must be shared according to (26).

V. MANAGING CHANNEL VARIATION

In Section III-B, we computed RAT performance in terms
of delay from source node to destination and in Section IV,
we showed optimal load distribution according to the obtained
performance. However, as a result of change in channel con-
dition, performance estimates obtained may become soon
outdated and as a result, the load distribution and capacity
optimization effectuated may not hold and the constraints may
be violated. Confronted with such a situation, we have to allo-
cate the load in such a way that the impact of the change in
the performance is averted. Furthermore, we have to identify
how frequent the RAT performance must be updated in order
to reap the correct performance.

A. Frequency of RAT Performance Update

Given the temporal variation in a wireless channel, it is
important to identify a suitable interval and frequency of RAT
performance update, that is, how frequent should the RAT
performance be updated to get the optimal performance? With
larger interval between two consecutive performance updates,
there is a possibility of decreasing performance due to stale
information. Likewise, smaller intervals will result in sacrific-
ing the bandwidth for network updates and making the task
cumbersome. Performance of a RAT is subject to user mobil-
ity and network load in addition to the small-scale channel
fading. Optimizing RAT update interval with respect to both
instantaneous position and network load simultaneously is NP-
hard and beyond the scope of this article. However, we strive
to find a suitable interval that satisfies the performance of the
network.

We propose a dynamic performance update interval as
shown in Algorithm 2. The interval between two consecutive
performance update varies according to the variation in the
performance and will keep increasing as long as the variation
(increase as well as decrease) in the performance is within the
acceptable limit. Moreover, for data transmission at a particu-
lar instance, the performance of a RAT is estimated by taking
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Algorithm 2: RAT Performance Update

Input : WMA, Time (n) and Performance
Output: Performance Update Interval

1 Update performance for n = 2 seconds.
2 Transmit current data.

3 Take WMA of last n seconds.

4 while true do

5 n<n+1;
6 Go to Step 2
7 end

8 Go to Step 1

the weighted moving average (WMA) of performance of last
n seconds from the time the performance was last updated.
Whenever the variation in the performance of a RAT is greater
than certain threshold, the current data are transmitted using
technique shown in Section V-B and performance is updated
immediately. It may be apropos to mention that for WMA,
we need at least two samples. Therefore, performance statis-
tics are taken for next 2 s. Consequently, the minimum value
of the loop counter n is 2.

B. Managing Change in RAT Performance

Suppose there is a change in the performance of the RATs.
Such a situation will lead to a violation of the constraints
defined above unless the performance of RATs is updated.
For example, with the change in channel condition, the delay
of RATs will be different, thus violating the constraint defined
in (7). Here, we attempt to temporarily reinstate the constraint
before the performance of the RATs is updated in the next
interval. This is carried out by adding certain amount of load
to the faster RATs. Adding load will increase the delay of
the faster RATs, thereby bringing them at par with slower
RATs. This process is performed in three steps. In the first
step, we determine how fast the faster RATS are with respect
to the slowest RAT. Denote D, as the delay of the fastest RAT,
followed by D; and D, being the slowest among all the three.
With this information given, the following holds true:

D,=D;—A=D,—B. (29)

Assuming D, is the slowest RAT, D; is faster than D, by
A s (hence, A ws subtracted from it) while D, is faster than
D, by B ws. With simple manipulation of (7), A and B can be
obtained as follows:

:L(gl_§r>+(ﬂgt_kt_ﬂgr+)\r> (30)
2 &rée (e — A (uer — Ap)

:i(gv_gr)_i_(Mé‘v_)\v_,ué‘r'i‘)\r). (31)
2 &réy (Gy — Ap)(r — Ap)

In the second step, using (30), we derive (32) to get the
equivalent load of A us, that is, A4

L 3 241283
AT T 24u

here ¢4 is the capacity of the RAT used with A which happens
to be ¢ as per (29). Similarly, we can derive expression for Ap

(32)
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Fig. 2. Assumed topology where an end user inside a building is served by
a peer device, Wi-Fi access point, and 5G macro-cell technology.

using (31) or simply by replacing A with B and capacity of
RAT ¢ with capacity of RAT v in (32).

Assuming traffic load is continuously being generated by
the user, in the third step, we add A4 and Ap amount of load
to their respective RATS, 7 and v, respectively, in this case,
to make the delays equal. Adding loads 14 and Ap to RAT ¢
and v, respectively, (29) will become

1 m
+ +> 0,
I‘Lgu_)‘A> u; }
m 1 1 m
=D, + {Z<2mu o —AB> +Z®u}. (33)

u=1 u=1

m

D’:D’+{Z<2ulc

u=1

The new delays of the three RATs are now equal. The
change in RAT performance is incorporated.

VI. PERFORMANCE EVALUATION

In this section, we provide mathematical comparative anal-
ysis results to show the performance of our proposed scheme.
We call our proposed scheme “multi-RAT parallel offloading
(MPO)” and compare our performance with 5G, Wi-Fi, and
Wi-Fi Direct and schemes that distribute the load on the basis
of the tasks, such as [14] and [19]. For elaboration purposes,
we refer to these schemes as atomic load distribution (ALD)
schemes. We show how different RAT' take different loads for
their corresponding performance and compare their delay. We
then compare the performance of our proposed scheme with
Wi-Fi, 5G, and ALD. We also consider impact on the services
of a newly arrived traffic when the node is busy serving the
existing traffic in its queue. Finally, we show data outage prob-
ability comparison to verify service-level agreement (SLA) of
MPO with Wi-Fi and 5G.

A. Environment Setting and Parameters

We consider the scenario shown in Fig. 2 where an end
user is assumed to be based inside a multistory building. A
Wi-Fi access point and a peer device are assumed to be inside
the building while 5G macro-cell BS is assumed to be at a
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distance of 200 m in an urban environment. The end user is
assumed to be simultaneously connected to a peer, Wi-Fi AP,
and 5G BS. For Wi-Fi, we have used a frequency band of
5 GHz whereas for 5G, we have used 3.4-GHz band from
Frequency Range 1 [50]. Similarly, EIRP for Wi-Fi is 30 and
43 dBm for 5G. Next, we describe how to compute different
parameters in order to get performance measures of different
RATs.

For WiFi, SNR is computed on the basis of indoor path-loss
model as described in [51]. For ease of reference, we write
the path-loss formula here

d .
PL,; = PL,,i(d,) + 10a10g<d = ) + Bd (34)

Wi, 0
where PL,,; is the indoor path loss for Wi-Fi in dB, « is the
path-loss exponent, 8 is specific attenuation, PL(d,; ,) is path
loss at a reference distance which is taken to be 1 m. The
values of both @ and B are taken to be 2.

Similarly, for 5G, SNR is computed on the basis of the
path-loss model given in [52] where macro-cell path loss is
divided into two parts, that is, outdoor propagation loss and
the building penetration loss. The outdoor propagation loss is
given by

PL,, = 54 + 40logdy,, — 30loghb + 21logf ~ (35)

where PL,,, is the outdoor path loss for macro-cell in dB, d;;,
is the distance of user from macro-cell BS in meters, hb is
the height of BS, and f is the frequency. The corresponding
building penetration loss is given by [52]

PL,; = 0.6d,,; — 0.6 + 10 (36)

where PL,,; is the loss in dB when the signal from the macro-
cell BS penetrates the building, d,; is the indoor distance of
the user from the wall, and £ is the height of the floor. The
BER obtained on the basis of computed SNR is considered
after LDPC code correction.

Data rate for Wi-Fi R(w) is calculated as follows:

1
ROW =M -S-Re- — (37)

s
where M is the modulation scheme used, S is the number of
subcarriers, R, is the coding rate, and T is the symbol duration
for Wi-Fi. Similarly, 5G data rate computation is based on the
3GPP TS 38.306 standard [53] and is given by

J
Rm) =107 %" (vg> Q0
j=1
BW(j),
O R Nogg”" - 12
)
here J is the aggregated carrier component. In our case, we
have not used carrier aggregation, therefore, its value is 1. vg)
is the number of streams. Again our computation is based on
single-input-single-output signal, therefore, its value is 1. Q,(,’,)
is the modulation scheme used, £ is the scaling factor whose
value we have taken to be 1. Rpyax is the coding rate, ¥ is the
numerology which defines the guard interval. Its value is O
to 4 that corresponds to 15 kHz, 30 kHz, and so on up to

(1= OH)(/)> (38)
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TABLE I
PARAMETERS SETTING
Technology Wi-Fi (802.11ax) 5G
Distance 20 m 200 m
Bandwidth 80 MHz 100 MHz
Capacity SNR Driven
EIRP 30 dBm 43 dBm
Modulation SNR Driven
Code Rate SNR Driven
Frequency 5 GHz 3.4 GHz (FR-1)
a 2 -
B 2 -
Height of 5G Base Station - 45 m
Height of Floor 10 m

Aggregated Carrier
Number of Streams
5G Numerology
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Fig. 3. Load shares assumed by different RATs as a result of increase in
the incoming load.

120 kHz, respectively. We are using a bandwidth of 100 MHz
for which the recommended guard interval is 30 kHz, there-
fore, its value will be 1 as O is not supported for 100 MHz
according to the standard. TS‘/’ is the average symbol dura-
tion and is given by (1073/14 - 2¥). The data rates obtained
here are fed to (6) to get the capacities of the RATs. Based
on the obtained capacities, loads distribution is carried out as
described in Section IV-A.

The parameters used in computations are summarized in
Table II.

B. Results

We begin with load distribution and system delay analy-
sis of the proposed scheme where system delay is essentially
network-wide packet delay. Fig. 3 shows the load each RAT
will get for different load generated by the end user. 5G,
for having higher bandwidth, has highest capacity among all
the RATs and as a result has least delay as per (5), there-
fore the load share taken by 5G is the highest. On the other
hand, the increase in load share with the increase in generated
traffic for Wi-Fi Direct is highest. This is because the more the
load is taken by a RAT, the sooner it will reach its saturation
point. Therefore, to avoid saturation, more traffic is transferred
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Fig. 5. Delay comparison of the proposed MPO schemes when data are
offloaded through Wi-Fi alone, Wi-Fi Direct alone, and 5G alone.

to the RAT that has the lowest traffic load, which in this case
happens to be Wi-Fi Direct.

We then analyze the delay for the corresponding load
assumed by these RATSs in Fig. 4. There are three curves in the
figure which appear to be one single curve. The load shares
assumed by different RATs are different as shown in Fig. 3,
their delay, however, is equal. This is very important outcome
of our proposal. We argued that packet reordering delay in
multipath multi-RAT packet routing impedes the throughput
significantly and is a major reason of real-time transmission
missing the delay deadlines. However, with all the data packet
reaching simultaneously, there will be no packet reordering
delay. Another important outcome of the proposed scheme is
the significantly high data that it can handle. The delay for up
to 600 Mb is less than 0.1 ms, after which point it jumps to
saturation point.

We also compare delay performance when data are
offloaded through Wi-Fi Direct alone, Wi-Fi alone, and 5G
alone, with MPO. As can be seen in Fig. 5, MPO outper-
forms Wi-Fi and 5G offloading in terms of the amount of data
that they can carry. Both Wi-Fi Direct and Wi-Fi reach satura-
tion before 200 Mb/s, 5G reaches saturation at slightly beyond
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200 Mb/s whereas MPO, on the contrary, performs well all the
way till 600 Mb/s, and the delay remains less than 0.1 ms for
up to 600 Mb/s. This is a gain of about 70% as compared to
Wi-Fi Direct and Wi-Fi, and about 63% as compared to 5G.

Next, considering the prioritized processing of MEC traf-
fic, it is inevitable that the conventional traffic will expe-
rience repercussions. Likewise, when a node’s capacity is
already extensively utilized, the QoS for incoming traffic will
inevitably be affected. Therefore, to quantify the impact on
the QoS of the newly arrived data traffic, we propose a novel
metric termed Relative QoS (RQoS), which aims to quantify
the impact of QoS on the newly arrived data traffic while the
nodes are concurrently processing existing data in their queues.
RQoS is a relative metric that measures the impact relative to
the prior load on the node. Specifically, we assess the RQoS
(I) provided to the newly arrived data in relation to the prior
load on the node.

Let ¢ o be the current capacity of a certain RAT r. Suppose
the newly arrived normalized load at time ¢ requires the capac-
ity &y, req for time At seconds. The RQoS I of the newly arrived

data will be
I = XV: (ftAt gr,req - f,At {r,cr>-

At
= Ji Srreq

(39)

In Fig. 11(b), the RQoS of newly arrived data packets is
depicted in relation to the existing data at the node. The results
are obtained for an average incoming load of 150 Mb/s over
a duration of 10 ms. The vertical axis represents the varia-
tion in RQoS with respect to the current or existing load at
the node, as indicated on the x-axis. A value of 1 signifies no
impact on the service, while a value of 0 implies that the new
packets will not receive any service. Therefore, a higher RQoS
value indicates a lesser impact on the services. Observing the
graph, it can be observed that up to 50 Mb/s of the existing
load, no RAT experiences any impact. However, beyond this
point, Wi-Fi shows a decline in service quality as the existing
load increases, while 5G demonstrates a decline after reaching
65 Mb/s of existing data. On the other hand, Mobile MPO con-
sistently maintains a satisfactory level of service until reaching
a load of 130 Mb/s, beyond which there is a decline in qual-
ity. Notably, MPO exhibits a 61% improvement compared to
Wi-Fi and a 50% improvement compared to 5G. At a load of
150 Mb/s, Wi-Fi experiences a 55% impact on service, result-
ing in a 45% decline in quality. Similarly, 5G shows a 70%
impact, corresponding to a 30% decline in quality. In con-
trast, MPO maintains a service level of over 90%. The QoS
for newly arrived data packets is minimally affected by MPO,
highlighting its superior performance.

We also compare the packet outage probability of the three
schemes. The knowledge of packet outage probability is useful
for verifying SLA compliance. Packet outage probability is
linked to the probability of load getting greater than a given
threshold, as for certain load, A > ¢, there will be outages in
packets. When outages are greater than certain threshold, the
SLA terms will be violated. For Poisson packet arrival, the
probability of load getting greater than capacity is given by
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(40)

where (e™° Z':'(:O ‘i’—;) is the cumulative distribution function
(CDF) of the Poisson distribution. In Fig. 7, we present a
comparison of the probability of load exceeding capacity for
Wi-Fi, 5G, and MPO to assess the occurrence of packet outage.
The vertical axis represents the probability of load surpass-
ing capacity, while the x-axis represents the incoming traffic
load. The three schemes exhibit full compliance with the SLA,
ensuring no packet loss, up to approximately 350 Mb/s. At this
point, the probability for Wi-Fi starts to decline and reaches
0 at around 450 Mb/s. For 5G, the probability is affected
after approximately 450 Mb/s and also reaches 0 at 580 Mb/s.
Conversely, MPO maintains a consistent probability of 1 until
approximately 1100 Mb/s. This corresponds to a significant
gain of 67% compared to Wi-Fi and a 58% gain compared to
5G in terms of packet outage probability.

So far we showed the gain in performance by using
multiple radio resources. Next, we compare performance of
our proposed MLO scheme with ALD that distributes the load
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distribution at relay is optimized for both the schemes.

on the basis of the task rather than the load itself. Considering
a task size of 800 kB, the delay of different RATs for ALD is
shown in Fig. 8. As can be seen, different RATs have different
delays. Now, this is a major bottleneck as applications depend
on the reception of all three tasks in order to provide seam-
less services to the end users. Therefore, all data packets must
arrive at the transport protocol layer in sequence whereas data
arrived out-of-order is either kept in buffer or totally discarded
depending upon the magnitude of latency of slower RATS.
In Fig. 9, we thus compare the system delay of the proposed
MPO with ALD. Here, we can see that the performance of
ALD is limited by a slower RAT whereas the proposed MPO
scheme apportions loads according to the performance of the
RATs by virtue of which a slower RAT receives a lower
load and thus its effect on performance is minimized. As can
be seen, for the given scenario, the proposed MPO scheme
carry approximately 80 Mb/s more load in comparison with
ALD. ALD is saturated at the offered load of about 550 Mb/s
whereas MPO can carry a load up to 630 Mb/s. Similarly,
MPO has consistently lesser system delay in comparison to
ALD. The higher system delay of ALD is contributed by
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higher load share allocated to slower RAT which happens to
be Wi-Fi Direct in this case.

We also analyze the performance of our proposed capac-
ity optimization technique at relay node. Until now, we have
compared ALD and MPO with both schemes having capac-
ity optimized according to the load, because the goal was to
show system performance in terms of load distribution under
the same parameters. Here, we compare the performance of
the proposed optimal capacity distribution scheme against con-
ventional technique where data at relay node is forwarded with
even capacity or nonoptimal capacity distribution among the
links.

In Fig. 10, we plot the system delay for four users with
40% MEC traffic. Thus, the load on the x-axis indicates 60%
conventional and 40% MEC traffic for four users operating
simultaneously. It is clear from Fig. 10 that proposed MPO
with optimized capacity distribution can support nearly four
times the maximum load that ALD can while giving lower
system delay. With the same total capacity, ALD reaches its
saturation point at about 150 Mb/s while MPO, intelligently
distributing the capacity according to the load, maintains a
stable delay until 600 Mb/s.

The delay and the load shared by RAT's against the incoming
load are not linear. If there is existing load at the node, the
incoming traffic will incur more delay and accordingly the load
shares will be different as discussed in Section III. Therefore,
we have shown the impact of current or existing delay at node
on delay and load share in Fig. 11. In Fig. 11(a) and (b), we
have compared load share and delay for different RATs for
MPO. We have also compared the delay of the proposed MPO
with ALD in Fig. 11(c), that linearly distributes the load on the
basis of the tasks. The figure shows that the proposed MPO
has consistently lower delay than ALD.

VII. CONCLUSION AND FUTURE WORK

In this work, we developed a technique that optimally uti-
lizes the capacity at source node and optimally distributes
the available capacity among the links at relay node. We
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considered the performance of all the RATs and distributed
the traffic among the RATs in such a way that delay for all
the RATS is equalized, thereby avoiding the packet reorder-
ing delay at the destination node. As a proof of concept,
we showed that to minimize system delay and maximize
throughput, QoS, and SLA compliance, we must optimize
capacity utilization at the source node and capacity distribution
on the outgoing links at relay nodes. Our numerical results
demonstrated that our proposed technique fares better than
contemporary techniques that distribute the data on the basis
of the number of tasks. We believe that our proposed technique
for simultaneous offloading over multiple RATs will not only
improve MEC performance for future applications but is also
a plausible mechanism to make up for the debilitated telecom
infrastructure in low- and middle-income countries.

The utilization of multiple RATs results in increased energy
consumption in the system. In order to mitigate this issue, we
plan to introduce an energy consumption model by analyz-
ing and optimizing the energy consumption with respect to
the load in future work. Additionally, a more comprehensive
analysis of SLA compliance will be conducted, encompassing
additional parameters like service delay and QoS. Moreover,
we aim to enhance the accuracy of estimating the instanta-
neous capacity and integrate the UE mobility model, which
affects the SNR and channel condition. Finally, the use of
multiple RATs can augment the attack surface of the UE, ren-
dering it more susceptible to security breaches. Thus, research
can also be conducted to address the security challenges of a
multi-RAT system.

APPENDIX A
PROOF OF CONVEXITY OF THE FORMULATED PROBLEM
Considering that the objective function for delay

minimization problem is nonlinear, we need to verify
that any solution we find is a correct global minimum
solution. Therefore, in this section, we attempt to proof
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convexity of the delay minimization problem to confirm that
the local optima is also the global optima.

Theorem 1: The delay minimization function given in (5) is
a convex function.

Corollary 1: If f(x), where x € R is a convex function,
f(x) +w is also a convex function, where w is a positive real
number.

Corollary 2: It dy, = ([1/2u&,]+11/ 18y — Ay]+ @) is true
for one link u, it is true for all u = 1 to n links.

Proof: Following Corollary 1, we ignore propagation
delay and draw Hessian matrix for all links, all RATSs

e 9% 3%
3p?  9D1aD; 3D,9D,
H(f) = : : : 42)
9% 8% 9%
9D,9D| 9D,dD, D2

To make the computation simple, let us draw Hessian matrix
for single link only, without loss of generality, as allowed by
Corollary 2. The resultant matrix is given in (41), shown at the
bottom of the page. We began with calculating Eigenvalues of
the matrix and then putting the smallest and largest possible
values for all the variables in the Eigenvalues. The results
were positive for both the minimum and maximum values,
indicating the function being convex. However, we duly prove
its convexity through principle minor technique. The resultant
matrix given in (41) is a 3 x 3 matrix which implies that there
will be three orders of principal minors where the first-order
leading principal minor P; is obtained by deleting the last two
rows and columns of the matrix, that is

R 22
W (mg =17
Examining (43), we see that none of the terms is nega-

tive here. Therefore, P; is greater than 0. Note that (u¢ — A)

is a very large positive number. Similarly, we find second-
order leading principal minor P;. P> will be the determinant

P (43)

B [ 7! S s
w3 , (ug—2)° 2u%¢? 2(/1571)3 (ng—2)* w{x)}
H(d,) = 1 me 1 w4 1 —7T1 41
(@) 22 T Guc-17 T G-y e g (g —)* @b
__ ) _2
(ug—n3 (ne—ay® (ug—n3
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of matrix obtained by deleting last row and column from H(d,)

ppo__ L 1 4ut? 4urc?
T4 T AT (we = (ue - n°
4ut B 1
g —n°  (ug —n*
B 2ug 2
p2A2(ug =) pe(ue —a)?
2¢2 1

. 44
T e = ek — a7 .
Examining (44), there are ten terms. The result of the first
two terms will be positive as second terms is greater than the
first one. The result of the 3rd and 4th terms is also posi-
tive as 4th terms is greater than 3rd. The result of 5th and
6th terms will be again positive as the 5th term is greater
than 6th. Finally, 7th terms is smaller than 8th + 9th + 10th.
Therefore, the net result of these four terms will be positive
which implies that overall P, is positive. Next, we move to
third-order principal minor P3 which is the determinant of the
Hessian Matrix itself and is given by

4 2
Wk + 20 4
P3 = 7 . 45)
2(ng =2

Again, in (45), the only negative term here is 4. However,
the first two terms in numerator are greater than 4 due to
which net result of numerator will be positive. Therefore, it is
safe to say Pj3 is also positive. From the net results of Py, P»,
and P3, we can say that first-, second-, and third-order leading
principal minors are all positive. Therefore, we can say that
the resultant Hessian matrix of the function is positive definite.
From this, we conclude that the delay minimization function
is convex. u

APPENDIX B
PROOF OF OBTAINED LOAD SHARES BEING OPTIMAL

Here, we prove A, A;, and A; to be optimal loads that utilize
available capacity optimally.
Theorem 2: X\, A, and A; are the optimal load shares.
Proof: Using proof by contradiction, let us assume A,
As, and A, are not optimum and instead x, y, and z are the
optimal load shares. Therefore, we attempt to optimize these
quantities by extending the Nash Bargaining theorem [54] to

three players as follows:
maximize J = (A, — x)(A; — ¥)(Ay — 2). 46)

Taking (0J/dA;) with respect to A; = A,, A, and A, and
equaling to 0, we get

0= Athy — ZAs — YAy + 32 47)
0= Ahy — Zhr — XAy + 22 (48)
0 = Apdy — YA, — XAy + Xy, (49)

Solving (47)—(49) for A,, A;, and A,, the quantities remain
unchanged, substantiating the fact that the quantities are opti-
mum. This contradicts our assumption and hence proves the
theorem. |
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APPENDIX C
PROOF OF CAPACITY AT RELAY NODE BEING OPTIMAL

In this section, we prove that the obtained capacity in (26),
on the basis of the Lagrange theorem defined in (25), is
optimal. We argue that ¢, for link u is optimal for certain
&= e ue

We used the Lagrange multiplier theorem [48], on that
account let the original function be f(x, y) and let for the sake
of simplicity g(x,y) = Y .»_1 & — & and g(x,y) = 0, but
Vg # 0, without loss of generality (dg/dy) # 0. Writing (25)
in its standard form, we get

W =f(x, y, k) Zf(x’ )’) - k(g(x’ y))

where W = f(x, y, k) is the new function obtained as a result
of incorporating multiplier k.

The Lagrange multiplier theorem is based on the implicit
function theorem (IFT). Therefore, by IFT, we can assume that
there is a function y = y(x) such that g(x, y(x)) = 0 which
follows that f(x, y(x)). Furthermore, using the same theorem,
we have

(50)

Y =5
8y

(D

Since f(x, y(x)) is assumed to be optimal, its derivative has
to be 0. Using the chain rule, we have

fe+fy Y (@) =0.

Equation (52) shows an optimal value. Next, we have to
show that this optimal value is equal to the value of the original
equation (50).

Using (51), we get

(52)

8x

fx_fy' = =0. (53)
8y
Let —k denote f,/gy
fy +kgy=0. (54)
Using (53), we get
S+ kg =0. (55)

Equation (55) shows that the gradient of (f + kg) at points
defined by constraint is 0. Also, following (52), (55) shows that
original value defined by function in (50) is optimal, hence our
capacity is optimal.

APPENDIX D
ASSIGNING LOAD SHARES TO RAT'Ss

We formulate an integer linear program to assign load shares
to the RATs. Let delay for the three load shares A, A;, and
Ay over RAT r be d,,, d;,, and d,, ,, delay for the same load
shares over RAT ¢ be d,;, d;;, and d, ;. Similarly, delay for
these load share over RAT u be d, ,, d;,, and d, ,, as shown
in Table III.

Before formulating the integer linear program, let us define
a binary variable x;; such that

P 1, if load i is assigned to RAT j
% 7] 0, otherwise.
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TABLE III
DELAY OF THE OBTAINED LOAD SHARES ON DIFFERENT RATS
RAT, RAT: RAT,
/\r dr,r d'u,r dt,r
/\t d'r,t dt,t dv,t
Ay dr v dt v dy,v

Similarly for load share A, over RAT u, the assignment
variable will be x,, and its value will be 0 or 1 depending
upon whether or not A, is assigned to u. Next, we formulate
our integer linear program as follows:

dr,r < Xrrt+ dv,r < Xpt Tt dt,r < Xryt

minimize | dp - X;r+dis X+ dvy e Xep+
dry Xy +diy X+ dyy Xy
Subject to
Xrr 4+ X+ Xy =1 (56)
Xer+ Xep + Xy = 1 (57)
Xyt Xy 4 Xy =1 (58)
Xrr+ X +x,,=1 59)
Xt + Xpt + Xy = 1 (60)
Xy + Xy + Xy =1 (61)
%, = 0. (62)

The objective functions say to minimize the total delay of
the three RATs when loads are assigned to them. The decision
variable Os indicate that if a load is not assigned, its value will
be zero, that is, the corresponding load will not go to the RAT
where the value is 0. Constraints (56)—(61) show that loads
are assigned to one single RAT only and one RAT will get
one share of load only. No two loads can go to a single RAT
conversely, no RAT can be assigned more than one load share.
Finally, (62) is the positivity constraint. We solved the integer
linear program with the simplex method.
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