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Synchronization Under Hardware Impairments in
Over-6-GHz Wireless Industrial IoT Systems
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Abstract—Mobile devices perform cell search for initial access
in cellular-based industrial Internet of Things (IoT) systems.
Existing fifth-generation (5G) new radio (NR) cell-search scheme
provides timing synchronization and cell identification. Usage
scenarios emerging with the growth of the IoT market require
unprecedented precision, reliability, and scalability in the future
network, and a shift toward high-frequency bands can be one
of the key enablers to achieve these stringent requirements.
However, in high-frequency bands, hardware (HW) impairments,
including carrier frequency offset and phase noise are exacer-
bated, and a sharp beam causes the problem of cell identity (ID)
ambiguity that can reach further than a reduced cell coverage.
In this article, a cell-search scheme is proposed for time-critical
industrial IoT over mobile networks operating in high-frequency
bands. To achieve high timing accuracy under the increased
HW impairments, primary synchronization signals (SSs) are
designed based on the distributed concatenations of a Zadoff-Chu
sequence and its modification. Next, a secondary SS is designed
based on the distributed concatenation of a Kasami sequence
and its modification, which provides a larger set of cell IDs and
is robust to the impairments. Compared to 5G NR under the
increased HW impairments, our analysis and evaluation show
that the proposed cell-search scheme has advantages, such as
25% lower timing detection complexity, 150% larger set of cell
IDs, up to 15 and 6-dB signal-to-noise ratio gain in terms of
timing and cell ID detection performance, respectively, and 60 %
shorter cell-search time, thereby realizing 80% lower battery
consumption.

Index Terms—Carrier frequency offset (CFO), cell identifica-
tion, orthogonal frequency-division multiplexing (OFDM) system,
phase noise (PhN), time synchronization.

I. INTRODUCTION

HE GLOBAL Internet of Things (IoT) market is expected

to experience an explosive growth from U.S. $381.30
billion in 2021 to U.S. $1854.76 billion in 2028 [1]. The
fourth-generation (4G) long-term evolution (LTE) already had
the provision for IoT, but IoT has really become a major area
of application of mobile communications in the incarnation
of the fifth-generation (5G) cellular network, where massive
machine-type communication (mMTC) and ultrareliable and
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low-latency communication (URLLC) have been specified as
two of the three 5G usage scenarios [2].

With the recent breakthrough in technologies, such as
machine learning, telecommunications, and semiconductor
manufacturing, our “machines” are getting smarter, more effi-
cient, and more connected every day. It is believed that the
connectivity will play a key role in Industry 4.0 by provid-
ing significant operational cost savings [3]. On the other hand,
people are spending more and more time in virtual worlds, and
Metaverse, the future of Internet, will obscure the boundaries
between virtual worlds and the real world.

These industrial and cultural trends assume that persis-
tent connectivity with unprecedented precision, reliability, and
scalability is available in the future network. For example,
the time-sensitive networking (TSN) proposed by IEEE 802.1
working group achieved a nanosecond level of time synchro-
nization to support time-critical machine-type communication
(tcMTC) systems [4]. The same level of time synchronization
as TSN would be required in future mobile networks [5]. As
another example, localization or positioning accuracy in 5G
systems has reached meter levels, and a standardization based
on time difference of arrival is underway to improve accu-
racy up to the 20-cm level [6]. To support the use cases, such
as digital twins of manufacturing environments or coopera-
tive industrial robots that require localization accuracy below
10 cm [7], [8], a subnanosecond level of time resolution may
be required. Precise timing is also a critical ingredient of the
virtual worlds of Metaverse.

What can be achieved with existing mobile systems, such as
4G LTE [9], [10], [11] and 5G new radio (NR) [12] may not
be enough to meet the requirements of the applications and
services of the future. In general, wider bandwidth and mas-
sive array beamforming are required to ensure more precise
resolution. For instance, sixth generation (6G) is expected to
allocate bandwidth of a few gigahertz to meet the requirements
of high resolution of the most stringent tctMTC applications
of the future [8]. It may be impossible to secure such a wide
frequency band in already crowded sub-6GHz frequency spec-
trum. Over-6-GHz frequency spectrum, e.g., frequency range
2-2 (FR2-2) spectrum in range from 52.5 to 71 GHz expanded
in Rel-17 [13] or sub-THz spectrum is preferred to sub-6 GHz.

However, timing synchronization and cell identification in
an over-6GHz wireless industrial IoT systems are required to
be robust against the increased hardware (HW) impairments,
such as carrier frequency offset (CFO) and phase noise (PhN)
caused by the higher carrier frequency [14], [15], [16]. When
a carrier frequency is doubled, the value of CFO for a given
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oscillator precision tolerance and the power spectral density
of PhN increase by 3 and 6 dB [14], [17], respectively. Other
impairments, such as direct current (dc) offset and 1-Q imbal-
ance are not considered in this work because they are expected
to be practically overcome by HW design techniques in which
no reference signal is specified [12], [13].

More cell identification is required to mitigate the problem
of physical cell identity (PCI) collision and confusion [5] by
providing a sufficiently large number of PCIs. 5G NR has
already been designed to support challenging usage scenar-
ios, such as indoor hot-spot and factory automation. These
scenarios usually require dense deployment of a large num-
ber of small cells, and to support these scenarios, 5G NR has
defined 1008 PClIs, twice the number of PCIs defined in 4G
LTE. As discussed above, however, with a wider adoption of
IoT supported by the future generation mobile networks, new
IoT applications with even more stringent requirements are
expected to show up. For example, it has been claimed that
6G should be able to facilitate up to ten devices per cubic
meter with link reliability of (1 — 107%) [5]. To guarantee
much higher reliability and scalability than 5G NR [18], the
cell coverage of mobile networks operating in high-frequency
bands is expected to be much smaller than that of 5G NR
to combat shadowing effects. Moreover, it is crucial in bands
above 6 GHz to use multiple antenna technologies such as
massive antenna array beamforming. Sharp beamforming at
both transmitter and receiver can greatly reduce the extra path
loss in higher frequency bands [19]. Unfortunately, the dis-
tance that a sharp beam can reach in a direct path is much
larger than the reduced cell coverage, which results in the
increased number of cells that can interfere with one another.
Thus, to reduce the intercell interference problems, including
PCI collision and confusion, 6G may need to have a larger set
of PCls.

Any device accessing the 5G NR system must find and
be connected to a cell. The procedure consists of two steps.
First, the device performs timing detection using the primary
synchronization signal (PSS) received from a cell. Second,
the device performs PCI detection using the secondary syn-
chronization signal (SSS) from the cell with an aid of the
already received PSS. Every cell has a unique {PSS, SSS}
combination corresponding to a PCI index which is transmit-
ted in the synchronization signal (SS) block. This two-step
procedure is called cell search in 5G NR. In the first step
of cell search, however, the device is unaware of the CFO
between the cell and itself. The unknown CFO is a well-
known source of interchannel interference (ICI), but the PhN
also becomes a significant source of ICI at a higher carrier
frequency.

Various studies on cell search can be found in [20], [21],
[22], [23], [24], [25], [26], [27], [28], [29], [301, [31], [32],
[33], and [34]. While most of the studies focused on timing
and PCI detection, there are few studies available on the
robustness of cell search against PhAN and PCI set expansion.
Mansour et al. [20], Xu and Manolakis [21], Zhang et al. [22],
Yuan and Torlak [23], Morelli and Moretti [24], Lin et al. [25],
Hu and Zhang [26], Abdzadeh-Ziabari et al. [27],
Zeng et al. [28], and Omri et al. [29] proposed efficient
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timing-detection techniques in the framework of the standards
of LTE and NR. The studies recommended cross-correlation-
based timing-detection schemes over autocorrelation-based
timing-detection schemes for an improved timing accu-
racy. However, the cross-correlation-based schemes tend
to suffer performance degradation when there exists harsh
CFO or PhN, in which case the autocorrelation-based
schemes can be preferred. Omri et al. [29] showed that
even the autocorrelation-based algorithm using cyclic prefix
(CP) provided significant performance degradation for the
higher CFO corresponding to the half of subcarrier spacing
(SCS). Also, performing cross-correlation is computation-
ally much more involved than performing autocorrelation.
Chang and Han [30], Chang et al. [31], Gul et al. [32],
and Chang and Lee [33] conducted studies on the design of
SSs for cross-correlation-based detection schemes. However,
the SSs designed in [30], [31], and [32] addressed the
problems of cross-correlation-based timing detection schemes
without any improvement in the detection complexity.
Chang and Lee [33] achieved both high timing accuracy
and low detection complexity with an SS based on centrally
symmetric localized concatenation. The performance of
the SS proposed in [33] will be evaluated in this study to
compare timing accuracy with the proposed scheme under the
increased HW impairments. To address the high probability of
false PCI detection in LTE SSS at a low signal-to-noise ratio
(SNR), Wang and Berggren [34] proposed the SSS signal
adopted in NR and an efficient detection method to obtain
PCI using the SSS with the help of NR PSS. Specifically,
they demonstrated the superiority of NR SSS over LTE SSS.
That is, NR SSS doubled the total number of distinguishable
PCIs compared to LTE SSS while improving PCI detection
accuracy.

Contribution of This Work: This article proposes SSs
designed to be employed for cell search in mobile networks
that operate at higher carrier frequencies.! For the convenience
of explanation, the system employing the proposed SS block
is called beyond radio (BR) to distinguish it from NR. Our
contributions are summarized as follows.

1) For timing detection, we propose two PSS signals.
The proposed signals are constructed by the distributed
concatenation of a Zadoff-Chu (ZC) sequence and its
modified sequence in the frequency domain. As demon-
strated in the analysis and evaluation, the proposed PSS
signals are robust against CFO and PhN, while requiring
low complexity in PSS detector implementation. We pro-
vide a mathematical analysis of the detection complexity
in time domain. Also proposed is a 2-stage selection pro-
cedure for the best three PSS sequence indices in terms
of robustness against CFO and PhN.

2) For PCI detection, we propose an SSS signal, that
is, built by the distributed concatenation of a Kasami
sequence and its modified sequence in frequency
domain. The proposed SSS signal has a larger set of

IThe proposed SSs can be used with the timing and PCI detection schemes
proposed in [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], and [34],
to further improve the performance of cell search.
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Fig. 1. TDD-based physical-layer cycle structure considered in this study.

distinguishable PClIs, and lower PCI detection complex-
ity than NR SSS. BR SSS also provides the robustness
against the increased HW impairments by exploiting the
dominant ICI terms caused by the impairments as a
diversity gain.

3) A single dwell cell-search process and the corresponding
state diagram based on the double detection thresholds
of PSS and SSS detectors are proposed to evaluate the
average and standard deviation of cell-search time and
to compare the battery consumption between the syn-
chronization schemes. From the evaluation, it is shown
that the shortest cell-search time and lowest battery con-
sumption are simultaneously achieved by only setting
the SSS detection threshold without any PSS detection
thresholds.

The remainder of this article is organized as follows. Section I1
describes the system considered in this work. In Section III, the
PSS and SSS signals of NR and BR are specified, a selection
procedure of BR PSS sequence indices is proposed, and analyses
regarding PSS and SSS are performed. Section IV describes
PSS and SSS detectors, and analyzes detector complexity,
cell-search time, and computing power. In Section V, through
evaluation, we compare BR with other existing schemes in terms
of detection error rate (DER), root mean square of sample time
offset (STO), cell-search time, and computing power, followed
by conclusions drawn in Section VI.

Notation: x and x denote the scalar and the vector (or the
matrix), respectively. M xH and xT denote the conjugate
of x, the conjugate transpose of x, and the transpose of X,
respectively. The operator diag{-} denotes the diagonal matrix.
The operator |x| denotes the floor function of real scalar x.
The operator [x], is the remainder after dividing integer x by
integer n, which can be also expressed as the modulo opera-
tion x mod n. A x B and A\B denote the Cartesian product

|

£[nlin (1) €—
xslnlin () <o Fime domai
ime domain

x¢[n] in (1) <€

of two sets A and B, and the set difference between two sets
A and B, respectively.

II. SYSTEM DESCRIPTION

A factory automation system operating on the wireless
network involves real-time interactions between multiple
mobile stations (MSs) (e.g., robots, actuators, and sen-
sors) [35], [36]. It requires a specification reliable for stringent
timing and PCI accuracies under HW impairments and an
operating procedure to realize a periodic closed-loop control
cycle mechanism of command-action—report.

To support the requirements, a time-division duplex (TDD)-
based physical-layer frame structure, where the frame can be
called the cycle in factory automation since it is repeated peri-
odically, is presented in this study as illustrated in Fig. 1. This
frame structure is able to chronologically follow the closed-
loop control cycle with determinability and isochronosity. On
top of this structure, an example of specification and operating
procedure therein is provided as follows. In the specification, a
cycle consists of ten slots, and every slot occupies 14 orthog-
onal frequency-division multiplexing (OFDM) symbols | =
0,1,2,...,13. To reflect the closed-loop control cycle mech-
anism, the cycle time repeated periodically is composed of
Command period, Action period, and Report period. The com-
mand period consists of four downlink slots D(0), ..., D(3).
The symbols in the slots contain command data. Action period
consists of one downlink slot D(4), one downlink-to-uplink
slot B(5), and one uplink slot U(6). B(5) consists of ten down-
link OFDM symbols, one guard period (GP) occupying two
OFDM symbols, and two uplink OFDM symbols. D(4) and the
downlink symbols in B(5) carry the system control information
related to initial system-access/system-maintenance and the
SSs related to timing/PCI detection. During the GP, downlink
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is switched to uplink. After the GP, U(6) and the uplink sym-
bols in B(5) carry the system control information related to
random access/acknowledgement and the physical-layer sig-
nals related to random-access and channel sounding. Report
period consists of three uplink slots U(7), U(8), and U(9). The
symbols in the slots contain response data to action. In parallel,
to maximize resource efficiency, a sequential or isochronous
action during the Action period (or a whole of periods within a
cycle) according to the command acquired from the Command
period is performed.

In an initial operational procedure, using the SSs of PSS
and SSS in B(5) as shown in Fig. 1, MS synchronizes under
a high CFO and a high PhN, and acquires a serving PCI under
a low remaining CFO and a high PhN, and then obtains the
information for an initial system access in D(4). After that, a
random-access procedure is performed using B(5) and U(6) to
complete the initial system connection. In a noninitial oper-
ational procedure, the MS reliably maintains precise timing
and continuously performs the closed-loop control cycle mech-
anism mentioned above under a low remaining CFO and a
high PhN.

The cell search is performed during the initial access. In slot
B(5), as shown in Fig. 1, the SS block carries the SSs SSS
and PSS located in the sixth and seventh (i.e., [ = 5 and 6)
symbols, respectively. For example, NR SSs in the SS block
occupy 127 subcarriers, including dc and 17 null subcarriers
on either side. For a fair comparison of timing/PCI detection
complexity and robustness against HW impairments between
NR and BR SSs, these signals are assumed to occupy the
identical subcarriers in this work. On the assumption that in
the initial system-access setup state an MS filters only the
subcarriers that the SS block occupies while other subcarriers
are ideally nulled, the inverse fast Fourier transform (IFFT)
size N of the MS is 256 which is the minimum size, and the
CP duration Nép to be 20 for symbols / = 0,7, and 18 for
symbols [ =1,2,...,6,8,9,...,13.

Let X} (k) be the baseband transmit (Tx) frequency-domain
(FD) signal at subcarrier k, where ¢ € {0, 1, ..., E — 1} rep-
resents a PCI index for the number of PCIs E. For example,
E = 0 x G in NR [12], where the number of physical identi-
ties (PIDs) Q and cell group identities (CGIs) G are 3 and 336,
respectively. The corresponding baseband Tx time-domain
(TD) signal xj(n) at sample n is expressed as

_2nk(n7N£p)

N—1
C N C —_—
xl(n)z\/g;Xl(k)e’ v 0<n< (N£p+1v) (1)

where the subcarrier index k is illustrated in Fig. 1, and U is
the number of used subcarriers on which the data is actually
loaded. U = 2M+1 for 5G NR PSS/SSS as well as the random
data, and U = 2M for BR PSS1/PSS2/SSS, where M is the
length of a base sequence for each of BR PSS1 and BR PSS2.
Sc(m)(0 < m < 2M) and P,(m)(0 < m < 2M) for the used
subcarrier index m in Fig. 1 are the SSS and PSS FD signals
corresponding to X5 (k) and Xg(k) in OFDM symbols 5 and 6
in slot 5, respectively, where the subscriptu € {0, 1, ..., Q—1}
represents a PID index. Note that ch (k) for all used subcarriers
in the slots except for slot 5 is assumed to be random data,
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and the average power of xj(n) is normalized to 1 due to the
factor o/N/O in (1). The (Nip + N) x 1 vector form of (1) is
expressed as

C —1 C c T c c T
x; =F [X1,+0fX1,—] = [ch,z Xe,l]
L= [XTOXi) - X7 )]
X¢_ = [X{(N = MXF(N =M+ 1) X;(N = 1)]

X = [0 xf (N, = 1)]
X = [ (N, )6 (N2, + 1) - oxf (N, + N = 1))

1
(), =5 @)
n,m U

where 0y is the 1 x f zero vector with f = N —2M —1, F~lis
the (Nél7 +N) x N IFFT matrix, and Xgp,l and xg,l are the 1 xNép
and 1 x N baseband Tx TD signal vectors corresponding to
CP and effective OFDM symbol, respectively.

Considering a time-varying frequency-selective fading chan-
nel, the (Nép + N) x 1 baseband receive (Rx) signal vector r{
corresponding to Xj in (2) with Rx antenna index a is

rf = VPP H] ] + ) P B |

c'#c
a a T _ a a T 3
+ Zopt Zel| = rcp,l Ly 3)

where r(, , and ry; are the 1 x Nip and 1 x N baseband Rx
TD signal vectors corresponding to CP and effective OFDM
symbol, respectively, and P is the average Rx power of the
signal from cell c. Also, ng, ; and zg’) ; are the 1 xNép and 1 xN
noise vectors whose elements are independent and identically
distributed (i.i.d.) circular symmetric Gaussian random vari-
ables with noise variance Ny corresponding to CP and effective
OFDM symbol, respectively. E;"“ is the (Nép +N) x (Nép +N)
diagonal matrix representing the CFO and PhN, and is given
by diag{E}"“(0) - - - E}"(n) - - - E}"“ (N, +N—1)}, where E}"“ (n)
is expressed as

ey 5190

“4)

where €. (abbreviated to € for convenience in the sequel) is
the CFO between cell ¢ and MS normalized by SCS n. It
can be seen that since € is fixed, € - (n — 1) and € - n are
highly correlated. The term goé (n) representing PhN which has
modeled Wiener process as an infinite impulse response filter
is expressed as

n
oln) = ¢g—1(zvg;1 YN - 1) + 3 v() (5)
n'=0

where v(n') is an i.i.d. Gaussian random variable with zero
mean and variance OUZ =2mB/N [17], [37], [38] for the PhN
linewidth B normalized by SCS 7. Furthermore, H?’c in (3)
is the (Nép + N) x (Nép + N) impulse response matrix of
the time-varying channel given by (H"“),, = h{"“(n,[n —
n’]Né ) [311, [33], where h}"“(n, £) is the time-varying path
gainpof the £th tap in sample n. Assuming Ny = 1, SNR y is
identical to P¢ in (3). Finally, the second term of the first line
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Fig. 2. FD structures of NR PSS/SSS and BR SSS. (a) NR PSS. (b) NR  Fig. 3. FD structures of BR PSS1 and PSS2. (a) PSS1. (b) PSS2.
SSS. (c¢) BR SSS.
as follows:

in (3) is introduced to represent interferences coming from
neighbor cells ¢/, so that signal-to-interference ratio (SIR) is
defined as PS/ Zc,#C{Pg )

ITII. SIGNAL DESCRIPTION AND ANALYSIS

This section, first, describes the PSS and SSS signals of
NR [12] and BR in frequency domain. Since the detection
performances and complexities depend on the various param-
eters, both BR and NR share Q = 3, M = 63 such that
2M + 1 = 127, N = 256 for a fair comparison. In specific, as
the number of PID hypotheses Q increases, the detection per-
formances degrade and the detection complexities increase.
On the other hand, as M increases which is proportional to
the number of used subcarriers for SSs, their detection perfor-
mances improve but the complexities increase. CGI g = [c/Q]
in cell ¢, and PID u = [c]p identifying one of Q cells for each
CGI g, so that PCI ¢ can be written as ¢ = Qg + u. Second,
a 2-stage procedure selecting the best three root indices of
the BR PSS sequence suitable for PIDs is proposed. Third, to
prove the excellence of the proposed SSs, we perform several
analyses, such as TD PSS signal-type and robustness against
CFO and PhN. Also, BR SSS is compared with NR SSS in
terms of the maximum number of PCIs, and robustness of the
cross-correlation property against fractional CFO and PhN.

A. NR Synchronization Signals

The PSS FD signal P, of NR [12] as shown in Fig. 2(a) is
given by

P,(m) = b,(m)

= 1—2X0([m+l«bu]127), 0<m=<2M
x0( +7) = [xo(@+4) +x0(D)]>
[1110110] = [x0(6)x0(5) - - - x0(1)xp (0)]. (6)

The NR PSS signal is based on binary phase-shift keying
(BPSK)-modulated length-127 maximal-length sequence (m-
sequence). 1, is the cyclic shift index of the m-sequence X
corresponding to PID u with g =0, uy = 43, and uy = 86.

The SSS FD signal S, as shown in Fig. 2(b) is constructed
by an elementwise multiplication of two different BPSK-
modulated length-127 cyclic-shifted m-sequences x¢ and X

Se(m) = [1 = 2xo([m + molia7) |[1 — 2x1([m + m1]127)]
go = Lg/112], g1 =I[gh12
my = KQgo+u), m =g
x0(i+7) = [xo(i +4) +x0()]a
x1@+7) =x1G+7) +x1()],
[0000001] = [x0(6)x0(5) - - - x0(1)x0(0)]

[0000001] = [x1(6)x1(5) - - - x1(1)x1(0)] (N

where K is the minimum gap between any two distinct my,
and the number of PCIs E = 336 -¢ (1 < < [127/(3K)]).
A set of the SSS FD signals each corresponding to PCI c¢ is
a union of a set of cyclically distinct sequences and sets of
its cyclically shifted versions. Specifically, a set of cyclically
distinct sequences is generated by modulo-2 sum of xo with
a cyclic shift value my and x; with all possible cyclic shift
values of mj. For any mj > mo, a set of cyclically shifted
version of the above set by (m6 — myp) is generated in the
same way. This indicates that the number of PCIs E can be
defined as the product of the cardinality of a cyclically distinct
sequence set and the number of distinct mg. In NR [12], K in
(7) is specified as 5 to mitigate false PCI detection, which is
analyzed in Section III-E in detail. Given K = 5, E = 1008
(¢t = 3) where the maximum value of E is 2688 (1 = 8).

B. Proposed BR Synchronization Signals

In this section, first, based on a distributed concatenation of
a ZC base sequence’ and its modified sequence, two PSS FD
signals are proposed to reduce timing detection complexity and
to increase robustness against CFO and PhN. Second, based
on a distributed concatenation of a Kasami sequence and its
modified sequence, an SSS FD signal is proposed to increase
the number of PCIs and to be robust against ICI caused by
CFO left after PSS detection and PhN.

The first proposed PSS (PSS1) FD signal P, as shown in
Fig. 3(a) is constructed by a distributed forward/reverse con-
catenation of length-M ZC sequence b, and its reverse-order

2Note that if any binary or complex sequence serves the purpose of this
study, that is, to realize a robustness against HW impairments and/or a low
detection complexity, it can be adopted as a base sequence.
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modified sequence b, as

by (Lm/2]), 0 <even m < 2M
by(M —1—|m/2]), 0 < odd m < 2M

. - 77 pygm(m+1)
with by[m] = e/~ 7

Py(m) = {

O<m<M ®)
where P,(2M) = 0, and u, is the root index of the length-M

ZC base sequence b, identifying PID u. b, is specified as —b,
from a performance-oriented point of view.

The second PSS (PSS2) FD signal P, as shown in
Fig. 3(b) is constructed by a distributed half/half for-
ward/reverse concatenation of length-M ZC sequence b, and

its forward/reverse-order negated sequence b, as

by(lm/2)), O<evenm <M
bu(lm/2)). 0<oddm<M
byM—-1—[(m—M)/2]), M <even m < 2M
byM — 1 — |[(m —M)/2]), M < odd m < 2M
©)

where P,(M) = 0, and f)u is defined as in (8), and w, is also
the root index of the length-M ZC base sequence identify-
ing PID u. PSS2 achieves timing accuracy robust against HW
impairments as much as PSS1, as well as computational detec-
tion complexity lower than PSS1. The determination of PID
u and the detailed analysis of robustness against HW impair-
ments for each of PSS1 and PSS2 will be held in Sections III-C
and III-D, respectively.

The SSS FD signal S, with E = 1008 - ¢ (1 < ¢ <
163/(3K)]) as shown in Fig. 2(c) is constructed by a dis-
tributed forward/forward concatenation of BPSK-modulated
signal b, which is modulo-2 sum of three different cyclic-
shifted length-63 m-sequences Xo and x;, and length-7 m-
sequence x; and its modified signal b, as follows:

Py(m) =

Oc(m) = [xo([m 4 mole3) + x1(Im + m1le3) + x2([m + ma17) ],
be(m) = 1 —26.(m) & be(m) = —b.(m), 0<m <M
b.(lm/2]), O<evenm <M
be(lm/2)), 0<oddm<M
be(L(m — 1)/2]), M < odd m < 2M
b.(Lm—1)/2]), M < evenm < 2M

go = 1g/336], g1 =Iglss, g2 = Llgl336/43]

moy = K(3go +u), my = g1, my =g
X0 +6) =[x+ 1) +x@dh
x1(i+6) =[x1((+5)+x1(+2)+x @+ 1) +x1(D],
x(@+3) =[xi+2)+x®h
[000001] = [xo(5)x0(4) - - - x0(1)x0(0)]
[101001] = [x1(5)x1(4) - - - x1 (1)x1 (0)]

[001] = [x2(2)x2(1)x2(0)] (10)

where S.(M) = 0. A set of the SSS FD signals each corre-
sponding to cell ¢ can be generated in a similar manner as that
in NR SSS. A set of cyclically distinct sequences is generated
by modulo-2 sum of xp with a given cyclic shift value mo and
cyclically shifted versions of x| and x. For any my, > mo, a
set of cyclically shifted version of the above set by (mg —my)
is generated in the same way. If coefficient K is given as 5 as
NR SSS in (7), the maximum value of E is 4032 (1t = 4). BR

Sc(m) =
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SSS achieves the maximum E larger than NR SSS, as well as
the robustness against HW impairments. The detailed analyses
of E and robustness against HW impairments for BR SSS will
be held in Section III-E.

C. Proposed PSS Sequence Selection

Let us answer the question “how should we select the best
three root indices in the proposed BR PSS sequences?amplifier
with” The answer lies in HW impairments. On one hand, both
CFO and PhN are common in terms of phase distortions of
the received signal in time domain, with the only difference
being whether the phase rotation is fixed or random within
an OFDM symbol. These phase distortions will cause tim-
ing errors. However, intersymbol interference (ISI) does not
occur, as long as the timing error is within the half of absolute
CP [39].

On the other hand, as peak-to-average power ratio (PAPR)
becomes higher (i.e., as dynamic range becomes wider), an
amplifier with a wider linear range should be employed to
avoid signal distortion. In general, however, SSs provide lower
PAPR values over Tx data signal due to the randomness of the
data itself. Since transmitter uses an amplifier that covers the
PAPR of the data, the PAPR is not counted as a criterion for
SS design. Hence, a 2-stage procedure is proposed to effec-
tively pick up the best three sequence indices from each BR
PSS signal by observing the effective autocorrelation (EAC)
and the effective cross-correlation (ECC) under the harsh HW
impairments. In the procedure, only HW impairments are con-
sidered, and a specific channel model or certain SNR level is
not assumed for generalization.

Stage 1: To analyze robustness against HW impairments,
the EAC €2(u,) within the last one-sixteenth of the CP dura-
tion, the sample points very close to perfect synchronization,
is defined as

NS
1 < 2
Q) = o 2 ) e @+ (V= D)
N(\\ lé’J + 1) (p:Llsf\ér)?pJ
Ty, = Eg"'xg(,uu) (11)

where r;,, is the version of rg at slot 5 and symbol 6 that
considers CFO € and PhN linewidth 8 modeled in (4) and (5)
(.e., Eg’c) with single Rx antenna (i.e., a = 0) and excludes
the interference (2nd term), the noise (3rd term), and the
fading (i.e., Hg’C = IngJrN) in (3). x¢(u,) and X, are the
(Ncﬁp 4+ N) x 1 and N x 1 signal vectors representing the TD
CP-added and CP-excluded PSS signals with the ZC sequence
index p, coming from each of the FD PSS signals as shown
in (8) and (9), respectively. r,, [¢ : (¢ + (N — 1))] represents
an N x 1 subvector of r,, obtained by extracting N elements
from r;,, starting from ¢. For analysis in the same line with
the evaluation in Section VI, very large HW impairments of
€ = 0.67 [30], [33] and B = 0.4 are employed. Taking into
consideration that frequency spectrum higher than FR2-2 band
is expected to be allocated for more stringent tctMTC applica-
tions, and that PhN increases by 6 dB when a carrier frequency
is doubled [14], [17], B8 = 0.4 is employed as the worst case,
which is about 6 dB higher than 8 = 1/12 used in [38].
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Fig. 4. Mean EAC according to the sequence index.

TABLE I
MEAN ECC RESULTS

[ sty [ EAY ] i) | EANY [ o) | E{AY ]
NR PSS :{0,43,86}

[043) [00629 || 086) [ 0.0685 ]| 43.86) [ 0.0611 |
BR PSSI : {1,262}

(a2 Joo444 [ 162  [00367 [ 262 [ 00376 |
BR PSSI : {1,61,62}

[aeh 00379 | 62 [ 00367 | 61,62) [ 0.0447 |
BR PSS2 : {1,2,62)

(a2 Joo0423 [ 1,62 [00334 [ 262 [ 00360 |
BR PSS2 : {1,61,62)

[ 00349 | (1,62)  [0.0333 ]| (61,62) [ 0.0437 |

The mean EAC performance (i.e., E{S2(u,)}) as a function
of sequence index u, is shown in Fig. 4, where E{-} is the
ensemble average operator. It is shown that both BR PSS1 and
PSS2 provide almost the same EAC performances and very
higher EAC performances than NR PSS. From the results,
the selected candidate sequence indices for both BR PSS1
and PSS2 are 1, 2, 61, and 62, since these indices provide
at least 195% higher EAC performances over NR PSS. The
candidate index sets corresponding to the selected indices are
{1, 2, 61}, {1, 2, 62}, {1, 61, 62}, and {2, 61, 62} each of
which comprises three indices (g, (1, and py. Considering the
highest EACs are in indices 1 and 62, the consequent candidate
index sets are reduced to {1, 2, 62} and {1, 61, 62}.

Stage 2: The ECC A(uy, 1)) within the CP duration is
defined as

1 i

N(Ng, + 1) =

2
(%) T Loitp + = 1))
E{Q(p0, p1, 12)}

A (s ) =
(12)

where ju,, # jul,, and E{Q(so. ji1., p2)} = 1/3 X1 E{Q (1))
for given candidate index set {ug, w1, u2}. Table I shows
the mean ECC in which interference, noise, and fading are
excluded as in stage 1. It is shown that both BR PSS1 and
PSS2 provide almost the same ECC values and about 50%
lower ECC values than NR PSS. A 2-stage selection procedure
is as follows. First, candidate index sets with lower E{A}’s
are selected such that the gaps among the E{A}’s are lower to
provide the similar level of intercell interference. Second, the
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TABLE II
TD SIGNAL TYPES OF PSS SIGNALS

Signal Type H Signal Type
NR PSS | Complex || BR PSS1 | Complex
AR PSS | Real BR PSS2 | Complex, Zero

indices set with the highest value of E{Q2} is selected if E{A}’s
are almost the same. From the criterion, the best index set
{1,61,62} for each of BR PSS1 and BR PSS2 is consequently
selected.

D. Comparative Analysis Regarding PSS Specification

1) Time-Domain Signal-Type: An SS in the time domain is
used to perform timing detection since the FD signal cannot be
obtained until a sample timing is detected. This implies that if
an SS is either periodically null or real in the time domain, its
detection complexity is reduced. This fact lets us compare the
proposed BR PSS TD signals with existing PSS TD signals
in terms of signal type that are summarized in Table II, where
AR stands for Alternative Radio in [33]. The table shows that
BR PSS2 provides lower computational complexity of timing
detection, which will be revisited when we discuss detector
complexity in Section IV-C1.

The TD signals of NR PSS and BR PSS1 are complex,
which comes from the inverse discrete Fourier transform
(IDFT) property [40]. The TD signal of AR PSS [33] is
real, owing to the centrally symmetric concatenation in the
frequency domain. On the other hand, the TD signal of BR
PSS2 is zero for one in every N/(M + 1) sample-time index,
regardless of the sign of b,,. We have the following proposition.

Proposition 1: The TD signal xj of BR PSS2 FD signal P,
in (9) satisfies the following property:

N
—
2(M +1)

Proof: Based on the symmetry of ZC [see (30)], the
periodicity of IDFT [see Fig. 18 and (32)], and the concate-
nation rule of PSS2 [see (33)], Proposition 1 is proved [see
Appendix-A]. u

2) Robustness Against HW Impairments: A longer
sequence has a better cross-correlation property (i.e., a
higher peak or lower sidelobe) in general, but is also more
susceptible to HW impairments since it suffers from more
phase rotation in time domain caused by the impairments.
Often, these two are metrics of performance conflicting with
each other. As a solution, a careful combination of two short
half-length sequences to produce a long sequence in the time
domain can result in a sequence, that is, robust against HW
impairments without sacrificing the cross-correlation property.

As described in Section III-B, each of PSS1 and PSS2
(called BR PSS here) is built by interleaving a base sequence
b, with its modified sequence b, in the frequency domain. The
result is BR PSS whose TD signal is a superposition of two
components as illustrated in Fig. 5. According to the property
of IDFT output for odd input elements with zero-padded even
input elements [40], the TD sequence composed of a repeti-
tion of x; (i.e., [x;, —x1] within an OFDM symbol as shown

xj(n) =0forn=Qa—1) =1,2,...
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Fig. 5. Components of BR PSS and NR PSS in the time domain.

in Fig. 5) comes from the base sequence b,. According to the
property of IDFT output for even input elements with zero-
padded odd input elements [40], the TD sequence composed
of a repetition of x5 (i.e., [X2, Xo] within an OFDM symbol as
shown in Fig. 5) comes from the modified sequence b...

The correlation coefficient between the BR PSS in Fig. 5
and its corresponding received signal can be approximated as

PBR[7] & 0.5x,1, [1] + 0.5 0,1, 7] (13)

for sufficiently small 7 (i.e., close to the peak), where t stands
for STO and means the difference between perfect sample time
and detected sample time. r; and rp represent the received
signals in which HW impairments are embedded when x; +
xp and xp — X1 are transmitted, respectively. The correlation
coefficient pxr[T] between a reference signal x and a received
signal r is defined as

> x(m + 7)rH(m)
o X3, Irm)|
From the symmetry of ZC [see (30)], the frequency-reverse
property of IDFT [see Fig. 18 and (32)], and the concatenation
rule of BR PSS [see (33)], we have the following proposition.
Proposition 2: The first half TD signal x; and x, for each

of BR PSS1 and PSS2 FD P, in (8) and (9) have the following
relation:

pxrlt] =

:2mn

—X 1(”)€’N, 0<n<¥%
Xz,pssl(”) = { e /2 N ’

—X1 pssl([n]N/2) ¥ s, 3 <n<N

—xppss2 (W)l W, 0<n<?¥
X2, pss2(n) ~ { P T 2 (14)

_xl,pSSZ([n]N/Z)el N, 5 <n<N.
Proof: See Appendix-B. |

By substituting (14) into (13), we obtain

BRI = 0501, [7(1 = €F)| < [owin 7] (19)

where the equality holds at the peak when 7 = 0. The
inequality denotes that BR PSS has more suppressed side-
lobes (t # 0) compared to the shorter sequence x;, which
makes BR PSS a full-length SS rather than a simple repetition
of short signals. As mentioned earlier, a shorter sequence is
less susceptible to HW impairments. Because x; and x, are
shorter than 5G NR PSS (e.g., x3 in Fig. 5)

;OP r[T] < Pxiry [t], pxzrz['f] <1
for t = 0 (at the peak). Thus, from (13)

PERI0] < ppRI0] < 1

which shows the improved detection performance of BR PSS.
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TABLE III
SUMMARY ON ROBUSTNESS AGAINST CFO/PHN

Average EAC | Average ECC
NR PSS 22.1933 0.0642
AR PSS 32.0937 0.0384
BR PSS1 46.6293 0.0376
BR PSS2 46.5613 0.0373

As a verification of the aforementioned theoretical analy-
sis, Table III shows the average EAC and ECC performances
obtained from the results of Fig. 4 and Table I regarding NR
PSS, AR PSS, BR PSS1, and BR PSS2. The EAC and ECC
values are averaged over three mean EACs and ECCs for the
selected best three indices, respectively. BR PSS1 and PSS2
provides higher average EAC and lower average ECC, outper-
forming AR and NR PSS in terms of the robustness to the
impairments. The observation will be verified in Section V.

E. Analysis Regarding SSS Specification

Assuming that an FD SSS signal S, corresponding to PCI
c in (7) for NR SSS or in (10) for BR SSS is transmitted, the
FD received signal R, of r§ at slot 5 and symbol 5 excluding
the second term corresponding to intercell interference in (3)
is given as

k=YY

6/2715
Ci = 271(1 €)
1 —e TN

Z e/(pc (n)g 127]{]m

Clk=miy Pim—viy HO)Sc () } + Z (k)

(16)

where C; and P; are the FD coefficients of fractional CFO
components such that € # 0 (—0.5 < ¢ < 0.5) and PhN
components (pf. in (5), respectively, and H(v) and Z(k) are
the FD channel coefficient and additive noise, respectively.
Assume that (2k¢ + 1) FD CFO components in C = {k — ke,
k—ke+1, ..., k+ke} and (2k, + 1) FD PhN components
inp £ {k —ky, k—ky +1, ..., k+ ky} dominantly affect
subcarrier k as ICI. FD received signal R, in (16) can be
reformulated as

Rc(k) = CoPoH (k)Sc (k)

DS

(m,v)eCxP\(k,k)

+ Y Clemy Py HOSe()
(m,v)¢CxP

+ Z(k)

Crk—miy Pim—viy H(W)Sc(v)

a7

where the first term represents the transmitted signal of sub-
carrier k affected by common phase error and CFO, the second
term represents dominant ICI terms, and the third term cor-
responds to a negligible ICI term. SSS detection performance
mainly depends on the cross-correlation distribution. Cross-
correlation S(¢’) of FD received signal R, and FD SSS signal
S corresponding to PCI hypothesis ¢’ € {0,..., E — 1} can
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Fig. 6. Maximum NCC outputs of NR SSS and BR SSS according to various
fractional CFOs.

be calculated as

M 2

> SR (k)
k=0

For example, let ke = 1, ky, = 0, H(k) = 1, and Z(k) = 0.
Three dominant FD CFO components in C = {k— 1, k, k+ 1}
affect the sequence property and FD PhN coefficients P; =
8(i). Then cross-correlation S(c’) can be approximated as

S(¢) = . (18)

2
Co M S ()M, (k)

+C1 Y M S (S (k — 1)
+Cn—1 XM Se (PSS, (k + 1)

The normalized cross-correlation (NCC) value represents the
sidelobe value of cross-correlation S(c’) such that ¢’ # ¢ nor-
malized to the peak cross-correlation output S(c). Fig. 6 rep-
resents maximum NCC value between two different sequences
from an SSS sequence set according to various CFOs under the
assumption of k, = 0, H(k) = 1, and Z(k) = 0. The maximum
NCC value of NR SSS with K =1 is about 0 dB at € = 0.5,
which denotes that PCI ¢’ # c¢ such that S/ (k) = S.(k—1) has
the same level of cross-correlation output S(c’) as peak cross-
correlation S(c). Peak cross-correlation output S(c) decreases
with the value of Cy, while the sidelobe value increases with
the value of Cj, as the fractional CFO increases. In addition,
integer CFO € = 1 causes a cyclic shift in a frequency domain
resulting in false PCI detection. Therefore, K = 5 is adopted
in 5G NR SSS to be robust against various CFOs. NR SSS
with K =5 shows maximum NCC value of —2.6 dB at frac-
tional CFO € = 0.5. The robustness against CFO comes at the
expense of maximum &, since E are bounded by an inverse
of K.

On the other hand, the cross-correlation output of BR SSS
can be reformulated into the cross-correlation of base sequence
b. in BR SSS as

S(c) ~ (19)

_ 2
(2Co — Cn—1 — C1) Ym=) ber (m)b ()
—C1 YN0 b (m)Hbe(m — 1)
—CNn—1 Yom=g b (m)Pbe(m + 1)
For the cross-correlation output of NR SSS in (19) where the

peak term is affected only by Cp, the peak term decreases sig-
nificantly as the fractional CFO increases. However, the peak

S(¢') ~ . (20)
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TABLE IV
COMPARISON FOR NUMBER OF PCIS E BY DIFFERENT K

Maximum E by K =1
126 x 112 = 14112
63 x 48 x 7=21168

Maximum E by K =5
24 x 112 = 2688
12 X 48 x 7 = 4032

NR SSS
BR SSS

term of base sequence b, in (20) of BR SSS is scaled by coef-
ficient (2Cy — Cy—1 — C1). The three dominant components
in the coefficient are combined constructively in various frac-
tional CFO environments, which makes the peak term more
robust to fractional CFOs compared to NR SSS. In other
words, the distributed concatenation of the base sequence and
its modification allows the sequence to capture higher diver-
sity order and robustness in a high fractional CFO regime.
The diversity gain is achieved at the cost of 3-dB degradation
of maximum NCC value at ¢ = 0 than NR SSS due to the
worse cross-correlation property of the short-length Kasami
sequence. The sidelobe values of cross-correlation output S(c’)
such that ¢ # ¢ in (20) are the weighted sum of cross-
correlation outputs following the cross-correlation distribution,
which is also robust to fractional CFO. Hence, BR SSS with
K =1 is robust to fractional CFO, providing the maximum
NCC value of —3.7 dB at ¢ = 0.5. K =5 is adopted for BR
SSS in this article to guarantee the same level of robustness
to integer CFOs as NR SSS. BR SSS with K = 5 provides
maximum NCC value of —4.6 dB at ¢ = 0.5, that is, 2.0 dB
lower than NR SSS with K = 5. Same diversity gain of BR
SSS can be observed under high PhN that will be shown in
Section V.

Table IV compares the maximum number of PCIs E by the
mapping between cyclic shift values and PCIs with K = 1
and K = 5. It is assumed that the number of distinct myg
is a multiple of 3 since myq is a function of PID u, and the
cardinality of a cyclically distinct sequence set is a multiple of
112 for comparison with NR SSS. BR SSS provides 1.5 times

—~

maximum & larger than NR SSS with the same parameter.

IV. DETECTOR DESCRIPTION AND ANALYSIS
A. PSS Detector for the Proposed BR System

To maximize the performance of timing estimation [11],
[21], [41], [42], the maximum-likelihood (ML) estimate of
STOs can be used, where the meaning of STO t is the
difference between perfect sample time and detected sam-
ple time once again. The ML estimate is implemented as a
replica-correlation scheme in this work.

As shown in Fig. 7, the detector consists of three cross-
correlators for PID u = 0, 1, 2, a peak detector, and a com-
parator. The complex-valued (real-valued) output Ry (Iv?(z,,u)
of cross-correlator u for sample time ¢ is defined as

A-1 (Xg,uu (Ng’p))H 1l (p + (N — 1))]

Ry u= Z N

a=0

Rpu = Ry’ @1

where A is the number of Rx antennas. The sample time is in
range of 0 < ¢ < Wy, where W), represents the window size
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Fig. 7. Block diagram of the PSS detector.

of PSS detector, and is the total number of samples in one
cycle frame duration as shown in Fig. 1. k(p,u flows into the
peak detector as an input. The pair of sample time instant é
and PID & are detected such that

(¢3, it) = arg rgax R¢,u~ (22)
\u
If (qS, i) is the actual start sample time ¢ and PID u of PSS
TD signal excluding CP, the perfect time synchronization (i.e.,
detected STO 7 = ¢ — ¢ = 0 and &t = u) is realized. To
determine whether the PSS detection is completed or not, a
decision variable D; is defined as
D = Ll 7
.u

Z(d),u)#(é,a) W01
If Dy > T; where T is the predefined PSS detection threshold,
the PSS detection is completed and the SSS detection starts.
Otherwise, the PSS detection is performed again. Note that
the numerator and denominator in (23) can be regarded as the
average powers of a signal term and a noise term, respectively,
so that Dy can be viewed as SNR. The denominator of (23)
makes D independent of the automatic gain control (AGC)
level [43]. Also Note that since the probability distribution
function (PDF) of IV€¢, « 1s unknown due to the unknown PDF
of the product of the fading channel and the TD signal, the
PDF of ((5, i) in (22) is unable to be obtained any more.
Although the PDF of Rq),u is known, the PDF of IV?(M is still
unknown because the PDF of the argument maxima function
is unknown. Thus, the theoretical timing detection probability
of PSS will be reserved for further research.

(23)

B. SSS Detector for the Proposed BR System

As shown in Fig. 8, the SSS detector consists of a CFO
estimator/compensator, an N-point FFT & extractor, a cross-
correlator, a peak detector, and a comparator.

First, the SSS detector estimates CFO € in the CFO estima-
tor [31], [43] using ¢3 and R b After that, € is compensated for
the received signal. Second, N-point FFT is performed from
the start sample time q’; — (pr + N). Then, the received SSS
FD signal R, in (16) includes fading channel, noise, residual
CFO, and PhN. Third, passing through the cross-correlator,
S(c’) in (18) is obtained for every PCI hypothesis ¢’. Fourth,
as shown in Fig. 8, S(¢’) flows into the input of the peak
detector. PCI ¢ is detected such that

¢ = argmax S (). (24)
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Block diagram of the SSS detector.

TABLE V
COMPUTATIONAL COMPLEXITIES OF PSS DETECTORS

$, [MOPS]
107N (36N +22)
10" N (18N +22)
~10°yN(36(N — M — 1) +22)

NR PSS & BR PSS1
AR PSS
BR PSS2

To determine whether the SSS detection is completed or not,
a decision variable D5 is defined as

A\ |2
|S(@)]
n12 "
Zc/#ﬁwaf;—)l‘

If D, is equal to or greater than the predefined SSS (detec-
tion) threshold T,, cell search is completed. Otherwise, the
PSS detection is performed again. As in the PSS detector, the
denominator of (25) makes D, independent of the AGC level.
Similarly, as noted in Section IV-A, since the PDFs of S(¢)
and its argument maxima function in (24) are unknown, the
PDF of ¢ is unable to be obtained any more. Thus, the theo-
retical PCI detection probability of SSS will be reserved for
further research as well.

D; = (25)

C. Detector Complexity

1) Computational Complexity of PSS Detector: The most
computationally intensive part of cell search is in the PSS
detector. For all of NR, AR, and BR, the ML timing estimation
defined in (21) and (22) is employed in the PSS detec-
tor. Table V compares computational complexities in units of
millions of operations per second (MOPS) to evaluate the
computing power $, of PSS detector [33], [44] as a func-
tion of SCS n, FFT size N, and M3 For the minimum FFT
size N = 256, AR PSS provides 49.88% lower computing
power over NR PSS and BR PSS1. BR PSS2 provides 24.94%
lower computing power over NR PSS and BR PSS1. AR
PSS provides 33.23% lower computing power than BR PSS2.
Consequently, AR PSS has the lowest computational com-
plexity over other PSSs. However, BR PSS2 provides lower

3In this table, the complexities of three cross-correlators as shown in Fig. 7
are on the assumption that one real addition, one real multiplication, and
one squared root need 1, 8, and 6 operations, respectively, from which the
number of operations needed for each of complex addition and multiplication
is calculated.
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TABLE VI
COMPUTATIONAL COMPLEXITIES OF SSS DETECTORS

$s [MOPS]
NR SSS | ~ 1070(17/150) (2Nlog, N + 19.125%)
BR SSS | ~ 107%(77/150) (2Nlog, N + 18.238%)

computing power required for cell search considering tim-
ing detection performance than AR PSS under the harsh HW
impairments, as will be shown in Section V-C.

2) Computational Complexity of SSS Detector: Table VI
compares NR SSS with BR SSS in terms of computational
complexity in units of MOPS to evaluate the computing power
$; of SSS detector as a function of SCS #, FFT size N, and
number of PCIs E. Each of NR and BR SSS sequences is con-
structed by modulo-2 sum of cyclically shifted m-sequences
whose cross-correlation can be implemented through permu-
tation and fast Walsh—-Hadamard transform (FWHT) [45].
Computational complexities of SSS detection, including N-
point FFT and FWHT-based cross-correlation are compared
between NR SSS and BR SSS in Table VI. For cross-
correlation of NR SSS, there are (E/112) possible cyclic
shift values of mygp, and 112 possible cyclic shift values of
my for each mg. Cross-correlation of the received signal and
each of (E/112) cyclically shifted versions of xq requires
(8/112)- (127 — 1) additions. Then, cross-correlation between
each of the (E/112) remaining received signals and 127 cycli-
cally shifted versions of x; are calculated by FWHT, which
requires 127 - log, 128 additions [34].

For cross-correlation regarding BR SSS, there exist (E/336)
possible cyclic shift values of myg, 48 possible cyclic shift
values of m; for each mg, and seven possible cyclic shift
values of my for each mg and mj. Cross-correlation of the
received signal and each of (E/336) cyclically shifted versions
of x( requires (E/336) - (63 — 1) additions per base sequence.
Then, cross-correlation between each of the (2/336) remain-
ing received signals and 63 cyclically shifted versions of x; are
calculated by FWHT requiring 63 - log, 64 additions. Finally,
cross-correlation between each of the (E/336) - 48 remaining
received signals and seven cyclically shifted versions of x;
are implemented by FWHT requiring 7 - log, 8 additions. For
identical & = 1008 and the minimum FFT size N = 256 as
a baseline, BR SSS gives 3.83% lower complexity than NR
SSS.

D. Cell-Search Time and Computing Power Analyses

The cell-search time and the corresponding battery con-
sumption of the proposed cell-search scheme are the most
important considerations to achieve long battery life for low-
power IoT devices. The cell-search time not only indicates
the performance of PSS and SSS detectors but also helps in
deciding system parameters such as detection thresholds as
shown in Section V-B. We analyze the average and the stan-
dard deviation of cell-search time using a Markovian model
for single-dwell detection procedure [33], [46], [47]. In the
procedure, the single dwell time is T = Tp + Ts, where
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Fig. 9. Single dwell cell-search process and corresponding state diagram.

Tp = Ts = W,/(nN) are the time durations for the PSS
and SSS detectors, respectively. The state diagram plotted in
Fig. 9 illustrates a cell detection process and the correspond-
ing state diagram. The values on the outgoing branches from
the Detecting state to each of the PSS misdetection, SSS mis-
detection, and False alarm states indicate the probabilities of
each transition, multiplied by a power of the dummy variable
z used to determine the transfer function of the state diagram.
The power is utilized to indicate the hypothesis testing time
periods needed to make the given transition [47]. In Fig. 9, Pp,
Pyr1, Pap, and Pr are the detection, PSS misdetection, SSS
misdetection, and false alarm probabilities, respectively, which
are defined as: Pp = Pr{Both detections are correct, D; > T}
and Dy > To}; Py = Pr{Dy < T1}; Pu2 = Pr{Dy < T2};
and Pr = Pr{One of PSS and SSS detection is incorrect, but
Dy >T; and Dy > Ty }.

Note that correct PSS and SSS detections are defined in
Sections V-A1 and V-B, respectively, Pp + Py1 + Pyo + Pr =
1, TF is the false alarm time, Ty is the time to perform a PSS
misdetection, and Ty, is the time to perform an SSS misde-
tection. Tr is set to be 10W,/(nN) in order to consider the
processing delay caused by decoding the information related
to accessing the system. Ty; and Ty are set to W,/(nN)
and 2W,/(nN), respectively, on the assumption that the SSS
detection is performed within the next window size just after
obtaining the starting sample time of the CP-excluded SSS TD
signal obtained by the PSS detection. From the state diagram
in Fig. 9, its transfer function is formulated as

UG = Poc 26)
1= Py — Pyt — PpptlrE
Given U(z), the average cell-search time is expressed as
dU(z) T
Taye = = — 27
avg dz _ Pp 27

where Y =T + Ty 1 Pyt + TpoPu2 + TrPr. Given Ty, the
standard deviation Tgq of cell-search time is expressed as, with
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TABLE VII
EVALUATION PARAMETERS

[ Parameter [ Value |
Carrier frequency 70 GHz
Normalized CFO € 07/0.67
Normalized PhN linewidth 8 0.0/0.1/04
RMS delay spread 16 ns
MS velocity 3 km/h
SCS n 120 kHz / 480 kHz
FFT size N 256

I = (Tyu1)*Pu1 + (Tm2)*Puz + (Tr)?Pr

d’U(z)
Tsq = \/[T} + Tavg(1 - Tavg)
Z =1

(28)

It is intractable to derive the absolute battery consumption
of the scheme. Instead, it is possible to compare the rela-
tive battery consumption under the assumption that the battery
consumption is linearly proportional to average computing
pOWer gayvg (i.e., average number of operations) to perform
cell search. This computing power can be obtained from the
same state diagram in Fig. 9, where each state corresponds to
the computing power of the event, expressed as

($p + $)T + $pTwi1 Prt + $sTv2Puz + ST PF
Pp

where the computing power $; to perform false alarm process

is assumed to be identical to $p+$s as one of examples. Here,

the computing powers of PSS and SSS are represented in units
of MOPS, which are derived in Tables V and VI.

§avg =

V. PERFORMANCE EVALUATION

The performances of the proposed cell-search schemes are
evaluated with the parameter settings listed in Table VII. Two
branch Rx equal gain combining diversity [i.e., a = 0,1 in
(3)] with no Tx diversity is assumed. 3GPP tapped delay line
A (TDL-A) channel for Non Line of Sight (NLoS) and TDL-
D channel for Line of Sight (LoS) in [48] are adopted as the
channel models. A two-cell model comprising a serving cell ¢
and a dominant interfering cell ¢’ such that ¢’ # ¢ is employed
where two cells are configured with different PIDs and PCls.
The signal arrival time difference of the adjacent cell relative to
the serving cell is assumed to be uniformly distributed within
half of CP duration, i.e., [-0.5[NS,/(nN)], 0.5[NS,/(nN)]].
The average Rx power of the serving cell PS is set to 9 dB
larger than P§'/. Moreover, all of the feasible subcarriers corre-
sponding to other channels are always loaded (i.e., full system
load), and the same transmission power is allocated to each
of the used subcarriers in the SS block and those in all of the
OFDM symbols except for the SS block in Fig. 1.

A. Evaluation for PSS Detection

The performance of PSS detection can be evaluated by two
metrics: 1) DER and 2) root mean squared error (RMSE) of
sample time estimate.
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(right) in the presence of § = 0.1 and 0.4 only.
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(right) in the presence of € = 0.67 and 8 = 0.0 and 0.4.

1) PSS DER: The timing accuracy performance in the PSS
detection is evaluated with the DER as follows: if the detected
sample time is within the one-sixteenth of absolute CP (i.e.,
decision bound corresponding to £1 sample points close to
perfect synchronization), and the detected PID belongs to the
serving cell or the adjacent cell, a successful detection is
declared; otherwise, an error is declared. This DER is the most
important performance measure in a factory automation that
requires a certain timing accuracy with high reliability because
the DER is regarded as an outage probability that an absolute
value of detected STO exceeds a required absolute value of
STO.*

Figs. 10 and 11 show the DER performances as a func-
tion of SNR per Rx antenna with the PSS detection threshold
T1 = 0 whose optimal value will be analyzed in Section V-C.
BR PSSs outperform in terms of DER in all cases of HW
impairments, SCSs, and wireless channel models. Due to the
effect of frequency selectivity, all DER performances in the
TDL-A with more frequency selectivity are worse than those

4Note that the robustness of BR PSSs against high HW impairments com-
pared to NR PSS and AR PSS can be observed by DER in a sense that the
more robust against HW impairments, the more precise timing accuracy.
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Fig. 12. PSS logio(RMSE) versus SNR per Rx antenna with TDL-A (left)
and TDL-D (right) in the presence of § = 0.1 and 0.4 only.

in the TDL-D with a strong direct path. AR PSS provides
the worst DER performance in the decision bound of 1/16
CP, which may result from the high sidelobes existing out
of the bound. However, AR PSS outperformed NR PSS in
terms of DER in the decision bound of 1/2 CP employed
in [33] thanks to the sidelobes mainly existing within this
loose bound. This implies that a timing detection performance
(e.g., DER) depends on the decision bound. So does cell-
search performance, which is observed in Section V-C. In the
case of TDL-A, as SCS n increases, DER becomes higher
because n = 480 kHz causes more frequency selectivity over
n = 120 kHz. In the case of TDL-D, as SCS 7 increases, DER
becomes lower, owing to the shorter OFDM symbol duration
under the less frequency selectivity.

In Fig. 10, in the presence of PhN only without CFO, the
following observations are made. In both cases of TDL-A and
TDL-D, there are not much DER differences among PSS sig-
nals in the lower PhN linewidth of 8 = 0.1; BR PSSs provide
an SNR gain of more than 2 dB over NR PSS and AR PSS.
As the received SNR increases, the gap of SNR gain becomes
higher. In Fig. 11 in the presence of high CFO with/without
PhN, BR PSS1 and PSS2 are the most robust against CFO to
the same extent. On the contrary, NR PSS and AR PSS are
very weaker in terms of CFO. BR PSSs provide an SNR gain
of more than 15 dB over NR PSS. While there is not much
DER difference between BR PSS1 and PSS2 in the absence
of PhN, BR PSS2 outperforms BR PSS1 in terms of DER in
the mixture of CFO and PhN. Summing up all observations, it
can be elucidated that the most effective PSS that can reduce
timing detection complexity while being robust against HW
impairments is BR PSS2.

2) PSS RMSE: As a widely adopted metric, the timing
accuracy performance in the PSS detection is evaluated with
the RMSE of detected sample time. Figs. 12 and 13 show the
RMSE performances as a function of SNR per Rx antenna.
The results show that the tendency of RMSE performances
is almost consistent with that of the DER performances as
shown in Figs. 10 and 11. The two notable differences between
the DER and RMSE results are observed as follows. First,
in terms of RMSE, the PSS signals with the higher SCS of
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n = 480 kHz provide lower RMSE than those with the lower
SCS of n = 120 kHz because the time duration of PSS of
the higher SCS is shorter than that of the lower SCS. AR
PSS provides lower RMSE than NR PSS because there are
less sample time estimates that deviate excessively beyond CP
than NR PSS, while AR PSS has higher sidelobes around CP
at performing timing detection.

B. Evaluation for SSS Detection

SSS detection performance is evaluated with DER as fol-
lows: if the detected PCI belongs to the serving cell or the
adjacent cell (i.e., the detected PCI is correct), a successful
detection is declared; otherwise, an error is declared. Fig. 14
compares DER performances with SCS n = 120 and 480 kHz
in 3GPP TDL-A and TDL-D channels, respectively. For SSS
performance evaluation, unnormalized residual CFO € after
PSS detection is assumed to be 7 kHz (i.e., 0.1 ppm), and
PhN linewidth g is set as 0.1 and 0.4. SSS detection thresh-
old 7> is set to 0, and the optimal value of 7> will be provided
in Section V-B together with PSS detection threshold T7.

In Fig. 14, an increase of number of PCIs E causes SNR
shift in both NR and BR SSS because the number of PCI
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hypotheses close to the peak cross-correlation output increases.
DER of NR SSS with E = 2688 is shifted by SNR= 0.35 to
2 dB compared to NR SSS with baseline & = 1008 under
various SCS 7 and PhN linewidth . DER of BR SSS with
E = 4032 is shifted by SNR= 0.5 to 3 dB compared to
BR SSS with baseline & = 1008. It can be observed that the
amount of SNR shift generally increases as the phase distortion
caused by frequency selectivity and PhN deteriorates.

In the TDL-D channel, first, BR SSS with baseline
1008 achieves lower DER than NR SSS with baseline
1008 at the same parameters of 1 and S. In particular, BR SSS
has steeper DER slopes than NR SSS in the high SNR regime,
which implies that BR SSS captures higher diversity order than
NR SSS in the high PhN environment. The difference of the
DER slope between BR and NR SSS increases as § increases.
BR SSS with n = 480 kHz achieves DER about 1072 at
SNR= —10 dB shifted by —6 dB relative to NR SSS with
n = 480 kHz for 8 = 0.4. Second, the PhN environment with
n = 120 kHz and B = 0.4 has the same level of single-sided
power spectral density as the environment with n = 480 kHz
and 8 = 0.1. The DER performances of both BR and NR SSS
with n = 480 kHz greatly improve in the high SNR regime
owing to the reduction of ICI.

Both BR and NR SSS provide higher DER in TDL-A than in
TDL-D because they suffer frequency selectivity despite short-
delay spread due to wide SCS. NR SSS with n = 120 kHz
has the lowest DER in TDL-A channel for 8 = 0.1 where the
frequency selectivity dominantly affects the sequence prop-
erty than PhN. However, for 8 = 0.4 where PhN dominantly
impinges on the sequence property, BR SSS provides lower
DER than NR SSS, which is robust to ICI. On the other hand,
when NR SSS for n = 120 kHz, 8 = 0.4 is compared with
for n = 480 kHz, 8 = 0.1, NR SSS with wider SCS provides
higher DER at low SNR but lower DER at high SNR. There
exists a tradeoff between the reduction of ICI and increased
frequency selectivity for the noncoherent detection method.
However, BR SSS always achieves a better DER performance
for lower SCS, owing to the robustness against HW impair-
ments. In sum, BR SSS with n = 120 kHz shows the lowest
DER compared to the counterparts in the frequency-selective
channel with high PhN. BR SSS with E = 1008 and E = 4032
achieves DER about 10~2 at SNR= —4 and —2 dB, respec-
tively, whereas NR SSS with E = 1008 provides same the
DER at SNR= 2 dB.

o] [l

C. Cell-Search Time and Computing Power

Fig. 15 shows cell-search time performances where Pp,
Py1, Py, and Pp are obtained through the evaluations at
SNR = —6 dB and SCS n = 480 kHz according to various
PSS detection threshold 77 and SSS detection threshold T5.
The evaluations are performed under CFO € = 0.67 and PhN
linewidth 8 = 0.4, and the evaluations at n = 120 kHz are
omitted that show similar trend with those at n = 480 kHz.
The proposed schemes BR PSS2/SSS and PSS1/SSS outper-
form existing NR PSS/SSS and AR PSS/SSS in terms of
average cell-search time T,y,, which implies the proposed
schemes show superior robustness to high CFO/PhN over NR
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and AR. Specifically, in 0.0 < T> < 4.0, each Ty, of BR, AR,
and NR is almost constant regardless of the value of 7. Since
a tight decision bound on timing detection is employed, AR
provides worse cell-search time performance over NR owing
to the sidelobe effect. Although there are slight differences
depending on the SSS threshold in 75> > 7.0, lower T reduces
Tayg, and BR PSS2/SSS provides around 60% lower average
cell-search time over NR PSS/SSS. The results indicate that an
effective cell search with BR can be achieved by only setting
T, = 8.0 without any PSS detection thresholds (i.e., 71 = 0.0).
Table VIII shows the lowest average and standard deviation of
cell-search time of each cell-search scheme according to dif-
ferent SCS n and wireless channel. The proposed schemes
outperform AR and NR in terms of T,y and Tsq due to the
robustness against CFO/PhN, where BR PSS2/SSS provides a
slightly lower Tayg and Tsq compared to BR PSS1/SSS.

Fig. 16 shows average computing powers gayg to perform
cell search for the same parameters as Fig. 15. The proposed
BR PSS2/SSS provides about 80% lower computing power
compared to NR PSS/SSS. AR PSS/SSS provides almost iden-
tical computing power to BR PSS1/SSS at the minimum value
of Tayg (for 71 = 0.0 and 7> = 8.0) thanks to the lowest PSS
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TABLE VIII
COMPARISON ON THE LOWEST CELL-SEARCH TIME

[ BR PSS1/SSS | BR PSS2/SSS | AR PSS/SSS | NR PSS/SSS |
Lowest Tyyg [ms] / Tgrq [ms] at 7 = 120 kHz & TDL-A

[ 5117464 [ 429/3.64 [ 13.28/13.05 | 10.73/10.17 |
Lowest Tyyg [ms] / Tgrq [ms] at 17 = 120 kHz & TDL-D

[400/339 [329/231 [1057/10.17 | 874/798 |
Lowest Tyyg [ms] / Tgrq [ms] at 17 = 480 kHz & TDL-A

[152/149 [129/120 [378/376 [3.13/302 |
Lowest Tyvg [ms] / Tg;q [ms] at 17 = 480 kHz & TDL-D

[097/083 [ 081/054 [260/250 [220/200 |

detection complexity. To sum up, BR PSS2/SSS shows the
lowest value of average and standard deviation of cell-search
time and computing power under the harsh HW impairments,
effectively reducing the battery consumption.

VI. CONCLUSION

This work has proposed SSs for cell search in over-6GHz
wireless time-critical industrial IoT systems. The distributed
concatenation of a base sequence and its modification in the
proposed PSS and SSS greatly improves the robustness to
HW impairments, such as CFO and PhN in the time and
frequency domains, respectively. Under the harsh HW impair-
ments, specifically, the proposed PSS signal has provided
lower computational complexity by exploiting the symmetry
of the ZC sequence at the same time providing up to 15-
dB SNR gain in terms of timing detection performance than
NR PSS. The proposed SSS signal, that is, constructed by
BPSK-modulated Kasami sequence has provided 1.5 times
more distinguishable cell IDs while achieving up to 6-dB SNR
gain in cell ID detection performance over NR SSS. It has
been indicated that shorter cell-search time or lower battery
consumption can be attained by only setting an SSS threshold.
The proposed cell-search scheme with the optimal thresholds
offers about 60% shorter cell-search time and about 80% lower
battery consumption than NR cell-search scheme under the
severe HW impairments, eventually increasing the battery life
of wireless low-power IoT devices. Not only the effect of
other HW impairments, such as dc offset or I-Q imbalance on
cell-search performance but also theoretical timing and PCI
detection probabilities are to be further studied.

APPENDIX
A. Proof of Proposition 1
Let
bu(n) — e—jnun(n—i—l)/M (29)
be a ZC sequence where

M = length of the sequence, odd
n=01,....M—1
u=20,1,...,.M—1.

Then, it is straightforward to show that b, (n) is symmetric

with respect to n = (M — 1)/2 (called the symmetry of ZC).
That is

by(M — 1 —m) = b,(m) (30)
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Fig. 18. Periodic structure of IDFT vector f.

form=0,1,...,M — 1.

Let f be an (N x 1) IDFT vector as illustrated in Fig. 17,
where N is a power of 2. Then, f exhibits different periodic
properties for different values of n.

Fig. 18 illustrates the periodic properties of f for various
values of n. For example, when n = 1, the first half of f (indi-
cated as “A”) and the second half of f (indicated as “—A”) are
identical to each other except for the negative sign. Similarly,
when n = 2, the first quarter (“B”) and the second quarter
(“—B”) of f are identical to each other except for the nega-
tive sign. The second half of f is simply a repetition of an
exact copy of the first half of f. The IDFT vector f displays
similar periodic pattern with higher number of repetitions as
n increases (called the periodicity of IDFT).

Fig. 19 shows the proposed PSS2 signal in the frequency
domain. Let X(k), k=0,1,..., N — 1, be the FD samples of
PSS2, then

N—1
1 + ZTTH

xm) = < Y XWIF, n=0,1,...N-1. @)
Nk=0

Since X(k) =0 for M <k < N —M — 1 and the periodicity
of IDFT as shown in Fig. 18, (31) can be written as

1 d ek 1 A Dk
) = Y XM+ 3T XN ()
k=0 k=N—M—1

Note that because of the symmetry of ZC shown in (30) and
the concatenation rule of PSS2 described in (9)

Xk)=Xk+(N—-M—-1), k=0,1,....M. (33)
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Fig. 19. Tllustration of the IDFT input of PSS2 in the frequency domain.

From (32) and (33)

1 M D nk
x(n) = v ZX(k)e’ N

k=0

271n(m+N M—1)

+ — ZX(m+N M—1)e
mO

:(1-1—6172”"(}\] = ) ZX(k) o5

j2mn D 1 27k

(1+ 7)NZX(I<)-€/ W (34)
k=0
Note that x(n) = 0 when 2n(M + 1)/N is an odd integer. That
is, 2n(M+1)/N = £2a —1), a = 1,2, ... Since n > 0, this
implies that x(n) = 0 when
N
n=QRa—-1)—, a=12,...
2(M + 1)

B. Proof of Proposition 2

Let the IDFT output x(n) (n = 0,1,...,N — 1) of input
elements X(k) (k=0,1,...,N — 1) be expressed as

N 1
x(n) = ZX(k)dzm (35)
k 0
N Ny
- Z XQmye " 4 — Z XQm + e T
m=0
x1(n) x2(n)
2
= x(n) + X = Z XQ2m + 1)l R
m=0

x2(n)
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Regarding BR PSS1, X(2m + 1) = —X((M — 2) — 2m) as
shown in (8) and Fig. 3(a). Applying the symmetry of ZC (30)
to odd IDFT input elements, X((M — 2) — 2m) = X(2m) so
that exactly X(2m+1) = —X(2m) form=0,1,...,N/2—1.
Using the property of IDFT output for even input elements
with zero-padded odd input elements [40]

27rn
—X1,pssl (”)e/
X2,pssl (n) =

—X1,pssl ([”]N/Z)ej N,

Regarding BR PSS2, since X(2m + 1) = —X(2m) for m =
1,2,...,N/2—1 without m = 0 as shown in (9) and Fig. 3(b),
x2(n) = —exp{j2nwn/N}x1(n) in (35). Using the property used
in (36)

i2mn
N _xl,pss2(n)e] N,
x2,ps52(n) ~

_xl,pSSZ([n]N/Z)ej N,

where an exact equivalence is not established because
P,(M) 0 (ie., X(0) 0) in Fig. 3(b) to realize the
periodical zero as proved in Appendix-A.
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