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Abstract—In this paper, a Multiple Adaptive-resource-allocation
Real-time Supervisor (MARS) scheme for hybrid cloud-assisted
Industrial Internet of Things (IIoT) is proposed to support reliable
cloud services even under rapidly changing service demands that
occur in massive IIoT networks. Virtual Machines (VMs) in both
private cloud and public clouds can be elastically and accurately
allocated through the proposed MARS scheme, which uses Karush-
Kuhn-Tucker (KKT) optimization applied to the VM Continuous-
Time Markov Chain (CTMC) scheme. Because the MARS scheme
can immediately determine the optimal number of VMs based on
the hybrid cloud situation, a significant improvement in the elasticity
performance can be obtained. Compared to using the CTMC
scheme, the results show that the MARS scheme can improve the
response time up to 19.3 � 73% (based on the activation rate) and
the elasticity by 26.7%, and reduce the cost by 1.2%.

Index Terms—Private cloud, public cloud, elastic service,
optimization.

I. INTRODUCTION

INTERNET connectivity is becoming more complex and

complicated as various massive Machine Type Communi-

cations (mMTCs) and computationally-intensive Internet of

Things (IoT) applications are now prevalent [1], [2]. Rapid

growth of the scale of IoT networks is also no exception to the

industrial domain [3]. For the year 2020, the global market

value of Industrial IoT (IIoT) is $82.4 Billion U.S. dollars and

a 21.3% Compounded Annual Growth Rate (CAGR) is fore-

casted for the period of 2020 to 2028 [4]. In addition, estima-

tions have been made that the number of massive IoT

connections have doubled to reach an approximate 200 million

connections during 2020. Even considering the 2019 Corona-

virus disease (COVID-19) pandemic influence, it is predicted

that broadband IoT services will consume about 44% of all

cellular IoT connections by the end of 2026 [5].

One of the more notable things about IIoT is that the number

of IoT devices and network can become even larger and more

complicated due to the industry infrastructure, and therefore, the

IIoT network may operate slower and may be more vulnerable

to security threats [6]. IIoT has been emerging as an prominent

technology that has the potential to change many industrial serv-

ices, which include renewable energy sources (e.g., solar), smart

power grids, smart cities, Intelligent Building System (IBS),

Intelligent Transportation Systems (ITS), security systems,

eXtended Reality (XR) facility remote management, distributed

blockchain databases, smart office equipment, as well as smart

resource control for water, gas, electricity, street lamps, and per-

sonal mobility systems [7], [8]. These systems experience signif-

icant changes in utilization patterns based on the time and

location. Therefore, the data exchanged across massive IIoT net-

works supporting these systems will show large changes in sig-

nificant scales. Because massive IIoT networks can generate

large amounts of data in irregular and bursty patterns, cloud

computing support is needed to provide data storage and compu-

tational processing. Cloud support for massive IIoT networks is

essential because common IIoT devices have very small mem-

ory and limited processing capabilities [6], [9]. For this reason,

in recent years, numerous studies have attempted to overcome

various issues of massive IIoT networks by proposing cloud sup-

port [10]. Using a private cloud close to the IIoT devices can pro-

vide many benefits, such as, the latency can be reduced along

with having the advantages of privacy and more protection.

However, for a massive IIoT network covering a wide region, a

hybrid cloud consisting of a private cloud and public cloud

would be needed because the public cloud would be able to pro-

vide muchmore processing capability and storage space, as well

as enable easier access and more diverse connectivity. There-

fore, more consideration needs to be given to hybrid clouds

when trying to support massive IIoT networks.

One of the most important features for a hybrid cloud that is

supporting a massive IIoT network is the cloud’s on-demand

resource allocation capability, which include computational

resources, such as, Virtual Machines (VMs) or containers. On-

demand resource allocation has always been one of the key

research topics in cloud computing [11]. When it comes to

hybrid cloud-assisted IIoT, on-demand resource allocation

becomes a more crucial and difficult issue to handle. The

dynamic andmassive scale of IIoT networks makes it difficult to

predict how much computational resources will be needed [12].

Moreover, it is difficult to accurately and elastically allocate

resources in large scale hybrid clouds in real-time. In order to
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overcome this limitation, in this paper, an accurate and elastic

resource allocation technology that is called the Multiple Adap-

tive-resource-allocation Real-time Supervisor (MARS) scheme

is proposed. The MARS scheme can instantaneously calculate

the optimal number of VMs to allocate in the private and public

clouds based on real-time demand changes in the massive IIoT

network. This is a significant improvement compared to the cur-

rently most advanced Continuous-TimeMarkov Chain (CTMC)

scheme used in cloud computing, which determines the number

of required VMs based on gradually increasing the number of

VMs until the performance conditions are satisfied. Since the

MARS scheme can instantaneously inform the optimal number

of VMs required in the private and public clouds, resource allo-

cation can be conducted immediately, saving significant perfor-

mance losses compared to when the optimal number of VMs is

unknown and searched progressively.

For cloud computing systems, accuracy and elasticity are

two major Service-Level Objectives (SLOs) that make on-

demand resource allocation feasible. Accuracy is defined as the

degree to which computational resources can be precisely allo-

cated as much as users require. Elasticity is defined as how fast

a cloud system can adapt to changes based on users’

demand [13]–[16]. In [13], elasticity is defined as the ability of

a system to add and remove resources (e.g., CPU/GPU cores,

memory, VMs and container instances) to adapt to the load var-

iation in real time. In addition, in [14], elasticity is defined as

the capability to allow users to dynamically acquire and release

the proper amount of computing resources according to their

needs. The CTMC scheme is acknowledged to be one of the

best feasible solutions to achieve satisfactory accuracy in cloud

computing. The CTMC scheme provides a stable mechanism

to assign the required amount of resources (e.g., VMs) to the

cloud. Including [17]–[21], many CTMC schemes have been

proposed so far. Each proposed CTMC scheme achieves accu-

rate resource allocation. However, the CMTC base schemes

proposed in these papers do not consider elasticity, and thus

have limitations in terms of their elasticity performance. This is

mainly because the CTMC scheme is based on increasing or

decreasing only one computational resource (e.g., VM) at a

time. Thus, CTMC based cloud services are suitable in accu-

rately supporting gradually changing cloud service demands.

However, for massive IIoT networks that can have significant

changes in services demands, the CTMC scheme is slow in

making resource allocation adaptations. This is even a more

significant issues when it comes to hybrid cloud services, where

resource allocation changes in the private and public cloud

need to be adjusted quickly, simultaneously, and cooperatively.

Therefore, in this paper, a highly elastic and accurate resource

allocation scheme is proposed to satisfy dynamically changing

real-time hybrid cloud service requirements. The proposed

MARS scheme significantly improves the elasticity perfor-

mance of the CTMC scheme, and extends the CTMC scheme to

real-time hybrid cloud control. TheMARS scheme uses Karush-

Kuhn-Tucker (KKT) conditions to derive the minimal upper

bound of the optimal number of VMs that are needed. The KKT

solution makes it possible to deploy the near-optimal amount of

VMs instantaneously, which significantly helps to improve the

elasticity. It is worth noting that no research has provided a

closed-form resource allocation solution of the CTMC approach

so far, which is a unique feature of this paper.

The MARS scheme builds on the CTMC scheme proposed

in [22]. Along with the CTMC scheme, the authors of [22]

provide a way to analyze elasticity in any cloud platform by

presenting a quantifiable and calculable definition, which is

applied in this paper. A comparable technique is the Moving

Average (MA) scheme of [23], which uses the elasticity met-

ric of [22] in its performance analysis. The results show that

the proactive buffer management scheme of [23] can improve

the elasticity performance when compared to using the CTMC

scheme of [26]. However, these schemes are not suitable to

deal with the dynamically changing bursty conditions, which

will be demonstrated in the simulation results later in this

paper. On the contrary, the elasticity of the MARS scheme is

sufficient to handle bursty changing conditions.

In addition, most existing papers regarding elasticity,

including the above-mentioned papers (that deal with CTMC

based techniques), fail to consider hybrid cloud support. In

order to achieve accurate, elastic, and cost-effective resource

allocation, a hybrid cloud architecture is more suitable for

many applications [24]. Hybrid cloud-assisted IIoT can offer

variant decision options to users. For massive IIoT networks,

hybrid cloud systems are an attractive option for the sake of

security issues and access control [25]. In this regard, the pro-

posed MARS scheme focuses on providing instantaneous and

optimized VM resource allocation for hybrid clouds.

In the view of taxonomy of elastic cloud computing, the

KKT optimization procedures of MARS operates in proactive

mode and the CTMC procedures of MARS operates in reac-

tive mode [13], [14], which is why MARS can be considered

as a mixed mode hybrid cloud control scheme.

In summary, the proposed MARS scheme was designed to

accomplish the objective of supporting a massive IIoT net-

work with elasticity and accuracy to quickly handle bursty ser-

vice demand changes. The contributions of this paper are as

follows.

1) Existing papers do not provide a closed form solution to

optimized resource allocation in hybrid clouds. Consid-

ering that hybrid clouds are very common and essential

for massive IIoT networks, the proposed MARS scheme

can be very useful.

2) TheMARS scheme uses optimal KKT solutions to provide

the optimal number of VMs needed in the private and pub-

lic clouds instantaneously, which helps to improve the elas-

ticity and accuracy performance in hybrid cloud resource

allocation therebyminimizing cost and time delay.

II. SYSTEM ENVIRONMENT

A. General Concept of the Scheme

Hybrid clouds are made up of public clouds and a private

cloud, where data traffic is distributed throughout the private

and public clouds. It is assumed that the average distribution

ratio is known, where the data traffic arrival rate from the IIoT

devices through the private cloud to the public clouds are
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known, based on the IIoT network architecture presented in

Fig. 1. In Fig. 1, the hybrid cloud supports massive tasks from

n IoT devices. The private cloud takes charge of dealing with

tasks in advance, and distributes them to the public clouds.

According to the amount of tasks, the MARS scheme allocates

the appropriate amount of VMs to the private cloud and the

public clouds.

Although an external broker or internal broker can be used in

a hybrid cloud [27], this paper does not adopt an external broker

for the following reasons. Generally, a broker handles tasks

through the private cloud rather than the public clouds, since use

of the public cloud inevitably generates network delay and addi-

tional networking costs if there is no significant performance dif-

ference between a public and private cloud [28].

In order to enhance the stability of the hybrid cloud services,

risk management needs to be considered [29], where the data

may need to be pre-processed by the private cloud before it is

sent to the public cloud. There are various reasons for the pre-

processing. For instance, confidential data may need to be

encrypted on the private cloud for security issues [30], a task

may demand access to a database in the private cloudwhere prin-

cipal or confidential data is stored [31], and data formats may be

different between the public and private clouds where reformat-

ting is needed. Due to these reasons, pre-processing data at the

private cloud is very common in cloud computing [32], [33].

This type of risk management is called access control [34].

Many papers exploited access control for identity manage-

ment [35]–[37]. This way of handling dataflows is called automi-

gration where workloads are automatically (or manually)

transferred between clouds using well-defined protocols [38].

For these reasons, in this hybrid cloud model, the private

cloud receives data in advance and acts as a broker to allocate

tasks to the clouds. Even if this model is modified to use an

external broker, there will be no notable difference in the opera-

tional algorithmic procedures or in the mathematical optimiza-

tion point of view, which is why the proposed MARS scheme

can be applied the same way.

B. Modeling Data Traffic and VMs

In the proposed hybrid cloud system model (Table I), there

are numerous IIoT devices that request their tasks to be dealt

with. The arrival of task Xk from the kth IIoT device can be

described by an independent renewal process [39]. Since a

superimposed large number of renewal processes can be

approximated with a Poisson process by the Palm-Khintchine

theorem [40], the total task arrival rate can be expressed using

a Poisson distribution with the mean arrival rate � as followsXn
i¼1

Xi � Poissonð�Þ (1)

Fig. 1. Hybrid cloud-assisted IIoT architecture.

TABLE I
SUMMARY OF PARAMETERS
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where n denotes the total number of IIoT devices. The service

rates of VMs in the jth cloud are assumed to be all the same and

follow the exponential distribution with the mean mj. Thus, each

cloud can be deemed aM/M/c queue. In reference to the cloud ser-

vice ratesmj, index j ¼ 0 represents the private cloud, and index j
(which is a non-zero natural number) refers to the jth public cloud.

Generally, data sizes vary after being processed [41].

Assuming that the average data size of an input task from an

IIoT device is LI , the average output data size LO can be rep-

resented by the Data Traffic Coefficient (DTC) times the size

of the input data size, resulting in the relation of (2).

LO ¼ LI �DTC (2)

Since the DTC of the public and private clouds can be differ-

ent, the DTC from the private cloud towards the jth public

cloud is denoted as aj and the DTC in the reverse direction is

denoted as bj.

The input data stream is appropriately distributed by the

broker to the clouds with the distribution ratio set of W ¼
vj 2 Rj0 � vj � 1;

P
8j2J

vj ¼ 1

� �
, where J is the set of all

public clouds.

C. Cost Model

There are numerous cost types for setting up and managing

cloud computing services, such as, electricity, hardware, soft-

ware, labor fees, business premises, cloud services, and

deployment [42]. Each type embodies many cost factors.

The set-up cost for a hybrid cloud is twofold, the cost for the

private cloud and the cost for the public clouds. This paper

adopts the cost model in [22] for the jth public cloud which is

represented as

Cpub ¼ Nj fj þ cjm
dj
j

� �
(3)

where fj is the sum of the rental cost and the cost for static

power consumption,cjm
dj
j is the dynamic power consumption,

andNj is the number of VMs in the jth public cloud. This paper
focuses on the very specific subject of how many VMs are

needed. The above cost model is adopted among many cost fac-

tors and models in this regard. This model embodies the renting

cost and energy consumption cost of the public clouds.

As for the private cloud, many aspects of cost are slightly

different from the public cloud. For the sake of simplicity, all

kinds of cost associated with a private VM are assumed to be

linearly dependent on the number of private VMs Cpri as

shown in the following

Cpri ¼ N0 f0 þ c0m
d0
0 þ cGm

dG
G

� �
(4)

where N0 is the number of VMs in the private cloud and f0 is

the purchasing cost per VM, which is assumed to have a fixed

cost value involved in the purchase of a VM. To be more spe-

cific, the purchasing cost for a VM includes the costs of the

network device(s), VM software license(s), middleware

license(s), and application software license(s). The cost of

facility space, non-electronic equipment, and cabling are also

included. This approach is well described in [42]. Among

many kinds of variable costs, only the energy consumption is

directly associated with the VM performance, where c0m
d0
0 þ

cGm
dG
G represents the dynamic power consumption amount.

The total cost Ctot can be written as

Ctot ¼ N0 f0 þ c0m
d0
0 þ cGm

dG
G

� �
þ

X
8j2J;j 6¼0

Nj fj þ cjm
dj
j

� �
(5)

where Ctot can be neatly sorted out by replacing ðfj þ cjm
dj
j Þ

and ðf0 þ c0m
d0
0 þ cGm

dG
G Þ with Gj and G0. As a result,

Ctot ¼ N0G0 þ
X

8j2J;j 6¼0

NjGj (6)

where mG is described in the following section.

III. LATENCY MODELS

This section provides two latency models. When allocating

the optimal number of VMs to each cloud given a time dead-

line, these two latency models are used to determine whether

the time deadline will be breached or not.

Cloud computing cannot avoid generating network delay

because some data has to be exchanged between the VMs. This is

why network delay has to be considered when designing a cloud

computing model, especially one that supports real-time applica-

tions. The network delay model in this paper predominantly

focuses on data size, because the data size is proportional to the

data processing time, number of packets to exchange, network

transfer time, and queueing time at the receiver. Based on the

representation of network delay in terms of data size, this paper

offers an in-depth analysis on how bursty traffic affects network

delay, and consequently how many VMs are needed to compen-

sate for the adverse effects of network delay. Network delay con-

sists of four major factors, which are, processing delay, queuing

delay, transmission delay, and propagation delay. All of the four

kinds of delay arise every time a packet goes through all the routers

and receives services from the networkmanagement entities [43].

However, it is almost impossible to consider all routers across

the Wide Area Network (WAN). Here arises the need for some

assumptions to bemade. In [44], a combination of packet switch-

ing delay, processing delay, and queueing delay are collectively

defined as equipment delay. Equipment delay is caused when

network processes run on intermediary network devices, such as,

switches, routers, and firewalls. Equipment delay is mainly influ-

enced by the network load, congestion, and performance of inter-

mediary network devices. Processing delay and packet switching

delay is generated by all intermediary network devices, which

can be regarded as a constant value owing to the consistent high-

performance level of nowadays network devices [43]. If the

backbone network environment is unstable, stable real-time ser-

vice support based on cloud computing will be impossible to

achieve. Therefore, it is assumed that the performance of all

intermediary network devices is satisfactory and stable, and the
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queues of the intermediary networking systems will not overflow

due to the stable utilization conditions. Under this environment,

it is assumed that the queuing delays have little variation due to

changing traffic conditions, and therefore, the queueing delay

can be approximated as a constant value. Based on these consid-

erations, the equipment delay can be denoted by a single constant

value represented as equipment delay Tequip. The equipment

delay of this paper is a collective term referring to all packet

switching delays, processing delay, and queueing delays gener-

ated by the intermediate network devices.

Propagation delay can be derived from dividing the distance

between the sender and the VM by the signal propagation

speed. This means that the propagation delay Tprop is indepen-

dent of the data size. On the other hand, the data size has a cru-

cial effect on the transmission delay Ttrans, which can be

derived from Ttrans ¼ L
R, where L is the data size (in bits) and

R is the average data rate (in bits per second). Taking every-

thing into consideration, the total network delay is defined as

Tequip þ Tprop þ Ttrans. Indeed, many studies have demon-

strated that transmission delay is a decisive factor for network

delay in these environments [45], [46].

A. Latency Model for Public Clouds

In some hybrid architectures, the broker is separated from

the private cloud. This type of external broker model can

make the workflow very inefficient, especially when a

requested task needs to be pre-processed in the private cloud

before being sent to the public cloud. As a result, the external

broker model commonly is not capable of achieving maximum

productivity. If the private cloud does not know which public

cloud is busy, a random selection or round-robin selection

scheme may be used in choosing the public cloud to use. In

some cases, the pre-processed data may be sent back to the

broker if a public cloud cannot accept to process it, which gen-

erates additional network delay. Needless to say, this will

result in an additional networking cost [28].

The cloud model applied in this paper assumes that tasks are

required to be pre-processed, and an internal broker is used for

this purpose. The two processes, pre-processing and schedul-

ing, are collectively called groundwork altogether in this paper.

The service time of the groundwork is assumed to have an

exponential distribution with parameter mG. In addition, all

VMs in the private cloud are assumed to be able to conduct

the required groundwork as well as other remaining required

tasks to complete the assigned job. Furthermore, the service

time for the groundwork is assumed to take relatively less

time compared to the service time needed to complete the

remaining tasks. This type of an application is quite common.

For instance, the Avian flu workflow consists of three proce-

dures, PrepareGPF, AutoGrid, and AutoDock. The first proce-

dure takes only about 120 seconds while the remaining tasks

take about 2,040 seconds. As for the Motif workflow, the first

procedure Pre-interproscan takes 30 seconds, whereas the

remaining tasks takes 9,060 seconds [41]. When it comes to

Bag of Tasks (BoT) applications, it is usual that compute-

intensive BoTs are outsourced [47].

As mentioned in the previous section, the service time for

the remaining task also follows an exponential distribution

with mean mj. Since the arriving input data traffic follows a

Poisson distribution, the groundwork of the private cloud can

be modeled as a M=M=N0 queuing model. Hence, the delay

for the groundwork tG can be expressed as [48]

tG ¼
C N0;

�
mG

� �
N0mG � �

þ 1

mG

(7)

where CðN0;
�
m
Þ is the Erlang’s C formula defined as follows.

C N0;
�

mG

� �
¼ 1

1þ 1� rGð Þ N0!

N0rGð ÞN0

� �PN0�1
k¼0

N0rGð Þk
k!

(8)

The VM utilization rG ¼ �
N0mG

should be less than one for

(8) to hold true, otherwise the queue will increase infinitely.

For this reason, rG < 1 is assumed in this paper. This

assumption leads to the following inequality.

�

mG

< N0 (9)

After the groundwork is completed, the private cloud sends

pre-processed data to the public cloud(s) if necessary. The pri-

vate cloud may handle the task without offloading. However,

this section focuses on the scenario under which the public

cloud(s) are used. The case when only the private cloud is

needed to be used will be introduced in the next section. The

transmission delay T0j caused by transmitting data from the

private cloud to the jth public cloud is as follows.

T0j ¼ Laj

R0
(10)

The subscript ‘0j’ of T0j refers to the transmission from the

private cloud to the jth public cloud. Note that the DTC aj is

multiplied to L as a result of the groundwork. Following the

pre-processed data transmission, the backbone network is

accessed for a public cloud networking task assignment. As

discussed in the previous section, Tequip and Tprop can be

regarded as constant values. The total network delay for trans-

mitting data to the jth public cloud is Tequip þ Tprop þ T0j,

which can be rewritten as (11).

t0j ¼ Tequip þ Tprop þ Laj

R0
(11)

After the networking process, the public cloud processes the

remaining tasks. The following lemma deals with the data

arrival distribution to the public clouds.

Lemma 1: The arrival of IIoT data into the jth public cloud

follows a Poisson distribution with mean vj�.
Proof: Based on Burke’s Theorem [49], even after the ini-

tial IIoT data has been processed through the private cloud,

the departure process of the pre-processed data still follows a

Poisson distribution with the same mean �. The pre-processed
data is distributed after the departure of the pre-processed
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data. At this time, by the thinning property of the Poisson pro-

cess, alias the Prekopa’s theorem [50], data distributed to each

cloud forms independent Poisson processes with the respec-

tive rate of vj� for the jth public cloud. &

Based on lemma 1, the arrival rate of the pre-processed data

into the jth public cloud follows a Poisson process with vj�,
each public cloud can be formulated as a M=M=Nj queueing

model. The execution time taken at the jth cloud VM can be

expressed as follows (which is similar to (7)),

tj ¼
C Nj;

vj�

mj

� �
Njmj � vj�

þ 1

mj

(12)

where CðNj;
vj�

mj
Þ refers to the Erlang’s C formula which can

be written as

C Nj;
vj�

mj

� �
¼ 1

1þ 1� rj
� 	 Nj!

Njrjð ÞNj

� �PNj�1

k¼0

Njrjð Þk
k!

(13)

where rj ¼ vj�

Njmj
and rj < 1 is assumed. Hence, as for Nj, the

inequality
vj�

mj
< Nj can be established.

After completing the remaining task at the jth public cloud,

the jth public cloud sends the output data back to the private

cloud. The transmission delay for this process Tj0 is
Lajbj
Rj

,

which is similar to (10). The DTC bj is multiplied as a result

of the processing. The network delay for transferring the out-

put data back to the private cloud can be written as

tj0 ¼
Lajbj

Rj
þ Tequip þ Tprop: (14)

The total time required to process the remaining tasks using

the jth public cloudDj is

Dj ¼ tG þ tj þ tN (15)

where tN ¼ t0j þ tj0, which embodies all delays regarding

the networking.

B. Latency Model for the Private Cloud

The groundwork is required even when using a private

cloud. Thus, tG is also required for the groundwork of the

public clouds processing the remaining tasks. When the task is

handled by the private cloud, the networking process is not

required, therefore, tN ¼ 0 in this case.
The time delay experienced by the private cloud in process-

ing the input IIoT data is expressed in (16).

t0 ¼
C N0;

v0�
m0

� �
N0m0 � v0�

þ 1

m0

(16)

In (16), CðN0;
v0�
m0

Þ is also refered to as the Erlang’s C for-

mula. Thus, the time taken to process the remaining task at the

private cloudD0 is

D0 ¼ tG þ t0: (17)

IV. PROBLEM FORMULATION FOR COST OPTIMIZATION

A. Difficulty in Applying KKT

In this section, the minimum cost hybrid cloud computing

scheme is derived based on a mandatory requirement that the

task has to be completed within the delay threshold D�. The
main objective of this problem is to find the minimum number of

VMs N�
0 ;N

�
1 ; . . . ;N

�
j that will satisfy the time delay threshold.

In problem (P1), the vector NN ¼ ðN0;N1; . . . ;NMÞ. The shape
of this problem resembles a typical KKT problem. However, it is

difficult to solve problem (P1) using general KKT procedures

because the Erlang C formulas in (7), (12), and (16) are not dif-

ferentiable. Therefore, another method is needed. This problem

will be solved by using the upper bound of the Erlang C formula.

ðP1Þ
min
NN

Ctot

Subject to D0 � D�

D1 � D�

..

.

DM � D�

B. Upper Bound of the Erlang C Formula

In this section, the upper boundsUG,U0, andUj of the Erlang

C formula are introduced in order to make the constraints in

problem (P1) differentiable. According to [51], each Erlang C

formula has the following upper bound, CðN0;
�
mG

Þ � UG,

CðN0;
v0�
m0

Þ � U0, andCðNj;
vj�

mj
Þ � Uj, where

UG ¼ 1þN0 1� rGð Þ2
2rG

� 1� rG
2rG

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4N0rG þN2

0 1� rGð Þ2
q

(18)

U0 ¼ 1þN0 1� r0ð Þ2
2r0

� 1� r0
2r0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4N0r0 þN2

0 1� r0ð Þ2
q

(19)

Uj ¼ 1þNj 1� rj
� 	2
2rj

� 1� rj

2rj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Njrj þN2

j 1� rj
� 	2q

(20)

By differentiating UG and U0 by N0, and differentiating Uj

by Nj, the derivatives of UG, U0, and Uj can be obtained as

follows.

@UG

@N0
¼ 3� 2rG

2rG
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4N0rG þN2

0 1� rGð Þ2
q

� N0 1� rGð Þ2

2rG

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4N0rG þN2

0 1� rGð Þ2
q (21)

@U0

@N0
¼ 3� 2r0

2r0
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4N0r0 þN2

0 1� r0ð Þ2
q

� N0 1� r0ð Þ2

2r0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4N0r0 þN2

0 1� r0ð Þ2
q (22)

@Uj

@Nj
¼ 3� 2rj

2rj
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Njrj þN2

j 1� rj
� 	2q

� Nj 1� rj
� 	2

2rj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Njrj þN2

j 1� rj
� 	2q (23)
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Now The delay upper bounds ýG, ý0, and ýj are defined by

replacing the Erlang C formulas respectively with the upper

bounds UG, U0, and Uj. Then, ýG, ý0, and ýj are respectively

defined in (24)–(26).

ýG ¼ UG

N0mG � �
þ 1

mG

(24)

ý0 ¼ U0

N0m0 � v0�
þ 1

m0

(25)

ýj ¼ Uj

Njmj � vj�
þ 1

mj

(26)

Obviously, the three inequalities, tG � ýG, t0 � ý0, and

tj � ýj hold.

C. New Optimization Statement With Upper Bounds

In this section, problem (P1) is re-formulated as the relaxa-

tion problem (P2) with the delay upper bounds which were

introduced in the previous section. Then, the KKT solution for

problem (P2) is subsequently presented. In addition, vector gg
is defined in the following form.

gg ¼ g0; g1; . . . ; gM½ �T (27)

where

g0 ¼ ýG þ ý0 �D� (28)

g8j2J;j 6¼0 ¼ ýG þ ýj þ tN �D� (29)

Equations (28) and (29) are made up by respectively replacing

tG, t0, and tj with ýG, ý0, and ýj inD0 andDj, and then sub-

tracting D�. Thus, the inequalities Dj �D� � gj for all j are

established. These inequalities represents the time constraints.

Although KKT could not be applied to (P1) (due to the

inability to differentiate the formulas), because gg is differen-

tiable, by replacing the constraints in (P1) with gg, the relaxa-

tion problem (P2) is formulated as follows.

Based on (P2), the following three lemmas can be estab-

lished.

ðP2Þ
min
NN

Ctot

Subject to g0 � 0
g1 � 0

..

.

gM � 0

Lemma 2: The solutions of (P2) satisfy the constraints of

(P1).

Proof: The solution of (P2) satisfies the constraints g0 � 0,
g1 � 0, � � � , gM � 0. Due to the fact that the inequality Dj �
D� � gj holds, the solution of (P2) satisfies Dj �D� � gj �
0 for 8j. &

Just as every relaxation problem gives a nearby solution,

rather than an optimum solution, the solution of (P2) is not the

optimum solution of (P1). In the next section, the exact optimum

solution will be searched in the adjacent region of the solution of

(P2) using the proposed MARS scheme. Convexity is proved in

lemma 3 so that the KKT conditions can be applied.

Lemma 3: The inequality constraints in (P2) are all convex.

Proof: Note that ýG, ý0, and ýj in constraint gg are the only
functions associated with convexity. The other parts can be

considered as constants. Since a convex set is closed under

addition, the proofs of convexity of ýG, ý0, and ýj are suffi-

cient to prove convexity of gg. Given ýG, ý0, and ýj have the

same form, proving one of ýG, ý0, and ýj is sufficient to

deem the other functions are convex. By rewriting ýj in (26)

considering rj ¼ vj�

Njmj
, ýj becomes

ýj ¼
1þ

Nj�
vj�
mj

� �2

2
vj�
mj

� Nj�
vj�
mj

2
vj�
mj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4
vj�

mj
þ Nj � vj�

mj

� �2r

mj Nj � vj�

mj

� � : (30)

By substituting
vj�

mj
with d, the following can be obtained.

ýj ¼
1þ Nj�dð Þ2

2d � Nj�d

2d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4dþ Nj � d

� 	2q
mj Nj � d
� 	 (31)

By decomposing the above fraction,

ýj ¼ 1

mj

� �
1

Nj � d
þNj � d

2d
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4dþ Nj � d

� 	2q
2d

8<
:

9=
; (32)

1
Nj�d

is convex since Nj 	 d,
Nj�d

2d is convex since it is a linear

function. The term

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4dþðNj�dÞ2

p
2d is the square root of the qua-

dratic function, so that it is concave. Hence, �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4dþðNj�dÞ2

p
2d is

convex. Because 1
Nj�d

,
Nj�d

2d , and �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4dþðNj�dÞ2

p
2d are convex,

correspondingly ýj is convex. As a result, ýG and ý0 are also

convex, and therefore, it can be concluded it that the con-

straints of gg are convex. &

Lemma 4: If optimum values are found by using KKT,

N�
8j2J are the global optimal solutions of (P2).

Proof: If the objective function and inequality constraints

are convex functions, the solution obtained from KKT is suffi-

cient to be the global optimum [52]. Since Ctot is a linear func-

tion, Ctot is a convex function. The inequality constraints are

also convex as proved in Lemma 3. Hence, the solution

obtained from KKT is a global optimum solution. &

The next step is to find the solution of (P2) using KKT. The

KKT conditions for (P2) are as follows.

pp� 	 0 (33)

rCtot NN
�ð Þ þ rgg NN�ð Þ � pp� ¼ 0 (34)

pp�T � gg NN�ð Þ ¼ 0 (35)

The superscript ‘*’ indicates the solution and pp denotes the

KKT multiplier vector defined as pp ¼ ½p0;p1; . . . ;pM �T . In
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addition, the feasibility of the solution of (P2) is as follow.

gg NN�ð Þ � 0 (36)

These are a general form of the KTT conditions, thus it does

not deviate much from the general way to find the KKT solu-

tion. The solution is as follows. By differentiating CtotðNNÞ
and ggðNNÞ, the gradientsrCtotðNNÞ andrggðNNÞ are

rCtot NNð Þ ¼ G0;G1; . . . ;GM½ � (37)

and rggðNNÞ is represented in (38), shown at the bottom of this

page. To satisfy the condition of (34), rCtotðNN�Þ þ rggðNN�Þ �
pp�T ¼ 0, the below equality should hold.

Gj ¼ �p0

@UG
@N0

N0mG � �ð Þ � UGmG

N0mG � �ð Þ2
 !

� pj

@Uj

@Nj
Njmj � vj�
� 	� Ujmj

Njmj � vj�
� 	2

0
@

1
A for 8j (39)

To meet the condition of (35), pp�T � ggðNN�Þ ¼ 0 is required.

This equality can be re-written as (40).

p0 ýG þ ý0 �D�ð Þ þ
XM
j¼1

pj ýG þ ýj þ tN �D�� 	 ¼ 0

(40)

If p0 ¼ 0, then G0 ¼ 0 in (39), which is a contradiction

since G0 ¼ 0 is the cost coefficient. Thus, p0 6¼ 0. If pj ¼ 0
for j 6¼ 0, a contradiction G1 ¼ G2 ¼ � � � ¼ GM occurs. Thus,

pj 6¼ 0. From (40), ýG þ ý0 �D� ¼ 0 and ýG þ ýj þ tN �
D� ¼ 0 for j 6¼ 0 should hold since pj 6¼ 0 for 8j. In addition,

because the service time for the groundwork commonly takes

less time compared to the service time to process the remain-

ing main tasks, the following inequality can be considered to

hold true.

ýG 
 ýj for 8j (41)

In other words, ýG is less than an arbitrary small number �,
where � 
 D�, thus the following equalities roughly holds

true.

ý0 � D� � � (42)

ýj � D� � tN � � for j 6¼ 0 (43)

Equation (42) and (43) are forN0 andNj, respectively. As a

result, the solutions become

N�
j ¼ zj

3
� 6nj � n2jh

2
j

3zj
þ 1

3
nj hj þ 3
� 	

for 8j (44)

where

nj ¼ vj�

mj

for 8j (45)

hj ¼
m0D

� � m0�� 1 for j ¼ 0

mjD
� � mjtN � mj�� 1 for j 6¼ 0

(
(46)

zj ¼
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n3jh

6
j � 18n2jh

4
j þ 3

ffiffiffi
3

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
27n2jh

4
j � 4n3jh

6
j

q
þ 27njh2j

r
3
ffiffiffi
2

p
hj

for 8j: (47)

The KKT solutions of (44) are used in the MARS scheme,

which is introduced in Algorithm 1. Details of Algorithm 1

are provided in the next section.

Algorithm 1:MARS.

1) INPUT data traffic �
2) IF state ðmj; kjÞ is not in normal conditions

3) CHECK size ofmj and kj
4) IF in the likely-over-provisioned state

5) THEN ALLOCATE VMs corresponding to the number of

N�
j ¼ zj

3hj
� 6nj�n2

j
h2
j

3zj
þ 1

3 njðhj þ 3Þ to the jth cloud, for 8j
AFTER

aj�

mjNj

6) ELSE IF in the likely-under-provisioned state

7) THEN ALLOCATE VMs corresponding to the number of

N�
j ¼ zj

3hj
� 6nj�n2

j
h2
j

3zj
þ 1

3 njðhj þ 3Þ to the jth cloud, for 8j
8) IF not in the normal state

9) START CTMC scheme until the state returns to normal state

10) END

rgg NNð Þ ¼

@UG
@N0

N0mG��ð Þ�UGmG

N0mG��ð Þ2 þ
@U0
@N0

N0m0�v0�ð Þ�U0m0

N0m0�v0�ð Þ2 0 � � � 0

@UG
@N0

N0mG��ð Þ�UGmG

N0mG��ð Þ2
@U1
@N1

N1m1�v1�ð Þ�U1m1

N1m1�v1�ð Þ2 � � � 0

..

. ..
. . .

. ..
.

@UG
@N0

N0mG��ð Þ�UGmG

N0mG��ð Þ2 0 � � �
@UM
@NM

NMmM�vM�ð Þ�UMmM

NMmM�vM�ð Þ2

0
BBBBBBBBBB@

1
CCCCCCCCCCA

(38)
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V. MARS SCHEME

This section describes the method of how to apply the KKT

solution obtained in the previous section to the MARS algo-

rithm. This paper adopts the CTMC scheme in [22], and the

auto-scaling scheme as well. The following section briefly

introduces the original auto-scaling scheme proposed in [22].

This paper adds two new states, likely-over-provisioned and

likely-under-provisioned, to the scheme.

A. Auto-Scaling Scheme

� mj: Number of active VMs in the jth cloud
� kj: Number of tasks in the jth cloud
� ðmj; kjÞ: State of the jth cloud
� ½aðmjÞ; bðmjÞ�: Pair of integers that determine the status of

the state of the jth cloud, where bðmjÞ > aðmjÞ 	
m� 1; bðmjÞ 	 aððmþ 1ÞjÞ, and að1jÞ < að2jÞ <
að3jÞ < � � � ; bð1jÞ < bð2jÞ < bð3jÞ < � � � .

State ¼
Over� provisioned; if 0 � kj � aðmjÞ
Normal; if aðmjÞ < kj � bðmjÞ
Under� provisioned; if bðmjÞ < kj

8><
>:

The operation mode of this scheme can be classified as a

reactive mode for the reason that it acts in response to work-

loads in the system [13]. Reactive mode has a significant

defect; it is vulnerable to bursty situations, because it will adapt

its conditions after a problematic condition has occurred. To

better cope with problematic conditions, proactive mode adap-

tation is required [13], [14]. In [22], this shortcoming was

pointed out, and a multiple start-up and shut-down scheme was

suggested as future work, which is the objective of this paper.

In [23], a proactive mode scheme that is called ControCity has

been proposed, and it has been shown that the CTMC scheme

in [26], which is very similar to [22], can be surpassed by using

proactive mode. The result has been analyzed with the elastic-

ity metric in [22]. ControCity predicts workloads with recent

trends. In other words, time-series analysis has been applied.

However, time-series analysis is not suitable for periodic

workloads [14]. For instance, IIoT devices commonly access

clouds much more during the daytime than during the night

hours. To overcome this problem, the new concepts of the

two states likely-over-provisioned and likely-under-provisioned

were added. With the indicators oðmjÞ and uðmjÞ, the likely-

over-provisioned and likely-under-provisioned states can be

defined as

State ¼

Likely� over� provisioned; if o mj

� 	 � mj

Over� provisioned; if kj � a mj

� 	
Normal; if a mj

� 	
< kj � b mj

� 	
Under� provisioned; if b mj

� 	
< kj

Likely� under� provisioned; if mj < u mj

� 	

8>>>>>><
>>>>>>:

(48)

where oðmjÞ ¼ LoN
�
j and uðmjÞ ¼ LnN

�
j . In (48), Lo and Ln

are adjustable and arbitrary positive real values, oðmjÞ and

uðmjÞ decide whether the currently assigned VMs to the jth
cloud will be likely-over-provisioned or likely-under-provi-

sioned in the near future. Note that oðmjÞ and uðmjÞ are irrel-
evant to the number of tasks in progress, but they have

relevance to the active number of VMs. Recall that the opti-

mum number of VMs N�
j is based on the Poisson process �

which was established in (1) for the first time. Therefore, it

can be stated that N�
j technically depends on the number of

active IIoT devices. For this reason, oðmjÞ and uðmjÞ are pro-
active and suitable for periodic workloads under which the

active number of IIoT devices are predictable.

This paper adopts the elasticity metric E defined in [22]

E ¼ Snormal

Stotal
¼ 1� Sover þ Sunder

Stotal
(49)

where Snormal, Sover, and Sunder are respectively the total time

of the system in normal, over-provisioned, and under-provi-

sioned conditions when the cloud computing system operates

for a time period of Stotal.

B. CTMC Scheme

In the CTMC scheme [22], a new VM can be activated or de-

activated at any time. The time to activate a new VM follows

an exponential distribution with mean pac, and the time to de-

activate an active VM follows an exponential distribution with

mean pde. However, this CTMC scheme can activate only one

VM at a time, which results in degradation of elasticity since

Sover or Sunder in (49) can rapidly increase. This argument will

be confirmed in the simulation results in the following section.

C. KKT and CTMC Applied to MARS

In the CTMC scheme, start-up or shut-down of VMs occurs

once at a time. However, when the status of a state is likely-

over-provisioned or likely-under-provisioned, the CTMC

scheme takes too much time in allocating the appropriate

amount of VMs to return back to the normal state. In this sec-

tion the KKT solution of (44) is applied to solve this problem.

Multiple VMs can be activated or de-activated based on the

solution of the KKT solution. The proposed MARS scheme

consists of two steps. First, when in the likely-over-provi-

sioned or likely-under-provisioned states, MARS allocates

VMs corresponding to the solution of the KKT N�
j to each

cloud. Second, adjust the number of VMs by applying the

CTMC scheme. This second procedure is not necessary when

in normal state. The Algorithm 1 elaborates the procedures of

MARS. One noteworthy thing is that when in a likely-over-

provisioned state, the KKT solution should be applied after
aj�

mjNj
of time. By reducing the number of VMs after waiting a

short time,
aj�

mjNj
, instead of immediately, the system can han-

dle bursty workloads currently queued.

In short, MARS consists of two stages, the KKT stage and the

CTMC stage. In proactive mode, KKT offers an approximate

guide to the number of VMs needed. In reactive mode, CTMC

finds the exact number of VMs needed to recover to normal state.

This MARS scheme can dramatically increase the elasticity as
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the following simulation results demonstrate. One notable thing

is that the MARS scheme does not increase the time complexity

at all. This is definitely different from computationally intensive

approaches such as artificial intelligence orML.

Lemma 5: The MARS scheme does not increase the time

complexity of the original CTMC scheme.

Proof: As mentioned earlier, the MARS scheme is a form

of reactive mode (the CTMC scheme) plus proactive mode

which use the KKT solutions for likely-over-provisioned

states and likely-under-provisioned states. As can be seen in

steps 4 through 7 of Algorithm I, the proposed MARS proac-

tive mode does not increase the running time as the input

grows. To be more specific, the inputs (Nj, �, zj, hj, nj, aj,

mj) are used only to compute the closed form solution of N�
j

using (44), which leads to the conclusion that the size of the

Fig. 2. Comparison between MA and CTMC based on (a) tasks in progress
in cloud (CTMC) vs. prediction from MA and (b) allocated VMs by CTMC
vs. prediction from MA.

Fig. 3. Comparison between the MARS and CTMC schemes, based on (a)
number of tasks in progress, (b) number of allocated VMs, and (c) the time
taken to process the tasks.

SHIN et al.: MULTIPLE ADAPTIVE-RESOURCE-ALLOCATION REAL-TIME SUPERVISOR (MARS) FOR ELASTIC IIOT HYBRID CLOUD SERVICES 1471



input does not influence the time complexity. Thus, the time

complexity in proactive mode is Oð1Þ, and therefore, does not

increase the time complexity of the original CTMC scheme. &

VI. SIMULATIONS AND RESULTS

The ultimate goal of the simulation is to investigate how well

the MARS scheme works under bursty situations. To be spe-

cific, the goal is to measure the elasticity, which is a prediction

capability about VMs needed in the near future according to

the current workloads and the remaining tasks in the queue.

Average cost and response time for each scheme were also esti-

mated. Characteristics of the workloads were time-series and

contains seasonal variation. Based on the performance of the

CTMC scheme in [22], the performance of theMA scheme pro-

posed in [23] and the MARS scheme were compared. The MA

scheme was chosen to check the performance of the ML

scheme of [23], which claims that the MA based ML scheme

can provide a performance exceeding the CTMC scheme.

In summary, the simulation results of Fig. 2 show that the

MA scheme of [23] is less elastic than the CTMC scheme as it

performs worse when the data pattern changes are bursty.

Fig. 3 demonstrates how effective the MARS scheme can make

quick adjustments to bursty changes. Fig. 4 further illustrates

how elastic the MARS scheme can perform. Figs. 5 and 6 show

the performance of MARS in terms of cost and response time.

The simulation experiments have been conducted using Python

3.7.0 along with MATLAB 2018b. Details of the simulation

experiments are provided in the following sections.

A. Comparative Analysis of MA, CTMC, and MARS

Fig. 2 shows a comparison between MA and CTMC. Fig. 3

represents a comparison between CTMC and MARS. The sim-

ulation environments for Figs. 2 and 3 were the same and had

the following details. Based on a M/M/c queueing model, the

CTMC scheme in [22] adjusts the number of VMs in response

to current workloads in its queues. In order to focus on the pre-

diction effect, a single public cloud is allocated in the first simu-

lation. There are 100 IIoT devices in the cloud-assisted massive

IIoT network in the beginning and each IIoT device sends their

task, which results in � ¼ 100 that is applied to (1). The dead-

lineD� for processing each task was set for 18 seconds, and the
service rate of the VMs are set to m ¼ 6. The activation rate

was set to pac ¼ 2 and the deactivation rate was set to pde ¼ 5
in the simulation experiments, which is the same experimental

environment as used in [22] (and very similar to [17]) for per-

formance comparison purposes. After 100 minutes, a bursty sit-

uation occurs where the number of IIoT devices increases to

400, and 100 minutes later, the number of IIoT devices

decreases to 100 again. Then, another 100 minutes later, a burst

situation occurs again, where 400 IIoT devices access the cloud

once again. Overall, the simulation experiment was executed

for 400 minutes. There are two MA schemes that were used.

The first was a scheme for predicting the remaining tasks, and

the second was a scheme for predicting the required VMs. The

order of the first MA scheme was 10 (denoted as ‘MA(10)’), and

a 5th order MA scheme (denoted as ‘MA(5)’) was used sec-

ondly. The two MA schemes had been trained only for 100 IIoT

devices, so that it was not trained based on a bursty situation.

Fig. 4. Elasticities for MARS, CTMC, and MA.

Fig. 5. Average costs for running MARS, CTMC, and MA.

Fig. 6. Average response time for MARS and CTMC.
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The time taken to process the tasks was not measurable because

the MA scheme went into an overflow condition. As shown in

Fig. 2, the MA scheme is compared to the CTMC scheme in

terms of (a) task processing capability and (b) elasticity perfor-

mance. The MA based scheme and CTMC scheme both were

not able to accurately adjust to the changing bursty conditions,

showing a lack of elasticity and accuracy in dynamic resource

allocation. This is because, in bursty situations, the remaining

tasks and the number of required VMs are very difficult to pre-

dict. Existing papers on cloud computing commonly consider

the cloud usage cost, traffic arrival rate, activation rate, and

deactivation rate as parameters. However, network delay (which

includes the equipment delay, propagation delay, and private to

public cloud time delay) and the processing job division between

the private cloud and the jth public cloud have not been consid-

ered. Therefore, the existing schemes cannot accurately estimate

the number of VMs to use in the private and public clouds. In

the proposed MARS scheme, all of the parameters are included

in the KKT optimization process, such that the optimal number

of VMs to use in the private and public clouds are exactly

obtained (i.e., N�
j ) using (44), which significantly improves the

elasticity and accuracy performance. As a result, the proposed

MARS scheme is very effective, as shown in Fig. 3.

Fig. 3 compares the performance of the CTMC scheme to

the MARS scheme, where the results show that the MARS

scheme outperforms the CTMC scheme in terms of both elas-

ticity and accuracy. The time instances of 100, 200, and 300

minutes are when the number of IIoT devices rapidly change

in the simulation experiments. As shown in Fig. 3(a), MARS

adaptively keeps a relatively small number of tasks in the

queue compared to the CTMC scheme. When bursty situations

occur at the 100 minutes and 300 minutes instances, the

CTMC scheme was not able to control the number of tasks in

the queue, as a result, an excessive overflow occurred. The

main difference of the MARS and CTMC performance results

are based on the fact that the proposed MARS scheme can

accurately provide the optimal number of VMs instan-

taneously using the simple KKT solution derived in (44).

Fig. 3(b) shows the effectiveness of the MARS scheme, as it

can accurately compute and allocate the required number of

VMs when a bursty changing situation suddenly begins or

ends. On the other hand, the CTMC scheme takes a relatively

long time to adapt to the bursty changed situation. When the

bursty situation occurs at 100 minutes and 300 minutes, the

CTMC scheme took about 50 minutes to properly allocate

the proper number of VMs. Using the optimal number of

VMs computed, the MARS scheme is able to accurately

adapt to changes very quickly as shown in Fig. 3(c). Due

to the slower adaptability, the experiment results show that

the CTMC scheme will take about 10 seconds to process a

task when a bursty situation occurs, which is not a desir-

able phenomenon.

B. Elasticity

Fig. 4 compares the elasticity performance of MA, CTMC,

and MARS using a boxplot. The results show that the elasticity

performance of MARS is far superior compared to the CTMC

andMA schemes. Fig. 4 shows the elasticity performance based

on an average of 10 simulation experiments. The average elas-

ticity of MARS (represented by the red line) is 0.4516, which

shows an improvement of 26.7%when compared to the average

of CTMC, which is at 0.3564. Because the MA scheme

fails to predict bursty situations, the average elasticity is at

the 0.2295 level, which is lower than the CTMC scheme

and significantly lower than the MARS scheme.

C. Cost and Response Time

The average cost and average response time of the MA,

CTMC, and MARS schemes are analyzed in this section. The

experimental environment is the same as the previous simulation

experiments. The average response time of the MA scheme

could not be obtained. This is because, in bursty situations, most

of the tasks remain unprocessed because there are not enough

VMs assigned, which results in a large accumulation of back-

logged tasks in the queue. The cost coefficient Gj was set to have

an interval of 0.05 from 0.05 to 0.5 in the analysis. This cost coef-

ficient value selection was based on the following records of

actual events. As of April 2020, in the eastern United States, one

of the GPU instances of Amazon EC2, p3.2xlarge cost was

priced as approximately 0.05 dollars/minute. The other GPU

instances, p3.8xlarge and p3.16xlarge cost approximately 0.2

dollars/minute and 0.4 dollars/minute, respectively [53]. Fig. 5

shows that the MARS scheme requires a smaller cost, as much

as 1.2% less than the CTMC scheme. The estimated cost of run-

ning the MA scheme was much lower, however this was due to

the failure to add the appropriate number of VMs to satisfy the

changed bursty situation. Therefore, this can be considered

meaningless as theMA scheme’s performance should be consid-

ered a failure. Thus, it can be seen that the proposed MARS

scheme performs much better at a lesser average price than the

CTMC scheme. In the response time experiment, the activation

rate pac was increased by 1 from 1 to 7 with the deactiviation

rate pde fixed at 5. Five experiments were performed for each

activation rate and the response time was averaged. In terms of

response time, MARS performs much better than the CTMC

scheme as shown in Fig. 6. The average response times of

MARS and CTMC are 1.0910 and 4.0468, respectively, when

pac ¼ 1. When the activation rate is 1, the time for allocating

VMs is relatively longwhen using the CTMC scheme in compar-

ison to the MARS’s deployment solution. The average response

times of MARS and CTMC are 0.2134 and 0.2644, respectively,

when pac ¼ 7. The gap is reduced when pac ¼ 7, but MARS is

still more effective. The MARS scheme requires only 27.0% of

the response time of the CTMC scheme when pac ¼ 1, which is
the largest gain among the simulation experiments con-

ducted. In addition, the MARS scheme requires 80.7% of

the response time of the CTMC scheme when pac ¼ 7,
which is the smallest gain among the simulation experi-

ments conducted. In summary, for the range of interest, the

results show that the proposed MARS scheme has a signifi-

cantly smaller response time than the CTMC scheme, which

results in a superior elasticity performance.
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D. Influence of the Private Cloud to Public Cloud Ratio on

Response Time

The influence of the private cloud to public cloud ratio on

the average response time is analyzed in this section. The anal-

ysis is based on an environment of one private cloud and one

public cloud. Every setting is same as the previous simulation

experiments in section IV.A. In this experiment, the propor-

tion of tasks to be processed by the private cloud was tested

for the range of 0.1 to 0.9, where the public cloud is responsi-

ble for the remaining portion of tasks, which ranges from 0.9

to 0.1 to make the sum of the two clouds equal 1. The total

network delay tN was set to 100 ms. In Fig. 7, regardless of

the proportion of tasks, the average response time of the

MARS scheme only changes from 0.5123 to 0.4351, which is

a vary small amount of variation considering the significant

changes (from 10% to 90%) in the division of task assign-

ments to the private and public clouds tested. This demon-

strates that the MARS scheme is is capable of elastically

allocating tasks to both the private cloud and the public cloud

according to the overall amount of tasks. The average

response time of tasks decreases as the proportion of tasks

processed by the private cloud increases, which is because the

network delay of the private cloud is very small. If the MARS

scheme had failed to elastically allocate the proper number of

VMS to both clouds, a large increase (or big fluctuations)

would have resulted in the average response time. In sum-

mary, the results show that the MARS scheme can provide an

improved response time performance with more stability in

hybrid cloud operations.

VII. CONCLUSION AND FUTURE WORK

In this paper, the MARS scheme is proposed, which was

developed from the CTMC scheme in [22]. The CTMC

scheme was able to allocate VMs accurately but failed to

assign them quickly, resulting in a lack of elasticity. Analysis

results show that MA time-series forecasting based ML

schemes perform poorly when coping with bursty situations as

well. The proposed MARS scheme overcomes the shortcom-

ings of existing schemes, as the optimal number of VMs are

precisely derived using a KKT solution value that is easy to

compute. Furthermore, when using the MARS scheme, the

network condition and private and public could(s) resources

are fully considered, which significantly broadens the usability

and applicability of the proposed scheme. The simulation

results show that the MARS scheme (when compared to

CTMC scheme) can improve the elasticity by approximately

26.7% and improve the response time up to 19.3 � 73%

(based on the scenarios range of interest investigated) and

reduce the cost by 1.2%.

In future research, edge computing systems (e.g., fog com-

puting, Multiple-access Edge Computing (MEC), cloudlets,

etc.) in the private and public clouds need to be included into

the resource allocation and performance optimization process

by considering networking and processing time factors as well

as other computational offloading parameters. Based on the

processing capability, memory size, and cost of the edge cloud

in the private or public cloud, the MARS scheme can be

applied to help assign VMs in real time. Future research needs

to focus on how to achieve energy savings by dividing IIoT

tasks into subtasks and offloading those subtasks to nearby

edge clouds to assist the central cloud (that is normally at a

further distance) while achieving optimal resource allocation

with elasticity and accuracy.
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