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Abstract—This paper investigates the finite-time synchronization
issue for semi-Markov jump inertial neural networks, in which the
sampled-data control is employed to alleviate the burden of the
limited communication bandwidth. Due to the existence of inertial
item, the semi-Markov jump inertial neural networks as hybrid
neural systems, are depicted with second-order derivatives for the
first time, which can be turned to first-order derivatives by the
variable transformation. Furthermore, by applying appropriate
integral inequalities and constructing the proper Lyapunov
functional, some sufficient conditions, which not only guarantee the
finite-time synchronization of the resulting error system but also
ensure a specified level of L2 -L1 performance, are acquired based
on the optimization of integral inequality technique. A numerical
example is, eventually, proposed to substantiate the validity of the
developedmethod.

Index Terms—L2-L1 performance index, semi-markov jump
inertial neural networks, finite-time synchronization, sampled-
data control.

I. INTRODUCTION

NEURAL networks, which consist of a mass of neurons con-

nected with each other, have been extensively researched

owing to their great applications in various domains, including

signal processing, pattern recognition, intelligent control, and

biomedical engineering [1]–[10]. Howbeit, the inertial term

between two neurons firstly proposed in [11] shows as Fig. 1,

where the dotted frame stands for a neuron composed by an infi-

nite frequency response ideal neuron and a low pass RC filter.

Compared with common neural networks, inertial neural net-

works ðINNsÞ, which contain second-order derivatives, can con-
tribute to chaos and bifurcation behavior through taking

inductance into account from the physical level [12]–[14]. In

consideration of the information latching phenomenon, which is

resulted from the complex environment the neurons surrounded,

the INNs are prone to display the switching characteristics usu-

ally reflected in their structures [15]–[18]. On this point, Markov

jump systems ðMJSsÞ, where each model stands for a system

state, are introduced into the INNs to extend the practical appli-
cations. Representatively, the global asymptotical stability prob-

lem related to inertial Cohen-Grossberg neural networks with

Markov jumping parameters was studied in [19]. The issue of

reachable set estimation of INNs with bounded disturbance

inputs via the Markov jump model was addressed in [20]. How-

ever, it is worth mentioning that transition rates are constant due

to the probability density function of sojourn time should obey

the exponential distribution, in which the sojourn time stands for

the interval of two consecutive jumps. Therefore, the MJSs have

certain limitations in modeling practical systems. Accordingly,

semi-Markov jump systems (SMJSs) have been proposed to

relax this limitation [21]. For SMJSs, mode transitions are not

restricted to the memoryless distribution, which indicates that

transition rates are time-varying, furthermore whether the sys-

tem jump at a certain moment is connected with the sojourn time

of its current mode. Then the jumping of network parameters

caused by an adverse environment or structural change can be

governed by the semi-Markov process. Inspired by this fact,

SMJSs have become the focus by degrees via the analysis and

synthesis methods in various fields [22].

It is well known that the synchronization behavior of the chaos

systems is quite significant on account of its various applications

in different areas, such as intelligent optimization, secure com-

munications, and electric systems [23]–[26]. Additionally, the

synchronization of the INNs, as a prevalent topic, has aroused

the attention of scholars and many available methods for estab-

lishing the synchronization criteria of INNs have been proposed
in the references [27], [28]. To mention a few, the synchroniza-

tion analysis issue was investigated for the INNs in [29]. In [30],
the stability and synchronization of inertial BAM neural net-

works were studied via matrix measure strategies. Nonetheless,

what needs to be pointed out is that, in the traditional framework

of Lyapunov stability theory, the before-mentioned literatures

involved with the synchronization criteria of INNs were

Manuscript received July 17, 2020; revised September 8, 2020; accepted
October 12, 2020. Date of publication October 19, 2020; date of current ver-
sion March 17, 2021. This work was supported by the National Natural Sci-
ence Foundation of China under Grants 61703004, 61873002, 61833005, and
61503002. The work of J.H. Park was supported by the National Research
Foundation of Korea (NRF) grant funded by the Korea government (MSIT)
(No. 2020R1A2B5B02002002). Recommended for acceptance by Dr. Juan
Gonzalo Barajas Ramirez. (Corresponding authors: Ju. H Park and H. Shen.)

Jing Wang, Tingting Ru, and Hao Shen are with the Key Laboratory of Multi-
disciplinary Management and Control of Complex Systems of Anhui Higher Edu-
cation Institutes and the School of Electrical and Information Engineering, Anhui
University of Technology, Ma’anshan 243002, China (e-mail: jingwang08@126.
com; tingtingru1996@gmail.com; haoshen10@gmail.com).

Jinde Cao is with the School of Mathematics, Southeast University, Nanjing
210096, China (e-mail: jdcao@seu.edu.cn).

Jinde Cao is with the and with Yonsei Frontier Lab, Yonsei University,
Seoul, Korea (e-mail: jdcao@seu.edu.cn).

Ju H. Park is with the Department of Electrical Engineering, Yeungnam Uni-
versity, 280 Daehak-Ro, Kyongsan 38541, Republic of Korea (e-mail: jessie@ynu.
ac.kr).

Digital Object Identifier 10.1109/TNSE.2020.3032025

IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 8, NO. 1, JANUARY-MARCH 2021 163

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

https://orcid.org/0000-0002-5519-9016
https://orcid.org/0000-0002-5519-9016
https://orcid.org/0000-0002-5519-9016
https://orcid.org/0000-0002-5519-9016
https://orcid.org/0000-0002-5519-9016
https://orcid.org/0000-0001-7024-6573
https://orcid.org/0000-0001-7024-6573
https://orcid.org/0000-0001-7024-6573
https://orcid.org/0000-0001-7024-6573
https://orcid.org/0000-0001-7024-6573
https://orcid.org/0000-0003-3133-7119
https://orcid.org/0000-0003-3133-7119
https://orcid.org/0000-0003-3133-7119
https://orcid.org/0000-0003-3133-7119
https://orcid.org/0000-0003-3133-7119
https://orcid.org/0000-0002-0218-2333
https://orcid.org/0000-0002-0218-2333
https://orcid.org/0000-0002-0218-2333
https://orcid.org/0000-0002-0218-2333
https://orcid.org/0000-0002-0218-2333
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:


considered in the infinite-time interval. Conversely, in actual

applications, the state of the systemmerely needs to remain with

a specified bound for a granted time interval. Although the

finite-time synchronization has been addressed in [31], sufficient

attention still should be paid to the finite-time synchronization

issue of the semi-Markov jump systems inertial neural networks

ðSMJINNsÞ, on which there are few researches.

On the other hand, when it comes to design a controller for the

system, it is generally assumed that the mode of the system can

be acquired on time.Whereas, it is difficult to implement in prac-

tical terms. In order to surmount this deficiency, we devote to

devising amode-independent controller.With the rapid develop-

ment of correspondence and digital technology, network-

induced phenomena, which have resulted from network conges-

tion, can be reduced by the sampled-data control. The sampled-

data control means that during the sampling period, the system

will keep the constant information of sampling instant. Thence,

under this circumstance, the limited resources of network band-

width will be saved effectively. Comparatively speaking, the

sampled-data controller has the advantages of convenient instal-

lation, high efficiency, and reliability [32]. In virtue of thesemer-

its, some achievements have been fetched in the INNs in recent
decades [33], [34]. In [35], the issue of Heterogeneous time-

varying delays was concerned for the synchronization of the

INNs. The stability of the INNs was studied via sampled-data

control in [36]. Regretfully, the analysis of the L2-L1 perfor-

mance index is rarely adopted for the SMJINNs in the existing

literature, not to mention that take the sampled-data control into

account. Consequently, how to design a sampled-data controller

has not been probed with the L2-L1 performance index, espe-

cially, based on the finite-time synchronization INNs subject to
the semi-Markov process, whichmotivates this work.

In response to the above considerations, the problem of

finite-time synchronization for the SMJINNs with L2-L1 per-

formance index is analyzed, where the sampled-data control is

taken into account to make the system more pragmatic. The

main contributions are as follows:

(i) Compared with the conventional neural networks, more

general INNs with the second-order derivation is considered

for the synchronization problem. In view of the stochastic

changes in the structure and parameters of INNs, the semi-

Markov jump inertial neural network model is introduced for

the first time.

(ii) Through the variable transformation, the SMJINNs turn

into the form easy to handle. By applying appropriate integral

inequalities to obtain less conservative results, the considered

synchronization issue is investigated under the finite-time

bounded constrain for SMJINNs.

(iii) For alleviating the burden of data transmission caused by

the limited communication bandwidth, a sampled-data control-

ler is constructed for the resulting error system. By applying the

control strategy, the mean-square finite-time synchronization

and the prescribedL2-L1 performance index of the error system

can be ensured.

The rest of this paper is structured as follows. In Section II,

some preliminaries under consideration are presented. Where-

after, with the aid of integral inequality techniques and appropri-

ate matrix decoupling methods, the main results of the finite-

time synchronization analysis and design of the sampled-data

controller for the SMJINNs are obtained in Section III. Subse-

quently, a numerical example is employed in Section IV to dem-

onstrate the applicability of the proposed method. Eventually,

this work is concluded in Section V.

Notations: The notations applied throughout this paper are

considerably standard, which can refer to [29].

II. PROBLEM FORMULATION

In this section, wewill implement the finite-time synchroniza-

tion of the SMJINNs via adopting an effective controller. Let

the random process f�ðtÞ; hgt�0 , f�kk; hkkgkk2N> 1 be the semi-

Markov process with right continuous trajectories on the proba-

bility space ðV;ô;PrÞ and take values in a finite set N ¼
f1; 2; . . . ;Sg. Its transition rate matrix ½pmnðhÞ�S�S obeys

Prf�kkþ1¼ n;hkkþ1 � hþ ~ j �kk ¼ m;hkkþ1 > hg
¼ pmnðhÞ~þ o ~ð Þ;m 6¼ n

Prf�kkþ1¼ n; hkkþ1 > hþ ~ j �kk ¼ m;hkkþ1 > hg
¼ 1þ pmmðhÞ~þ o ~ð Þ;m ¼ n

8>><
>>:

where ~ > 0, lim~!0ðoð~Þ~
Þ ¼ 0; pmnðhÞ � 0 , for m 6¼ n, is

the transition rate from mode m at time t to mode n at time

tþ ~ and satisfies

pmmðhÞ ¼ �
X

n2N;m 6¼n

pmnðhÞ:

Consider the continuous-time SMJINNs expressed by the

following equation for i ¼ 1; 2; . . . ; q

d2xiðtÞ
dt2

¼ �ai �ðtÞð Þ dxiðtÞ
dt

� bi �ðtÞð ÞxiðtÞ

þ
X
j¼1

n

Wij � tð Þð Þfj xj tð Þ
� � (1)

with the following initial values

xiðsÞ ¼ fiðsÞ
dxiðsÞ
ds ¼ ciðsÞ;�hðtÞ � s � 0

�
(2)

where xiðtÞ denotes the state variable of the i-th neuron from

the neural field Fx at time t; the second derivative of xiðtÞ is

Fig. 1. Generation of inertial terms between two neurons.
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known as the inertial term; aið�ðtÞÞ > 0, bið�ðtÞÞ > 0 are

known variables; when interrupted from the network and

external inputs, bið�ðtÞÞ indicates the rate with which the i-th
neuron will resist its potential to the resetting state in isolation;

Wij signifies the connection strengths of the neural networks;

fjð�Þ, supposed to be bound in this work, is the activation func-
tion of j-th neuron at time t; fiðsÞ and ciðsÞ are continuous

functions with bounded.

Remark 1: In the existing literature, one point worth men-

tioning is that most results on neural networks are deduced

with the first-order derivative of states, in which the inertial

terms are not considered in designing the circuit. Hitherto, it

has been proved that the condition of the inertial term in neu-

ral networks is reliable in [37]. Furthermore, compared with

neural networks of the first-order derivative, INNs, which con-
tain the second-order derivative, commonly, generate more

complex dynamic behaviors like chaos and bifurcation.

Through the transformation of variable: yiðtÞ ¼ dxiðtÞ
dt þ

zixiðtÞ, i ¼ 1; 2; . . . ; q, then the original system ð1Þ can be

described as

dxiðtÞ
dt

¼ �zixiðtÞ þ yiðtÞ

dyiðtÞ
dt

¼ � bi �ðtÞð Þ þ zi zi � ai �ðtÞð Þð Þ½ �xiðtÞ

� ½aið�ðtÞÞ � zi�yiðtÞ þ
X
j¼1

n

Wijð�ðtÞÞfjðxjðtÞÞ

ziðtÞ ¼
X
j¼1

n

Mijð�ðtÞÞxiðtÞ

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(3)

where yiðsÞ ¼ ciðsÞ þ zifiðsÞ.
For simplicity, the system ð3Þ can be expressed as given

below

dxðtÞ
dt ¼ �AxðtÞ þ yðtÞ

dyðtÞ
dt ¼ �B �ðtÞð ÞyðtÞ � C �ðtÞð ÞxðtÞ
þW �ðtÞð Þf xðtÞð Þ
zðtÞ ¼ M �ðtÞð ÞxðtÞ

8>><
>>: (4)

where

xðtÞ , x1ðtÞ; . . . ; xqðtÞ
� �T

; A , diag z1; . . . ; zq
� �

yðtÞ , y1ðtÞ; . . . ; yqðtÞ
� �T

C �ðtÞð Þ , diag b1 �ðtÞð Þ þ z1 z1 � a1 �ðtÞð Þð Þ½ �; . . . ;f
bq �ðtÞð Þ þ zq zq � aq �ðtÞð Þ

� �� ��
B �ðtÞð Þ , diag a1 �ðtÞð Þ � z1½ �; . . . ; aq �ðtÞð Þ � zq

� �� �
W �ðtÞð Þ , Wij �ðtÞð Þ

� �
q�q

;M �ðtÞð Þ , Mij �ðtÞð Þ
� �

q�q
:

Let �ðtÞ , m, 8m 2 N, the original system ð4Þ can be

depicted as

dxðtÞ
dt ¼ �AxðtÞ þ yðtÞ

dyðtÞ
dt ¼ �BmyðtÞ � CmxðtÞ þWmf xðtÞð Þ
zðtÞ ¼ MmxðtÞ:

8<
: (5)

For the original system ð5Þ, consider the response system as

duðtÞ
dt ¼ �AuðtÞ þ vðtÞ þ U1ðtÞ

dvðtÞ
dt ¼ �BmvðtÞ � CmuðtÞ þWmf uðtÞð Þ
þU2ðtÞ þ EmwðtÞ
zðtÞ ¼ MmuðtÞ

8>><
>>: (6)

in which uðtÞ , ½u1ðtÞ; . . . ; uqðtÞ�T and vðtÞ , ½v1ðtÞ; . . . ;
vqðtÞ�T are both the states of the response system, andwðtÞ is the
external disturbance input, which satisfies the constraint asR tp
0 wðsÞTwðsÞds < W; U1ðtÞ and U2ðtÞ 2 Rq are both the

controllers to be designed; besides, the remaining parameters

and variables are identical to the system ð4Þ. Denote the errors
of the states e1ðtÞ , uðtÞ � xðtÞ and e2ðtÞ , vðtÞ � yðtÞ.
Accordingly, the resulting error dynamics equations between

the original system ð5Þ and the response system ð6Þ can be

deduced as below

de1ðtÞ
dt ¼ �Ae1ðtÞ þ e2ðtÞ þ U1ðtÞ

de2ðtÞ
dt ¼ �Bme2ðtÞ � Cme1ðtÞ þWmg e1ðtÞð Þ

þU2ðtÞ þ EmwðtÞ
zðtÞ ¼ Mme1ðtÞ

8>><
>>: (7)

where gðe1ðtÞÞ , fðuðtÞÞ � fðxðtÞÞ.
Remark 2: When confronted with the problem of the design-

ing controller for the SMJINNs, commonly, some assumptions,

which pertain to a type of the mode-dependent controller, are of

the essence in most results of the SMJINNs. Nevertheless, in
actual applications, these assumptions are impossible to be con-

tented sometimes to some extent. For the sake of overcoming

the defect of the mode-dependent controller, the general mode-

independent controller ð8Þ is adopted when the mode of the con-

troller is incapable of switching with each other, which not

merely leave out the cost of the acquiring modal information but

also broaden the range of applications.

Assumed that the control signal is generated by adopting a

zero-order-holder, which exists with a sequence of hold times

0 ¼ t0 < t1 < t2 < � � � < tk < � � � < lim
k!þ1

tk ¼ þ1

in this circumstance, utilizing the sampled-data controller sol-

ves the problem of the finite-time synchronization for

SMJINNs by the following form

U1ðtÞ ¼ K1e1 tkð Þ þK2e2 tkð Þ
U2ðtÞ ¼ K3e1 tkð Þ þK4e2 tkð Þ

�
(8)

where K1, K2, K3 and K4 are the gain matrices of the sam-

pled-data controller to be determined. Noted that the state of

eðtÞ is measured as eðtkÞ at sampling instant tk . Defining

tkþ1 � tk ¼ hk � h, 8k 2 R, h expresses the maximum inter-

val between any two consecutive sampling instants.

Hence, defining tk , t� hðtÞ, the system ð7Þ can be rewrit-

ten for t 2 ½tk; tkþ1Þ
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de1ðtÞ
dt ¼ �Ae1ðtÞ þ e2ðtÞ þK1e1 t� hðtÞð Þ

þK2e2 t� hðtÞð Þ
de2ðtÞ
dt ¼ �Bme2ðtÞ � Cme1ðtÞ þWmg e1ðtÞð Þ

þK3e1 t� hðtÞð Þ þK4e2 t� hðtÞð Þ þ EmwðtÞ
zðtÞ ¼ Mme1ðtÞ

8>>>><
>>>>:

(9)

where the sawtooth delay hðtÞ, satisfying _hðtÞ ¼ 1 for t 6¼ tk;
is a piecewise linear function.

Furthermore, the following assumption, definitions and

lemma, which are indispensable to derive the main results,

should be referenced as follows.

Definition 1 [38]: Given a time constant tp > 0, a positive-
definite matrix R and scalars g5 > gr > 0 ðr 2 1; 2; 3; 4Þ,
the synchronization error system ð9Þ is said to be mean-square

stochastically finite-time synchronized ðMSSFTSÞ with respect
to ðg1; g2; g3; g4; g5; tp; s; RÞ, if the following conditions hold

for t 2 ½0; tp�

f1 , E max�h2�s�0feT1 ðsÞRe1ðsÞg
� �

� g1

f2 , E max�h2�s�0f _eT1 ðsÞR _e1ðsÞg
� �

� g2

f3 , E max�h2�s�0feT2 ðsÞRe2ðsÞg
� �

� g3

f4 , E max�h2�s�0f _eT2 ðsÞR _e2ðsÞg
� �

� g4

) EfeT1 ðtÞRe1ðtÞg � g5:

(10)

Definition 2 [39]: For fixed scalars ~t > 0, s > 0, tp > 0,
g5 > gr > 0 ðr 2 1; 2; 3; 4Þ, and the matrix R > 0, the error
system ð9Þ is said to beMSSFTS with an L2-L1 performance

level t, if the following inequality is assured

E
Z tp

0

~t2wT ðsÞwðsÞds
� 	

� sup
0< t< tp

E zT ðtÞzðtÞ
� �

: (11)

Lemma 1 [40]: For any vector function ’ðaÞ 2 ½a; c� ! Rq,

and ’ðaÞ ¼ ’ðcÞ ¼ 0, given any matrix J ¼ JT > 0; the

following inequality holdsZ c

a

_’T að ÞJ _’ að Þda � p2

c� a

Z c

a

’T að ÞJ’ að Þda: (12)

Assumption 1 [41]: For scalars l�gj , l
þ
gj
, the bounded and

successive function gjðLðtÞÞ, ðj ¼ 1; 2; . . . ; nÞ satisfies the

following condition for any L1, L2 2 R, L1 6¼ L2

l�gj <
gj L1ðtÞð Þ � gj L2ðtÞð Þ

L1 � L2
< lþgj (13)

with

"�g , diag l�1jl
þ
1j; l

�
2jl

þ
2j; . . . ; l

�
njl

þ
nj

n o

"þg , diag
l�1j þ lþ1j

2
;
l�2j þ lþ2j

2
; . . . ;

l�nj þ lþnj
2

( )
:

III. MAIN RESULTS

A. Finite-Time Synchronization Analysis

In this section, we are committed to the finite-time synchro-

nization analysis for the error system ð9Þ. In Theorem 1, some

sufficient conditions, which can assure the error system ð9Þ is
MSSFTS with a specified level of L2-L1 performance, are

given. For convenience, we express the functions as follows

P1 m , R�1
2P1 mR

�1
2; P2 m , R�1

2P2 mR
�1
2

Qm , R�1
2QmR

�1
2;Gm , R�1

2GmR
�1
2

R1 , R�1
2R1R

�1
2;Z , R�1

2ZR�1
2

Lm , R�1
2LmR

�1
2; T , R�1

2TR�1
2

~pmn , E pmnðhÞf g ¼
Z 1

0

pmnðhÞfmðhÞdðhÞ:

Theorem 1: For scalars s > 0, t > 0, tp > 0, g5 >
gr > 0 ðr 2 1; 2; 3; 4Þ and matrix R > 0 , the error system

ð9Þ is MSSFTS with respect to ðg1; g2; g3; g4; g5; R; tp;WÞ;
and meets a prescribed level of L2-L1 performance, if there

exist positive-definite matrices P1 m, P2 m, Qm, R1, Gm, Z,
Lm, T and scalars "iði 2 f0; 1; . . . ; 8gÞ, such that the follow-

ing inequalities hold for eachm 2 N, i, j ¼ 1; 2; . . . ; q

�P1 m �MT
m

�Mm �I


 �
< 0 (14Þ

Efexp �stð ÞLfV et;m; tð Þg � t2wT ðtÞwðtÞg < 0 (15Þ
0 < "0R < P1 m < "1R; 0 < P2 m < "6R

0 < Qm < "2R; 0 < Gm < "4R; 0 < Lm < "7R

0 < R1 < "3R; 0 < Z < "5R; 0 < T < "8R (16Þ
1

"0
exp stp

� �
g1 "1 þ h"2 þ

1

2
h2"3

� 

þ g2

1

2
h3"4

�
�

þ 1

6
h3"5



þ g3"6 þ g4

1

2
h3"7 þ

1

6
h3"8

� 

þ t2W

�	
< g5: (17Þ

Proof 1. See Appendix A. &

B. The Sampled-Data Controller Design

In this part, we concentrate on developing the sampled-data

controller for the error system ð9Þ. Additionally, the expected
controller gains will be obtained by a compact matrix decou-

pling technique.

Theorem 2: Given scalars a1 > 0, b1 > 0, a2 > 0, b2 >
0, s > 0, tp > 0, t > 0, W > 0 , 1 > u > 0; g5 > gr >
0 ðr 2 1; 2; 3; 4Þ and h > 0, the error system ð9Þ is MSSFTS
with respect to ðg1; g2; g3; g4; g5; R;W; sÞ, if there exist posi-
tive-definite matrices appropriate dimensions P1 m, P2 m, Qm,

Gm, Lm , R1, Z, T , S1, S2 and scalars "iði 2 f0; 1; . . . ; 8gÞ
such that conditions ð14Þ-ð17Þ and the following inequalities

are satisfied for eachm 2 N, i, j ¼ 1; 2; . . . ; q

Qm
ði;jÞ

h i
12�12

< 0 (18)
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Vm ,
X
n2N

~pmnQn � R1 < 0

Dm , h
X
n2N

~pmnGn � Z < 0

Nm , h
X
n2N

~pmnLn � T < 0

where

Qm
ð1;1Þ ,

X
n2N

~pmnP1n þQm þ hR1 þ 2Dm �Gm � sP1 m

� 0:25 1� uð ÞGmp
2 � symfb1S1Ag � Xgm"

�
g

Qm
ð1;2Þ , u Gm �Hmð Þ þ b1V1;Q

m
ð5;9Þ , b2S

T
1

Qm
ð1;3Þ , 1� uð Þ 1� 0:25p2

� �
Gm þ uHm

Qm
ð1;4Þ , � 2Dm þ 0:5 1� uð Þp2Gm

Qm
ð1;5Þ , b1S1 � a1 S2Cmð ÞT ;Qm

ð1;6Þ , b1V2

Qm
ð1;9Þ , � b2 S1Að ÞT�b1S1 þ P1 m

Qm
ð1;10Þ , � a2 S2Cmð ÞT ;Qm

ð1;11Þ , Xgm"
þ
g

Qm
ð2;2Þ , � 2uGm þ uHm þ uHT

m

Qm
ð2;3Þ , u Gm �Hmð Þ;Qm

ð2;5Þ , a1V
T
3

Qm
ð2;9Þ , b2V

T
1 ;Q

m
ð2;10Þ , a2V

T
3

Qm
ð3;3Þ , �Qm �Gm � 0:25 1� uð ÞGmp

2

Qm
ð3;4Þ , 0:5 1� uð Þp2Gm

Qm
ð4;4Þ , hVm þ 2Dm � 1� uð Þp2Gm

Qm
ð5;5Þ ,

X
n2N

~pmnP2n þ 2Nm � Lm

� 0:25 1� uð ÞLmp
2 � symfa1S2Bmg

Qm
ð5;6Þ , u Lm � Jmð Þ þ a1V4

Qm
ð5;7Þ , 1� uð Þ 1� 0:25p2

� �
Lm þ uJm

Qm
ð5;8Þ , � 2Nm þ 0:5 1� uð Þp2Lm

Qm
ð5;10Þ , P2 m � a2 S2Bmð ÞT�a1S2

Qm
ð5;11Þ , a1S2Wm;Q

m
ð5;12Þ , a1S2Em

Qm
ð6;6Þ , � 2uLm þ uJm þ uJT

m

Qm
ð6;7Þ , u Lm � Jmð Þ;Qm

ð6;9Þ , b2V
T
2

Qm
ð7;7Þ , � Lm � 0:25 1� uð ÞLmp

2

Qm
ð7;8Þ , 0:5 1� uð Þp2Lm;Q

m
ð6;10Þ , a2V

T
4

Qm
ð8;8Þ , 2Nm � 1� uð Þp2Lm

Qm
ð9;9Þ , h2Gm þ 0:5 h2Z � symfb2S1g

Qm
ð10;10Þ , h2Lm þ 0:5 h2T � symfa2S2g

Qm
ð10;11Þ , a2S2Wm;Q

m
ð10;12Þ , a2S2Em

Qm
ð11;11Þ , � Xgm;Q

m
ð12;12Þ , � t2I:

Following that the gains of the desired controller can be cal-

culated by

K1 ¼ S�1
1 V1; K2 ¼ S�1

1 V2; K3 ¼ S�1
2 V3; K4 ¼ S�1

2 V4:

Proof 2. See Appendix B. &

Remark 3: Due to the limited communication load, it is obvi-

ous that reducing the utilization of network bandwidth is in

favor of practical applications. Thus, the sampled-data control-

ler, which is usually adopted to control the continuous-time sys-

tem, is devised for the SMJINNs as the first time. Furthermore,

the sampling signal is transmitted at the sampling instant via

the sampled-data control. As a consequence, in the closed-loop

system, the signal of synchronization decreases vastly such

that, the bandwidth resource can be saved effectively.

Remark 4: In this paper, the finite-time synchronization

control is employed under the existence of disturbance, which

means that the system synchronization performance can be

accomplished in a finite time. In contrast to the common con-

trol schemes, finite-time control can ensure faster convergence

speed and higher convergence accuracy. Simultaneously, the

prescribed L2-L1 index is utilized to measure the influence of

disturbance on the system under consideration, which makes

the better performance of the output.

IV. A NUMERICAL EXAMPLE

This section presents an example to validate the effective-

ness and feasibility of the designed method. Consider the error

system ð9Þ with the following essential parameters, which

consists of two neurons

A ¼ diagf0:5; 0:8g
E1 ¼ diagf1; 1g; E2 ¼ diagf0:5; 0:5g
B1 ¼ diagf�0:8;�0:65g; C1 ¼ �1 � diagf6:4; 3:325g
B2 ¼ diagf0:85; 0:75g; C2 ¼ �1 � diagf10:425; 12:375g

W1 ¼ �2 �
�3 �2

�4 �6


 �
;W2 ¼ �2 �

�10 �5

�8 �13


 �

M1 ¼
�0:5 0:7

�0:7 �0:8


 �
;M2 ¼

�0:78 0:1

�0:6 �2:5


 �
:

Denoting w1ðtÞ ¼ 0:5expð�0:1tÞ, the disturbance input is

taken as wðtÞ ¼ ½w1ðtÞw1ðtÞ�T . In line with Assumption 1, set

the activation function gðe1ðtÞÞ by tanhðe1ðtÞÞ, which satisfies

the Assumption 1. The corresponding matrices are calculated

as follows

"�g ¼ diagf0; 0g; "þg ¼ diagf0:5; 0:5g:

Besides, the switching between the two modes is governed

by a semi-Markov process, which subjects to the transition

rate matrix shown as follows

pmnðhÞ½ �m;n2N¼
� 1

2h
1
2h

3ðhÞ2 �3ðhÞ2

 �

:

In accordance with Weibull distribution, the probability den-

sity function is expressed as fmðhÞ ¼ ð abaÞha�1exp½�ðhbÞ
a�.

When m ¼ 1, considering the transition rate can be character-

ized by Weibull distribution with a ¼ 2 and b ¼ 2, one has
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f1ðhÞ ¼ 1
2he

�0:25ðhÞ2 . For m ¼ 2, a ¼ 3 and b ¼ 1, we obtain

f2ðhÞ ¼ 3ðhÞ2e�ðhÞ3 . Then it is easy to compute the mathemat-

ical expectation of Efp12ðhÞg ¼
R1
0

1
2hf1ðhÞdh 	 0:8862.

Accordingly, one can achieve

~pmn½ �m;n2N¼
�0:8862 0:8862
2:7082 �2:7082


 �
:

For given scalars a1 ¼ a2 ¼ b1 ¼ b2 ¼ 0:1, s ¼ 0:02,
g1 ¼ g2 ¼ g3 ¼ g4 ¼ 0:02, g5 ¼ 5, R ¼ 1, tp ¼ 20, h ¼
0:01, W ¼0:01, t ¼ 2, �1 ¼ 10, �2 ¼ 8 and u ¼ 0:5, the corre-
sponding gains of the desired controller are obtained

K1 ¼
�1:3334 �0:4551

�0:4266 �1:5231


 �

K2 ¼
�0:9853 �0:0028

�0:0018 �0:9887


 �

K3 ¼
73:1248 25:9325

32:6442 88:9110


 �

K4 ¼
�45:1006 6:3088

4:0551 �36:0986


 �
:

Define the initial conditions as xð0Þ ¼ ½�0:1; 0:02�T ,
uð0Þ ¼ ½�0:01; 0:02�T . The simulation result of the open-loop

system is presented in Fig. 2, which means the error system

ð9Þ is not synchronous. Fig. 3 and Fig. 5 manifest the value of

eT1 ðtÞRe1ðtÞ of the open-loop system and the closed-loop sys-

tem, severally. Additionally, the value of eT1 ðtÞRe1ðtÞ in

Fig. 5 lower than g5, which meets the requirements of Defini-

tion 1. Furthermore, according to the curve trace of the Fig. 4

and Fig. 5 including the mode information, it can be known

that the SMJINNs are MSSFTS, which illustrates the validity

of the designed controller.

Remark 5: It is well known that increasing the sampling

interval can reduce the amount of data transferred to help save

network resources. Of course, the sampling interval is too

large, which may cause a lot of useful information to be lost

Fig. 3. The values of eT1 ðtÞRe1ðtÞ for the SMJINNs without control.

Algorithm 1:Minimum Value of ~tmin

Input:Given the scalars g1, g2, g3, g4, g5,W, s, tp, h and a matrix R,
choose the Dt as the accuracy and tend as upper bound value,

and let tstart = 0

Output:The optimal performance index tmin

1: if conditions are feasible with tend in Theorem 2 then go to 5;

2: else let tend ¼ 2 � tend;
3: end if

4: Set t ¼ tstartþtend
2 , and solve the LMIs in Theorem 2;

5: if jtend � tj > Dt then

6: if conditions are feasible with t in Theorem 2 then t= tend,

and go back to 5;

7: else t= tstart, and go back to 5;

8: end if

9: else

10: if conditions are feasible with t in Theorem 2 then ~tmin=

t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
expðstpÞ

p
;

11: else ~tmin= tend
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
expðstpÞ

p
and go back to 6;

12: end if

13: end if

14: Return ~tmin

Fig. 2. The state responses for the SMJINNs without control.

Fig. 4. The state responses for the SMJINNs with control.
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and reduce system performance. Therefore, one can found that

spacing and performance are mutually restrictive.

Letting �1 ¼ 1, �2 ¼ 0:0125, a set of data are represented by
Table I and Fig. 6, where tmin is the minimum of the ~t shown
in Algorithm 1. From the data obtained in Table I, as the sam-

pling interval increases, the index ~t also increases, and

Remark 5 is well verified. One can find that the system perfor-

mance deteriorates sharply when the sampling interval

increases from 0:2 to 0.25, and the system performance

change sightly while the sampling interval increases from 0.1

to 0.2. These data provide an intuitive reference for selecting

an appropriate sampling interval. In addition, another impor-

tant information that can be extracted from this data is that the

attenuation rate s has little effect on system performance.

V. CONCLUSION

In this paper, the finite-time sampled-data synchronization

problem has been addressed for inertial neural networks,

where the semi-Markov jump model is introduced to describe

the stochastic switching characteristics of inertial neural net-

works. In order to save the communication bandwidth, the

sampled-data controller is designed to guarantee the resulting

error system is mean-square stochastically finite-time synchro-

nized with a specified level of L2-L1 performance ~t . The

desired controller gains have been obtained by solving a set of

linear matrix inequalities. In future work, one worthy noting is

that the above-mentioned results can be widely extended to

fuzzy semi-Markov jump inertial neural networks and reach-

able set estimation, which is deserving of exploration.

APPENDIX

Proof of Theorem 1

Proof 3: For the error system ð9Þ, the Lyapunov functional

can be taken as follows

V ðtÞ ¼
X4
l¼1

VlðtÞ (19)

where

V1ðtÞ ¼ eT1 ðtÞP1 me1ðtÞ þ eT2 ðtÞP2 me2ðtÞ

V2ðtÞ ¼
Z t

t�h

eT1 að ÞQme1 að Þda

þ
Z 0

�h

Z t

tþb

eT1 að ÞR1e1 að Þdadb

V3ðtÞ ¼ h

Z 0

�h

Z t

tþb

_eT1 að ÞGm _e1 að Þdadb

þ
Z 0

�h

Z 0

r

Z t

tþb

_eT1 að ÞZ _e1 að Þdadbdr

V4ðtÞ ¼ h

Z 0

�h

Z t

tþb

_eT2 að ÞLm _e2 að Þdadb

þ
Z 0

�h

Z 0

r

Z t

tþb

_eT2 að ÞT _e2 að Þdadbdr:

To further derivation, the weak infinitesimal operator L is

considered as [42]. Then, one has

Lfexp �stð ÞV et;m; tð Þg

¼ lim
~!0

1

~
"fexp �s tþ ~ð Þð ÞV etþ~; � tþ ~ð Þ; tþ ~ð Þ½

j �ðtÞ ¼ mg � exp �stð ÞV et;m; tð Þ�:

Through some brief iterative operations, it can be obtained

from ð15Þ that

E V et;m; tð Þf g

< exp stð Þ
Z t

0

t2wT ðsÞwðsÞdsþ E V e0; �ð0Þ; 0ð Þf g

< exp stð Þ t2W þ E V e0; �ð0Þ; 0ð Þf g
� �

:

(20)

For another, by virtue of the definition of VlðtÞðl ¼
1; 2; 3; 4Þ, we can observe straightforwardly

Fig. 5. The values of eT1 ðtÞRe1ðtÞ for the SMJINNs with control.

TABLE I
MINIMUM VALUE OF tmin FOR DIFFERENT SAMPLING INTERVALS h AND s

Fig. 6. Relationship among tmin and different sampling intervals h with s.
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V1ð0Þ ¼ eT1 ð0ÞP1 me1ð0Þ þ eT2 ð0ÞP2 me2ð0Þ
� maxm2Nf�maxP1 mgf1 þmaxm2Nf�maxP2 mgf3 (21Þ

V2ð0Þ ¼
Z 0

�h

eT1 að ÞQme1 að Þda

þ
Z 0

�h

Z 0

b

eT1 að ÞR1e1 að Þdadb

� hmaxm2Nf�maxQmgf1 þ
1

2
h2 �maxR1ð Þf1 (22Þ

V3ð0Þ ¼ h

Z 0

�h

Z 0

b

_eT1 að ÞGm _e1 að Þdadb

þ
Z 0

�h

Z 0

r

Z 0

b

_eT1 að ÞZ _e1 að Þdadbdr

� 1

2
h3maxm2Nf�maxGmgf2 þ

1

6
h3 �maxZð Þf2 (23Þ

V4ð0Þ ¼ h

Z 0

�h

Z 0

b

_eT2 að ÞLm _e2 að Þdadb

þ
Z 0

�h

Z 0

r

Z 0

b

_eT2 að ÞT _e2 að Þdadbdr

� 1

2
h3maxm2Nf�maxLmgf4 þ

1

6
h3 �maxTð Þf4: (24Þ

Then, it can be acquired lightly from ð16Þ that

V ð0Þ ¼ V1ð0Þ þ V2ð0Þ þ V3ð0Þ þ V4ð0Þ
� maxm2Nf�max P1 mð Þgf1 þmaxm2Nf�max P2 mð Þgf3

þ hmaxm2Nf�maxQmgf1 þ
1

2
h2 �maxR1ð Þf1

þ 1

2
h3maxm2Nf�maxGmgf2 þ

1

6
h3 �maxZð Þf2

þ 1

2
h3maxm2Nf�maxLmgf4 þ

1

6
h3 �maxTð Þf4

� g1 "1 þ h"2 þ
1

2
h2"3

� 

þ g2

1

2
h3"4

�

þ 1

6
h3"5



þ g3"6 þ g4

1

2
h3"7 þ

1

6
h3"8

� 

:

(25)

Note that

EfV et;m; tð Þg
� minf�min P1 mð Þ;m 2 NgEfeT1 ðtÞRe1ðtÞg
> "0EfeT1 ðtÞRe1ðtÞg:

(26)

Thence, in view of ð20Þ-ð26Þ, for all t 2 ½0; tp�, one can

achieve as indicated below

EfeT1 ðtÞRe1ðtÞg � 1

"0
exp stp

� �
g1 "1 þ h"2 þ

1

2
h2"3

� 



þ g2

1

2
h3"4 þ

1

6
h3"5

� 

þ g3"6

þg4

1

2
h3"7 þ

1

6
h3"8

� 

þ t2W

�
< g5

(27)

then, in accordance with ð17Þ; the condition ð27Þ is obtained.
Thus, in line with Definition 1, the error system ð9Þ is

MSSFTS. The condition ð15Þ assures that

E exp �stð ÞLfV et;m; tð Þg � t2wT ðtÞwðtÞ
� �

< 0:

Under zero initial condition, by associating ð19Þ with ð20Þ,
one has

E
Z t

0

exp stð Þt2wT ðsÞwðsÞds
� 	
> EfV et;m; tð Þg
> EfeT1 ðtÞP1 me1ðtÞg:

(28)

According to the condition ð14Þ, it follows that

MT
mMm � P1 m < 0: (29)

Afterwards, setting ~t ¼ t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
expðstpÞ

p
, it can be verified for

any non-zero wðtÞ 2 L2½0;1Þ

E zT ðtÞzðtÞ
� �
¼ EfeT1 ðtÞMT

mMme1ðtÞg
< EfeT1 ðtÞP1 me1ðtÞg

< E
Z t

0

exp stð Þt2wT ðsÞwðsÞds
� 	

� E
Z tp

0

exp stp
� �

t2wT ðsÞwðsÞds
� 	

:

(30)

Then, the condition ð11Þ is satisfied. Thence the error sys-

tem ð9Þ is MSSFTS with the prescribed L2-L1 performance

index according to Definition 2. The proof is completed. &

Proof of Theorem 2

Proof 4: By the calculation, the LVlðl ¼ 1; 2; 3; 4Þ can be

deduced as follows
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LV1 ¼ symf _eT1 ðtÞP1 me1ðtÞg þ eT1 ðtÞ
X
n2N

~pmnP1ne1ðtÞ

þ symf _eT2 ðtÞP2 me2ðtÞg þ eT2 ðtÞ
X
n2N

~pmnP2ne2ðtÞ (31Þ

LV2 ¼ eT1 ðtÞ Qm þ hR1½ �e1ðtÞ � eT1 t� hð ÞQme1 t� hð Þ

þ
Z t

t�h

eT1 að ÞVme1 að Þda (32Þ

LV3 ¼ _eT1 ðtÞ h2Gm þ 1

2
h2Z


 �
_e1ðtÞ

� h

Z t

t�h

_eT1 að ÞGm _e1 að Þda

þ
Z 0

�h

Z t

tþb

_eT1 að ÞDm _e1 að Þdadb (33Þ

LV4 ¼ _eT2 ðtÞ h2Lm þ 1

2
h2T


 �
_e2ðtÞ

� h

Z t

t�h

_eT2 að ÞLm _e2 að Þda

þ
Z 0

�h

Z t

tþb

_eT2 að ÞNm _e2 að Þdadb: (34Þ

Obviously, one can get that

Z t

t�h

eT1 að ÞVme1 að Þda � y1½ �ThVm y1½ � (35ÞZ 0

�h

Z t

tþb

_eT1 að ÞDm _e1 að Þdadb � 2 y1½ �TDm y1½ � (36Þ
Z 0

�h

Z t

tþb

_eT2 að ÞNm _e2 að Þdadb � 2 y2½ �TNm y2½ � (37Þ

where

y1 , e1ðtÞ � y1; y1 ,
1

h

Z t

t�h

e1 að Þda

y2 , e2ðtÞ �
1

h

Z t

t�h

e2 að Þda:

In addition, based on Lemma 1, it yields that

�h

Z t

t�h

_eT1 að ÞGm _e1 að Þda � &T1 tð ÞFðGm;HmÞ&1ðtÞ (38Þ

�h

Z t

t�h

_eT2 að ÞLm _e2 að Þda � &T2 tð ÞFðLm; JmÞ&2ðtÞ (39Þ

where

&1ðtÞ, eT1 ðtÞ eT1 t� hðtÞð Þ eT1 t� hð Þ 1
h

R t

t�h e
T
1 að Þda

h iT
&2ðtÞ, eT2 ðtÞ eT2 t� hðtÞð Þ eT2 t� hð Þ 1

h

R t

t�h e
T
2 að Þda

h iT
:

Substituting ð35Þ-ð39Þ to ð31Þ-ð34Þ, and integrating LVl

from 0 to t yields that

E fexp �stð ÞV et;m; tð Þgf g

¼ E
Z t

0

�sexp �ssð ÞV es;m; sð Þf
�

þexp �ssð ÞLV es;m; sð Þgdsþ V e0; �ð0Þ; 0ð Þg

� E
Z t

0

�sexp �ssð ÞeT1 ðsÞP1 me1ðsÞ
��

þexp �ssð Þ LV1 þ LV2 þ LV3 þ LV4ð Þgdsg
þ E V e0; �ð0Þ; 0ð Þf g:

(40)

Whereafter, for the nonlinear function gðe1ðtÞÞ, it follows
from ð13Þ that the inequality holds for the suitable dimension

matrix XðtÞ > 0

XðtÞ ¼ e1ðtÞ
g e1ðtÞð Þ


 �T �Xgm"
�
g Xgm"

þ
g

� �Xgm


 �
e1ðtÞ

g e1ðtÞð Þ


 �
: (41)

For any matrices S1 and S2 with proper dimensions and sca-

lars b1, b2, a1, a2, the following free weighting matrices can

be satisfied

0 ¼ symfb1e
T
1 ðtÞS1 þ b2 _e

T
1 ðtÞS1g

� �Ae1ðtÞ þ e2ðtÞ � _e1ðtÞ þ U1ðtÞ½ � (42Þ
0 ¼ symfa1e

T
2 ðtÞS2 þ a2 _e

T
2 ðtÞS2g

� �Cme1ðtÞ �Bme2ðtÞ þWmg e1ðtÞð Þ½
þEmwðtÞ � _e2ðtÞ þ U2ðtÞ�: (43Þ

Applying ð41Þ-ð43Þ into ð40Þ, and denoting V1 , S1K1,

V2 , S1K2, V3 , S2K3 and V4 , S2K4, it is facilitated to

obtain

exp �stð ÞE V et;m; tð Þf g

< E
Z t

0

exp �ssð Þ �seT1 ðsÞP1 me1ðsÞ
��

þ LV1 þ LV2 þ LV3 þ LV4 þ XðsÞ
þ symfb1e

T
1 ðsÞS1 þ b2 _e

T
1 ðsÞS1g

� �Ae1ðsÞ þ e2ðsÞ � _e1ðsÞ þ U1ðsÞ½ �
þ symfa1e

T
2 ðsÞS2 þ a2 _e

T
2 ðsÞS2g

� �Cme1ðsÞ � Bme2ðsÞ þWmg e1ðsÞð Þ½
þEmwðsÞ � _e2ðsÞ þ U2ðsÞ� � t2wT ðsÞwðsÞ

�
ds
�

þ
Z t

0

t2exp �ssð ÞwT ðsÞwðsÞdsþ E V e0; �ð0Þ; 0ð Þf g

< E
Z t

0

exp �ssð ÞhT ðsÞ Qm
ði;jÞ

h i
12�12

hðsÞds
� 	

þ
Z t

0

t2wT ðsÞwðsÞdsþ E V e0; �ð0Þ; 0ð Þf g

<

Z t

0

t2wT ðsÞwðsÞdsþ E V e0; �ð0Þ; 0ð Þf g

(44)
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where

hðsÞ , eT1 ðsÞ eT1 s� hðsÞð Þ eT1 s� hð Þ
�

1
h

R s

s�h e
T
1 að Þda eT2 ðsÞ eT2 s� hðsÞð Þ

eT2 s� hð Þ 1
h

R s

s�h e
T
2 að Þda _eT1 ðsÞ

_eT2 ðsÞ gT e1ðsÞð Þ wT ðsÞ
�T
:

In the light of ð18Þ, it is easy to find that the condition ð44Þ is
established. Through the brief calculation, the condition ð15Þ
is guaranteed. This completes the proof. &
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