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Abstract—Deploying dense small cells is the key to providing high capacity, but raise the serious issue of energy consumption and

inter-cell interference. To understand the behaviors of ultra-dense small cells (UDSC) with dynamic interference and traffic patterns,

this paper presents a data-driven resource management (DDRM) framework to implement power control and channel rearrangement in

UDSC. We find that the inter-cell interference can be used to describe the affinity of cells. Thus, we propose an unsupervised learning

algorithm for UDSC, called affinity propagation power control (APPC) mechanism. In principle, APPC first groups small cells into

different clusters and identifies cluster centers. Next, the transmission power of a cluster center is decreased to reduce the interference

to the neighboring cells’ users in this cluster. Since lowering transmission power of a cluster center cell may cause the performance

degradation to the users at the cell edge, a victim-aware channel rearrangement (VACR) mechanism is further designed to adjust

the channel usage bandwidth of the neighboring cells in order to guarantee the quality of service of these victimized users. Our

simulation results show that the DDRM framework can significantly improve energy efficiency and throughput in UDSC compared

to the existing approaches.

Index Terms—Affinity propagation clustering, data-driven, ultra-dense small cells, energy efficiency, quality of service

Ç

1 INTRODUCTION

ULTRA-DENSE small cells (UDSC) are the key to provid-
ing high capacity for the fifth generation (5G) mobile

systems [1]. Unlike macrocells can be deployed by the help
of cell planning tools, small cells are usually installed in an
ad hoc manner, thereby making real-time interference man-
agement in UDSC challenging [2]. Because customers’ traf-
fic loads change in both time domain and spatial domain,
underutilized small cells lead to the issue of spectrum and
energy inefficieny. Hence, the benefits of high capacity and
coverage extension of UDSC come at a price. The operation
cost of UDSC is high. Complex interference and dynamic
traffic situations make quality of service (QoS) of UDSC dif-
ficult to maintain.

In the literature, most of the existing UDSC papers tackled
the maximization issues of spectrum efficiency and energy
efficiency by using game theoretic approaches [3], [4], [5]. A
novel utility function was proposed to integrate spectrum
efficiency and energy efficiency [3]. An interference-aware
energy efficiency maximization problem for UDSC was
solved by using a bargaining cooperative game approach [4].
In [5], a distributed power control gamemodel was designed

to maximize the sum rate of UDSC. However, in the above
game theoretical approaches, the effects of dynamic cell
switching on/off, time-varying user density, and frequently
changed interference have not been considered yet.

In this paper, we propose a joint interference-and-traffic
aware data-driven learning approach to manage the non-
uniformly distributed traffic loads and the frequently chang-
ing interference in small cells. Data-driven approaches start
from collecting data. Then data analysis techniques are uti-
lized to extract the knowledge and understand the behaviors
of a complex system in a dynamic environment. The huge vol-
ume of data help overcome the difficulty of modeling a com-
plex system [6]. Data analysis techniques consist of data
mining and machine learning. The former technique is to dis-
cover knowledge by understanding the complex relationships
between data, and the later technique aims at providing the
ability to recognize knowledge automatically [6]. A general
vision of data-driven learning approaches to provide self-
organizing networks (SON) for 5G mobile networks was
given in [7].

1.1 Motivation

The opportunities of applyingmachine learning algorithms to
small cells, large-scale MIMO, cognitive radio, and device-to-
device communication were discussed in [8], but without
going details on each function. Supervised learning, unsuper-
vised learning, and reinforcement learning have different
applications in wireless networks. First, supervised learning
is suitable for wireless network problems assuming that the
prior labeled data are available [6]. Supervised learning aims
to build a system performance prediction model. Second,
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unsupervised learning is used for wireless network problems
without the prior labeled data [6]. Unsupervised learning
needs to find the hidden structures of the observed data.
Finally, reinforcement learning aims to optimize the system
performance based on the interaction of an agent in the con-
sidered environment [8].

Intuitively, the total system interference in the UDSC can
be reduced by lowering the transmission power of the high
interference cells. However, too many low power cells will
decrease the total system throughput. Thus, how to deter-
mine the appropriate number of low power cells in UDSC is
an interesting research problem. In our previous work [9], a
base station data-driven supervised learning method was
proposed to model the throughput performance of UDSC,
taking into account of dynamic interference and non-
uniform traffic loads. It assumes that the labeled throughput
data for a set of system parameters is available. Here, a set
of system parameters include the number of users and the
transmission power in each small cell. However, such a
prior knowledge is usually unavailable. For instance,
because indoor small cells are operated in a plug-and-play
manner, it is difficult to obtain the aforementioned labeled
data. According to [6], unsupervised learning can be used
to find the hidden structure of unlabeled data. It can save
the time of collecting labeled data and training model. To
our best knowledge, an unsupervised learning approach in
UDSC with emphasis on both interference reduction and
energy saving is missing in the literature.

We observe that the inter-cell interference can be utilized to
evaluate the affinity between pairs of small cells. Thus, group-
ing small cells into different clusters can help understand the
complex interference between cells. The center cell in each
cluster causes the most serious interference to the customers
of other neighboring member cells. Therefore, the transmis-
sion power of the center cell of a cluster needs to be decreased.
Because the interference conditions in UDSC dynamically
change due to user mobility, the automation of selecting clus-
ter centers is necessary. The main challenge for this problem
lies in the fact that the number of clusters is also an unknown
parameter. Thus, the K-mean clustering approach is not suit-
able for UDSC in dynamic environments since the number of
clusters (i.e.,K) is assumed to be known [10]. To this end, we
adopt the affinity propagation clustering approach [11] to
infer the number of clusters, cluster size, and cluster center
automatically.

1.2 Objectives and Contributions

In this paper, we aim at improving the total cell throughput
and energy efficiency of the plug-and-play UDSC. By observ-
ing the operation data of each cell, we develop a data-driven
resource management (DDRM) framework with affinity
propagation power control (APPC) and victim-aware channel
rearrangement (VACR) mechanisms. The contributions of
this paper are described as follows.

� We design an unsupervised learning affinity propa-
gation algorithm for the plug-and-play UDSC to find
the hidden interference structures, utilizing the input
data of transmission power and the reference signal
received power. The interference structure can be
represented by the cluster center and the cluster

members in each cluster. Without the need for offline
training and labeled data, affinity propagation algo-
rithm is suitable for the plug-and-play small cells.

� A power control mechanism called APPC is proposed
to 1) group small cells into different clusters; 2) deter-
mine the proper cluster centers; 3) lower transmission
power of the cell of the cluster center to reduce the
interference to the non-served users of other cells in
each cluster.

� Wedevelop a VACRmechanism to improve the signal
quality of edge users after lowering the transmission
power of the center cell of the cluster. The VACR
mechanism can identify the victimized users (i.e., low
received signal and high interference strength) and
rearrange channel of neighboring cells to avoid inter-
fering the victimized users.

Our simulation results show that the proposed DDRM
framework with power control and channel rearrangement
can enhance energy efficiency and throughput in the plug-
and-play UDSC scenario, compared to the existing approach.
In our previous work [12], we only designed power control
process for enhancing the energy efficiency of UDSC, but sac-
rifice the QoS of the users at the cell edge.

1.3 Organization

The remaining parts of this paper are organized as follows. In
Section 2, we give a brief review of related works. Section 3
describes the system architecture, radio propagation model,
performance metrics, and problem formulation. Section 4
illustrates the proposed DDRM framework. The APPC and
VACR mechanisms are detailed in Sections 5 and 6, respec-
tively. Simulation results are discussed in Section 7. Finally,
this paper is concluded in Section 8.

2 RELATED WORK

In the literature, [13], [14], [15], [16] designed the clustering
approach to perform resource allocation for interference
mitigation in UDSC. In [13], based on interference-based
clustering, subchannel assignment, and power allocation,
the authors proposed an interference management scheme
to maximize the total throughput of all users in femtocells,
but energy efficiency issue is not addressed. In [14], the
distance-based clustering downlink resource allocation
mechanism was proposed to maximize the overall system
capacity of small cells. The authors of [15] designed a novel
hierarchical resource allocation framework, which includes
distributed clustering, intra-cluster subchannel allocation,
and power adjustment, to address the downlink co-tier
interference problem in hyper-dense small cell networks. A
semi-clustering approach for victim cells was presented to
manage the interference of ultra-dense femtocell networks
[16]. A signal-based clustering power saving algorithm for
small cells with sleep mode was investigated in [17]. Fur-
thermore, [18] applied the affinity propagation clustering
and the artificial neural network to classify the indoor and
outdoor users in femtocell networks. To our knowledge, a
clustering-based resource allocation simultaneously consid-
ering interference mitigation and energy saving is missing
in the literature for plug-and-play UDSC, especially in a
dynamic and nonuniform traffic load environment.
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3 SYSTEM MODEL AND PROBLEM FORMULATION

3.1 System Architecture

The downlink UDSC with co-tier interference are randomly
deployed in an indoor area, as shown in Fig. 1. The indoor
small cells are considered as the plug-and-play customer
premise devices, which are called the home eNodeBs (HeNBs)
in 3GPP LTE standard. Usually, the coverage of small cells in
home or enterprise are limited. As shown in the figure, HeNB
management system (HMS) connects to each small cell, which
acts as a central controller to collect the information from all
the small cells and to provide a function of automatically
setting the operating parameters for self-healing and self-
optimization [19], [20]. We assume that each small cell is
equipped with only one isotropic antenna, uses unique cell-
IDs, and can servemultiple customerswith different user-IDs.

In addition, the active users are generated by a two-
dimensional Poisson point process in the UDSC as [21]

PrfM ¼ mjag ¼ ð�uaÞm
m!

e�ua; (1)

where the random variable M represents the number of
active users in a square area a, and �u is the user density.

3.2 Radio Propagation Model

In this paper, we consider two radio propagation effects, i.e.,
shadowing and path loss. Shadowing (denoted byc) is mod-
eled by a log-normal distributed random variable. That is,
10log10c is a normal random variable with zero mean and
standard deviation sc. Let RSSq;n represent the received sig-
nal strength (RSS) of user n from the small cell q, and Ptra;q

represent the transmission power for user data from a small
cell q. Thenwe have

RSSq;n ¼ Ptra;qD
�a
q;nc; (2)

where Dq;n is the distance from cell q to user n, and a is the
path loss exponent.

It is assumed that small cells can periodically transmit
pilot symbols to obtain the measurement report of their con-
nected users. Users scan the neighborhood to determine the
physical cell identity (PCI) of neighboring small cells as
well as the corresponding received pilot symbol signal
strength (i.e., reference signal received power, RSRP). The
RSRP at users’ receiver are reported back to their serving

cells. Then the information of RSRP of each small cell is col-
lected by HMS, which can help the system schedule to allo-
cate radio resource blocks and the transmission power.
Therefore, the RSRP of user n from small cell q (denoted as
RSRPq;n) can be expressed as

RSRPq;n ¼ PrefD
�a
q;nc; (3)

where Pref is the transmission power of the pilot symbol sig-
nal. We assume that Pref is equal to the maximum transmis-
sion power (i.e., 17 dBm).

3.3 Throughput, Link Reliability, and Fairness Index

The downlink signal to interference plus noise power ratio
(SINR) from small cell q to user n, (denoted by Gq;n) can be
written as

Gq;n ¼ RSSq;n

h0 þ
P

k6¼q RSSk;n
; (4)

where RSSk;n is the interfering signal strength from small
cell k to user n, and h0 is the thermal noise. We assume that
each active user can utilize all the available bandwidth and
each channel is fully loaded [22]. The throughput rq;n of
user n from small cell q can be expressed

rq;n ¼ Bq;n � log2ð1þ Gq;nÞ ; (5)

where Bq;n is the allocated channel bandwidth to user n
from cell q. Given B (the bandwidth) andMq (the number of
served users in the small cell q), the initial value of Bq;n is
set to B

Mq
. Thus, the total cell throughput Rtot forQ small cells

can be written as

Rtot ¼
XQ

q¼1

XMq

n¼1

rq;n : (6)

Then, we define the link reliability Lrel as the probability
that the SINR G is higher than the required effective SINR
threshold Gth

Lrel ¼ PrfG � Gthg ; (7)

where the set G ¼ fGq;nj q ¼ 1; 2; . . . ; Q; n ¼ 1; 2; . . . ;Mqg.
To measure the fairness in terms of user throughput in

the cluster center, we adopt Jain’s fairness index [23]

f ¼ ðPMc
n¼1 rc;nÞ2Mc
PMc

n¼1 rc;n
2

; (8)

where Mc is the number of served users and rc;n is the
throughput of user n in the cluster center. Jain’s fairness
index ranges from 1=Mc (worst case) to 1 (best case).

3.4 Power Consumption and Energy Efficiency

In this paper, we assume that small cells can switch between
active mode and sleeping mode for energy saving [24].
When a small cell does not serve any user, it will be
switched to the sleeping mode. In this mode, a small cell
can turn off the receiver module, including RF and power
amplifier. By switching between active mode and sleeping
mode based on the existence of active users, UDSC can
improve its energy efficiency.

Fig. 1. A deployment scenario of the ultra-dense small cells (UDSC).
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Referring to [25], we model the power consumption of
small cell q (Pq) as

Pq ¼ bq � Psle;q þ ð1� bqÞ � Pact;q ; (9)

where Psle;q and Pact;q are the consumed power in the sleep-
ing mode and that in the active mode, respectively. bq ¼ 1 if
small cell q is in the sleeping mode; otherwise, bq ¼ 0. Fur-
thermore, Pact;q ¼ Pbas þ D � Ptra;q, where D is the power
amplifier (PA) efficiency and Pbas is the basic circuit power
consumption. Thus, the total power consumption Ptot of the
system can be expressed as

Ptot ¼
XQ

q¼1

Pq

¼
XQ

q¼1

½bq � Psle;q þ ð1� bqÞ � ðPbas þ DPtra;qÞ� :
(10)

In addition, we define the energy efficiency Eeff as the ratio
of the total cell throughput Rtot over the total power con-
sumption Ptot, i.e.,

Eeff ¼ Rtot

Ptot
: (11)

3.5 Problem Formulation

To maximize the total system energy efficiency of UDSC, we
formulate a joint power control and channel rearrangement
optimization problem as follows:

max Eeff ¼
PQ

q¼1

PMq
n¼1 Bq;nlog2ð1þ Gq;nÞ

PQ
q¼1½bqPsle;q þ ð1� bqÞðPbas þ DPtra;qÞ�

s:t: C1 : bq 2 f0; 1g; 8q

C2 : 0 <
XQ

q¼1

bq � Q

C3 : Hi \Hj ¼ ;; 8Hi;Hj; i 6¼ j

C4 : 0 � Ptra;q � Ptra;max; 8q
C5 : 0 < Bq;n � B; 8q; n 2 Uq:

(12)

In (12), C1 and C2 specify whether each cell is in the active
mode or in the sleeping mode; C3 indicates that a small cell
is belonged to one cluster, where Hi is cluster i; C4 is for the
transmission power operation range; C5 is for the band-
width limitation; n 2 Uq implies user n is served by small
cell q.

4 DATA-DRIVEN RESOURCE MANAGEMENT

The proposed DDRM framework aims to improve the sys-
tem energy efficiency in UDSC. It is easy to model a com-
plex system based on DDRM framework. Specifically,
DDRM starts from collecting data. Then it utilizes the APPC
and VACR algorithms to appropriately determine the trans-
mission power and channel rearrangement in a dynamic
environment. Cell ID, user ID, and RSRP are the required
information to implement APPC and VACR algorithms. All
this information can be obtained from the central controller
HMS, which connecting to each small cell [26]. Fig. 2 shows
the function blocks of our proposed DDRM framework for

the plug-and-play UDSC for interference reduction and
energy saving. In the following, we explain each function
block in more details:

� Data collection: The management interface between
small cells and HMS is based on the standard TR-
069. HMS can collect various kinds of operation data
from UDSC, including the number of users, trans-
mission power per small cell, RSRP, and so on.

� Data preprocessing: In this step, the irrelevant data
(e.g., the preamble per cell) are removed and then
the selected data are transformed into the required
format for further data analysis. Based on the
selected data including the cell ID, user ID, and
RSRP from user’s devices, the data can be trans-
formed into the similarity matrix S (i.e., the interfer-
ence relationship between the cells) for the APPC
mechanism. Moreover, according to (10), the total
power consumption Ptot can be obtained. Substitut-
ing the information of RSRP and the total power
consumption Ptot into (6) and (11), the total cell
throughput Rtot and energy efficiency Eeff can also
be calculated. If the energy efficiency Eeff is lower
than the default threshold, the DDRM framework
will trigger power control and channel rearrange-
ment based on the SON concept [7], [27].

� Small cell on/off: Users choose the serving cells
according to RSRP. To save energy, power switched
mechanism of each cell (i.e., active or sleeping mode)
is determined based on whether there exist active
users in the cell. For the cells with active mode after
cell switching on/off, their transmission power can
be determined by the APPC mechanism.

� Unsupervised learning: Affinity propagation clustering
(i.e., one of the unsupervised learning techniques) is
adopted to automatically determine the number of
clusters and the corresponding cluster centers.
Basically, the cluster center generates the strongest
interference compared to other cluster members.

Fig. 2. The data-driven resource management (DDRM) framework is
proposed to manage resource of the plug-and-play UDSC for interfer-
ence reduction and energy saving.
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Therefore, the identities (ID) of the cluster centers are
the input parameter to the next function block.

� Transmission power adjustment: According to the ID
from the previous function block, the transmission
power of the cluster centers is decreased to reduce
interference. The APPC mechanism includes the
affinity propagation clustering and transmission
power adjustment, which can enhance the total cell
throughput and energy efficiency for the plug-and-
play UDSC.

� Channel rearrangement: After performing the APPC
mechanism, the edge users of the cluster centers may
have poor throughput. The VACR mechanism is
designed to avoid interfering victimized users (i.e.,
low received signal and high interference strength) by
rearranging channels used in the interfering cells. By
doing so, the QoS of each user can be guaranteed in
the plug-and-playUDSC.

� System reconfiguration: The DDRM framework can
periodically reconfigure the resources of the plug-
and-play UDSC (i.e., power levels and channels) to
achieve the expected network performance.

5 AFFINITY PROPAGATION POWER CONTROL

In this section, we discuss the affinity propagation cluster-
ing algorithm in the DDRM framework. Affinity propaga-
tion is a flexible, low-error, and simple clustering algorithm
that takes the measures of similarity between pairs of
objects as input data. The pairs of objects in the same cluster
have the maximum similarity, while the objects in the differ-
ent cluster have the minimum similarity [28]. Each cluster
has a cluster center and all the objects are considered as
potential cluster centers. However, the cluster center has
larger similarity to cluster members in the same cluster.
One advantage of affinity propagation is that the number of
cluster center need not be specified beforehand. In the affin-
ity propagation approach, the appropriate number of clus-
ter centers emerges by passing messages between data
points [11]. Messages between objects begin to transmit
until a high-quality set of cluster centers and the corre-
sponding clusters gradually emerges [29].

In many situations, objects are more easily characterized
by a measure of pairwise similarities than the negative
squared Euclidean distance. In this paper, we define the
objects as the small cells and the similarities between objects
as the inter-cell interference. We utilize the affinity

propagation approach to find the interfering cells in the
plug-and-play UDSC. The interfering cells which cause
stronger interference should lower the transmission power
to reduce interference and improve energy efficiency
as well.

In our scenario, we consider the multiple users within a
small cell. The similarity is defined as the interference rela-
tionships Sðq; kÞ between small cell k to multiple non-served
users from the neighbor small cell q, as shown in Fig. 3. The
interference relationship Sðq; kÞ represent the sum of the
interference power. Then, we have

Sðq; kÞ ¼
X

n2Uq

PrefD
�a
k;nc ¼

X

n2Uq

RSRPk;n ; (13)

where n 2 Uq implies user n is served by small cell q and
RSRPk;n is the reference signal received power of user n
from the small cell k. Operation data from small cells are
collected, including the cell ID, user ID, RSRP from user’s
devices, and so on. Substituting the information of RSRP
into (13), the similarity Sðq; kÞ can be estimated. Let S
denote the similarity matrix, where q and k refer to the rows
and columns of the associated matrix.

To express the affinity propagation clustering algorithm,
we simply utilize five small cells as an example. Actually,
the algorithm can be applied to the general case with more
multiple cells, which will be discussed in Section 7. The sim-
ilarity matrix S in this example is shown in Table 1. The
diagonal elements Sðk; kÞ of the matrix are called preferen-
ces and are selected from the off-diagonal elements. The
preferences Sðk; kÞ will be set to the minimum of the input
similarities (i.e., the off-diagonal elements) [30]. In this case,
3 (Unit: 10�10 watts) is the smallest value among the off-
diagonal elements in Table 1. Thus, this value is placed in
every entry of the diagonal elements. Notably, the similarity
matrix S is an asymmetric matrix, which can not be imple-
mented by the K-means clustering algorithm. However, the
input matrix of affinity propagation can be either asymmet-
ric or symmetric. Affinity propagation partitions small cells
into clusters so that the intra-cluster interference is high and
the inter-cluster interference is low. Compared with other
small cells in the same cluster, the cluster center generates
larger interference.

Unlike theK-means clustering, affinity propagation does
not require to know the number of cluster centers. In affinity
propagation, two messages passed between objects are 1)
the responsibility value Rðq; kÞ from object q to candidate
center k, and 2) the availability value Aðq; kÞ from candidate
cluster center k to object q. The criterion value Cðq; kÞ ¼
Rðq; kÞ þAðq; kÞ, which can identify the final cluster centers.
Therefore, the affinity propagation clustering operates on

Fig. 3. The interference relationships Sðq; kÞ between one small cell k to
the non-served users from the neighboring small cell q.

TABLE 1
Similarity Matrix for Five Small Cells Example

Small Cell ID 1 2 3 4 5

1 3 8 7 13 18
2 7 3 18 17 23
3 6 17 3 19 5
4 12 17 18 3 4
5 17 22 21 3 3
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four matrices: a similarity matrix S, a responsibility matrix
R, an availability matrix A, and a criterion matrix C [30]. To
find appropriate cluster centers, these matrices are updated
iteratively as follows:

Rðq; kÞ ¼ Sðq; kÞ �max
k0 6¼k

fAðq; k0Þ þ Sðq; k0Þg ; (14)

Aðq; kÞ ¼ minf0; Rðk; kÞ þ
XQa

q0 =2 fq;kg
maxf0; Rðq0; kÞgg ; (15)

Aðk; kÞ ¼
XQa

q0 6¼k

maxf0; Rðq0; kÞg ; (16)

Cðq; kÞ ¼ Rðq; kÞ þAðq; kÞ : (17)

(14) is to compute the responsibility matrix R. The initial
availability values Aðq; k0Þ are set to zero. The responsibility
value Rðq; kÞ reflects the accumulated evidence on how
well-suited small cell k (column) is to serve as the cluster
center for small cell q (row), taking into account other poten-
tial cluster centers k0 for small cell q [11]. Based on similarity
matrix S in Table 1, we calculate the responsibility matrix R
as shown in Table 2. For example, the responsibility of small
cell 2 (column) to small cell 1 (row) is -10, which is the simi-
larity of small cell 2 to small cell 1 (i.e., 8) minus the maxi-
mum of the remaining similarities of the row of small cell 1
(i.e., 18). Note that the larger the value of Rðq; kÞ, the more
suitable the cluster center. Rðk; kÞ < 0 because preferences
Sðk; kÞ is set to the minimum of the input similarities.

(15) and (16) are used to update the off-diagonal and the
diagonal elements of the availability matrix A, respectively.
The availability value Aðq; kÞ reflects the accumulated evi-
dence on how appropriate it would be for small cell q to pick
small cell k as its cluster center, taking into account the sup-
port from other small cells q0 [11]. Based on responsibility
matrix R in Table 2, we obtain the availability matrix A as
shown in Table 3. In (15),

PQa
q0 =2 fq;kg maxf0; Rðq0; kÞg is the

sum of the nonnegative responsibility valuesmaxf0; Rðq0; kÞg
for supporting cells q0 to the candidate cluster center k.
Because Rðk; kÞ < 0, the set of q0 do not include q and k in
(15). For example, the availability of small cell 5 (column) to
small cell 1 (row) is the self-responsibility of small cell 5 (i.e.,
-19) plus the sum of the remaining positive responsibilities of
the columnof small cell 5 excluding the responsibility of small
cell 5 to small cell 1 (i.e., -19 + 5 + 0 + 0 = -14). From (16) the
self-availability values Aðk; kÞ can be obtained based on
the responsibilities from other small cells q0 =2 k. For example,
the self-availability of small cell 5 is the sum of the positive
responsibilities of the column of small cell 5 excluding self-
responsibility of small cell 5 (i.e., 5 + 5 + 0 + 0 = 10).

Consequently, cell k is more well-suited for the cluster center
of cell qwhen the availability valueAðq; kÞ is larger.

Using Equation (17) calculates the criterion matrix C
which is as given in Table 4. The availabilities and responsi-
bilities are combined to identify cluster centers [11]. For
example, the criterion value of small cell 5 (column) to small
cell 1 (row) is the sum of the responsibility and availability
of small cell 5 to small cell 1 (i.e, 5 + -14 = -9). The column
with the highest criterion value for each row identifies the
cluster center for the item of that row. Repeat (14) through
(17) until the solution is converged. In light of this, small
cell 1, small cell 2, and small cell 5 constitute the first cluster
and small cell 5 is selected to be the first cluster center.
Then, small cells 3 and 4 constitute the second cluster. Small
cell 4 is selected to be the second cluster center. Obviously,
we find the cluster centers for this example with five small
cells via affinity propagation.

According to the above discussion, affinity propagation
can accumulate the responsibility values Rðq; kÞ and the
availability values Aðq; kÞ to update the criterion Cðq; kÞ for
the scenario in Fig. 1. The message-passing procedures can
be terminated when the decisions stay constant after a cer-
tain number of iterations. When the messages are updated,
it is important that they are damped to avoid numerical
oscillations [11]. The function of the damping factor �df is to
improve convergence when affinity propagation clustering
fails to converge because of oscillations. Each availability
values is set to Aðq; kÞ ¼ �df �Aðq; kÞ0 þ ð1� �dfÞ �Aðq; kÞ,
where Aðq; kÞ0 is the previous iteration value and �df is
between 0 and 1. In our experiments, the default damping
factor is set to �df = 0.5. Observing the final convergent crite-
rion matrix C leads to the results of the cluster and its clus-
ter center. Finally, applying affinity propagation clustering
produces high quality clusters with high intra-cluster simi-
larity and low inter-cluster similarity. Because the similarity
is the interference relationships Sðq; kÞ, the cluster center
generates larger interference to the non-served users from
adjacent cells in the same cluster. Based on the above-
mentioned reasons, we believe the cluster centers should
decrease its transmission power (i.e., 17 dBm to 0 dBm) to
reduce the interference and improve energy efficiency.

TABLE 2
Responsibility Matrix for Five Small Cells Example

Small Cell ID 1 2 3 4 5

1 -15 -10 -11 -5 5
2 -16 -20 -5 -6 5
3 -13 -2 -16 2 -14
4 -6 -1 1 -15 -14
5 -5 1 -1 -19 -19

TABLE 3
Availability Matrix for Five Small Cells Example

Small Cell ID 1 2 3 4 5

1 0 -19 -15 -13 -14
2 -15 1 -15 -13 -14
3 -15 -19 1 -15 -9
4 -15 -19 -16 2 -9
5 -15 -20 -15 -13 10

TABLE 4
Criterion Matrix for Five Small Cells Example

Small Cell ID 1 2 3 4 5

1 -15 -29 -26 -18 -9
2 -31 -19 -20 -19 -9
3 -28 -21 -15 -13 -23
4 -21 -20 -15 -13 -23
5 -20 -19 -16 -32 -9
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6 VICTIM-AWARE CHANNEL REARRANGEMENT

In this section, we develop a VACRmechanism in the DDRM
Framework. VACR aims to improve the throughput for the
user in the plug-and-play UDSC. When a cell decreases its
transmission power after performing APPC mechanism, its
cell edge users will have poor throughput. The proposed
VACRmechanism consists of the following four phases.

6.1 Phase 1: Service-Victim (SV) Matrix

The cell edge user experiences the serious interference from
neighboring small cell when it is in the overlapping area
between the cluster center and the neighboring cells. Victim-
ized users are defined as the ones with low signal strength
and high interference. The non-served user n is the victimized
user of small cell q if the following inequality holds. That is

ISFq;k;n ¼ Iq;n
Sk;n

¼ RSSq;n

RSSk;n
� u; n 2 Uk; q 6¼ k ; (18)

where u is the interference-to-signal factor (ISF) threshold;
Iq;n is the interference power of user n from small cell q; Sk;n

is the received signal strength of user n from small cell k.
The ISF threshold u has the impact on the victimized user
selection. Therefore, the effect of the ISF threshold u for sys-
tem energy efficiency is discussed in Section 7.3.

Fig. 4 shows that two small cells are deployed and multi-
ple users communicate with a small cell. When ISF1;2;7 � u

and ISF2;1;3 � u, users 7 and 3 are regarded as the victim-
ized users of small cells 1 and 2, respectively. If the high
interference of victimized users can be eliminated, its
throughput will be improved. In light of this, we first build

a service-victim (SV) matrix, which can identify the satisfac-
tory users and the victimized users in each small cell. The
initial SV matrix with all elements SV ðn; qÞ set to be zero. If
user n is served by cell q, SV ðn; qÞ ¼ 1; If user n is a victim-
ized user of cell q, SV ðn; qÞ ¼ 2. In this case, the SV matrix is
shown in Table 5. Algorithm 1 shows the pseudocode for
the SV matrix phase in a general case.

Algorithm 1. Victim-Aware Channel Rearrangement
Algorithm (Phase 1)

1: phase 1: Service-victim (SV) matrix
2: for each user n do
3: for each small cell q do
4: if n 2 Uq then
5: SV ðn; qÞ ¼ 1
6: else
7: if

Iq;n
Sk;n

� u; n 2 Uk; q 6¼ k then

8: SV ðn; qÞ ¼ 2
9: else
10: SV ðn; qÞ ¼ 0
11: end if
12: end if
13: end for
14: end for
15: end phase 1

6.2 Phase 2: The Coverage User of Each Small Cell

The coverage users Cq contain the served users and the vic-
timized users in small cell q. All the available bandwidth of
each small cell can be equally split based on the number of
the coverage users Cq. The allocated channel of the served
users and the reserved channel of the victimized users are
not overlapped in each small cell aiming to eliminate the
interference for the victimized users. The initial channel
rearrangement of coverage user (CCU) matrix with all ele-
ments CCUðn; qÞ can be expressed as

CCUðn; qÞ ¼ B

Cq

�
�

�
� ; n 2 Cq ; (19)

where B is the bandwidth of each small cell and Cq

�
�

�
� is the

number of coverage users of small cell q. Based on SV
matrix, we can obtain the number of the coverage users of
each small cell. Table 6 is the CCU matrix. The procedures
of the initial CCU matrix phase are shown in Algorithm 2.
Note that the same user can be simultaneously identified by
multiple small cells as a victimized user. This user may

Fig. 4. User 3 is considered as the victimized user of small cell 2 and the
user 7 is considered as the victimized user of small cell 1.

TABLE 5
Service-Victim (SV) Matrix for
Two Small Cells Example

SV ðn; qÞ Small Cell 1 Small Cell 2

User 1 1 0
User 2 1 0
User 3 1 2
User 4 0 1
User 5 0 1
User 6 0 1
User 7 2 1

TABLE 6
The Initial Coverage User (CCU) Matrix in

the Two Small Cells Example

CCUðn; qÞ Small Cell 1 Small Cell 2

User 1 B= C1j j 0
User 2 B= C1j j 0
User 3 B= C1j j B= C1j j
User 4 0 B= C2j j
User 5 0 B= C2j j
User 6 0 B= C2j j
User 7 B= C1j j B= C2j j
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have unequal bandwidth. Phases 3 and 4 will make the final
decision for the rearrangement channel for the victimized
users and the non-victimized users, respectively.

Algorithm 2. Victim-Aware Channel Rearrangement
Algorithm (Phase 2)

1: phase 2: The coverage user of each small cell
2: # of the coverage user of small cell q, Cq

�
�

�
� is initialized to

zero.
3: for each small cell q do
4: for each user n do
5: if SV ðn; qÞ ¼ 1 or 2 then
6: Cq

�
�

�
� ¼ Cq

�
�

�
�þ 1

7: end if
8: end for
9: end for
10: The channel rearrangement of coverage user (CCU) matrix

is initialized to zero matrix.
11: for each small cell q do
12: for each user n do
13: if SV ðn; qÞ ¼ 1 or 2 then
14: CCUðn; qÞ ¼ B

Cqj j
15: end if
16: end for
17: end for
18: end phase 2

6.3 Phase 3: The Channel Rearrangement of
Victimized User

In the initial CCU matrix, user n may be assigned unequal
bandwidth by different small cells q. As shown in Table 6,
the channel of user 7 is initially reserved B

C1j j by small cell 1

and assigned B
C2j j by small cell 2. Because jC1j < jC2j, we

obtain B
C1j j >

B
C2j j. To eliminate the high interference for the

victimized user 7 of small cell 1, the reserved channel of vic-
timized user 7 is changed to a smaller B

C2j j in this phase. The

reserved channel of victimized user 7 of small cell 1 and the
allocated channel of the served user 7 of small cell 2 are set
to the same channel. Based on the above discussion, Table 7
shows the updating CCU matrix. The details of the reserved
channel of victimized user phase are shown in Algorithm 3.

6.4 Phase 4: The Channel Rearrangement of
Remaining User

After phase 3, some small cells have the unused remaining
channels. Table 7 shows that the allocated channel of the
served user 3 in small cell 1 (i.e., the victimized user of the
other small cell 2) becomes smaller. Also, the reserved

channel of served user 7 of small cell 1 (i.e., the served user
of the other small cell 2) is decreased. Small cell 1 has some
unused channels. The coverage users of cell 1 can deduct its
own victimized user and the interfering victimized user of
other cells. Users 1 and 2 are the remaining users of small
call 1. Updating allocated channel of the remaining user can
be expressed as

CCUðn; qÞ ¼ Brem;q

Urem;q

�
�

�
� ¼

Brem;q

Cq

�
�

�
�� Uvic 2 Cq

�
�

�
� ; n 2 Urem;q ; (20)

where Uvic is the set of the victimized users. In small cell q,
Brem;q is the remaining channel after phase 3. Urem;q

�
�

�
� is the

number of the remaining user. The remaining channels can
be equally allocated to the remaining user. Further updating
CCU matrix is given in Table 8. The pseudo code of channel
rearrangement in the remaining user phase is shown in
Algorithm 4.

Algorithm 3. Victim-Aware Channel Rearrangement
Algorithm (Phase 3)

1: phase 3: The channel reservation of victimized user
2: The user n served and victimized by the set of the cells, Gn

is initialized to empty set.
3: for each user n do
4: for each small cell q do
5: if SV ðn; qÞ > 0 then
6: q ! Gn, q becomes a member of Gn.
7: end if
8: end for
9: end for
10: Reserved channel of victimized user n isminfCCUðn;GnÞg
11: for each user n do
12: for each small cell q do
13: if SV ðn; qÞ > 0 then
14: CCUðn; qÞ ¼ minfCCUðn;GnÞg.
15: end if
16: end for
17: end for
18: end phase 3

To summarize, the VACR mechanism results in the final
CCU matrix to assign the adaptive channel for the con-
nected users of small cell. The VACR mechanism can elimi-
nate the interference of victimized users and guarantee QoS.

7 PERFORMANCE EVALUATION

We develop a DDRM framework, which can enhance
the performance of UDSC in the complex and dynamic

TABLE 7
The Updating CCU Matrix for the Victimized

Users in the Two Small Cells Example

CCUðn; qÞ Small Cell 1 Small Cell 2

User 1 B= C1j j 0
User 2 B= C1j j 0
User 3 B= C2j j B= C2j j
User 4 0 B= C2j j
User 5 0 B= C2j j
User 6 0 B= C2j j
User 7 B= C2j j B= C2j j

TABLE 8
The Updating CCU Matrix for the Remaining

Users in the Two Small Cells Example

CCUðn; qÞ Small Cell 1 Small Cell 2

User 1 Brem;1= Urem;1

�
�

�
� 0

User 2 Brem;1= Urem;1

�
�

�
� 0

User 3 B= C2j j B= C2j j
User 4 0 B= C2j j
User 5 0 B= C2j j
User 6 0 B= C2j j
User 7 B= C2j j B= C2j j
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scenarios. The DDRM framework starts from collecting data
(e.g., RSRP). Then the resource management algorithms of
the DDRM framework can determine the active/sleeping
mode, the transmission power, and channel allocation. We
perform simulation and show that the DDRM framework
can improve the network performance of UDSC in different
user densities. In each case, 1,000 iterations are imple-
mented to generate various interference patterns. Therefore,
we simultaneously consider dynamic cell switching on/off,
cell transmission power control, channel rearrangement,
time varying user density, and frequently changed interfer-
ence for UDSC.

Algorithm 4. Victim-Aware Channel Rearrangement
Algorithm (Phase 4)

1: phase 4: The channel rearrangement of remaining user
2: The available bandwidth of remaining users of small cell q,

Brem;q is initialized to B.
3: Uvic is the set of victimized users.
4: G is the set of all small cells.
5: for each user n do
6: if sumfSV ðn;GÞg > 1; G ¼ f1; . . . ; q; . . . ; Qg then
7: n ! Uvic, n becomes a member of Uvic.
8: end if
9: end for
10: for each small cell q do
11: for each user n do
12: if n 2 Cq and n 2 Uvic then
13: Brem;q ¼ Brem;q � CCUðn; qÞ
14: end if
15: end for
16: for each user n do
17: if n 2 Cq and sumfSV ðn;GÞg ¼ 1 then
18: CCUðn; qÞ ¼ Brem;q

Urem;qj j ¼
Brem;q

Cqj j� Uvic2Cqj j
19: end if
20: end for
21: end for
22: end phase 4

7.1 Parameters

Fig. 1 shows the considered simulation environment, in
which small cells are randomly deployed in a square area a
(i.e., 50 m � 40 m). In our simulation environment, Q = 10

small cells and the cell density is �c = 5,000 cells=km2. More-
over, the users are also randomly located in the same area.
One small cell can connect multiple users. Table 9 shows the
parameters adopted in our simulation. Referring to [31], [32],
we assume that a small cell can have two modes of power
consumption (i.e., active mode and sleeping mode). In the
activemode, the basic circuit power is Pb = 4,800mWand the
PA efficiency is D = 8. In the sleeping mode, the basic circuit
power is Ps = 2,900 mW. Furthermore, Pref = 17 dBm [33].
We assume that small cells can share the total 20 MHz [34]
and the system is fully loaded. All the channels are occupied
by the users. We use the channel models as in [22]. Shadow-
ing and path loss are the two radio propagation effects con-
sidered in our simulation. The shadowing component c is a
log-normal random variable with standard deviation sc = 10
dB. The path loss exponent is a = 3.

7.2 Comparison of Power Control Approaches

In this section, we compare the performance of the total
cell throughput when applying various power control
approaches: 1) always on (i.e., each cell with the maximum
transmission power); 2) on/off power control approach; 3)
K-means clustering based on distance; 4) APPC mechanism
based on distance; and 5) APPC mechanism based on inter-
ference relationship. Fig. 5 shows the total cell throughput
versus the ratio of user density �u to small cell density �c.
The first power control approach (i.e., always on) presents
all small cells with transmission power of 17 dBm. The sec-
ond on/off power control approach means that the small
cell can switch to the sleeping mode when a small cell does
not serve any active user. The K-means clustering based on
distance is illustrated in the following. The K-means clus-
tering divides small cells intoK clusters and findsK cluster
centers. We choose the initial input parameter (i.e., the num-
ber of clusters) to beK = 2 for K-means clustering. The sim-
ilarity values of K-means clustering are the negative
squared Euclidean distance between two different small
cells. In addition, the APPC mechanism based on distance
means that the similarity values are set to the negative

TABLE 9
The Ultra-Dense Small Cells (UDSC) Network Parameters

Parameters Value/Mode

Square area, a 2000m2

Density of small cell, �c 5000 cells=km2

Total small cell number, Q 10
Basic consumption of circuit
for active mode, Pb 4800 mW
Basic consumption of circuit
for sleeping mode, Ps 2900 mW
The power amplifier (PA) efficiency, D 8
The transmission power of reference signal, Pref 17 dBm
Total bandwidth 20 MHz
Noise power density -174 dBm/Hz
Shadowing standard deviation, sc 10 dB
Path loss exponent, a 3
Service type Full buffer

Fig. 5. The total cell throughput against the ratio of user density �u to
small cell density �c using different power control approaches.
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squared Euclidean distance between two different small
cells. From the figure, we have the following observations:

1) Our proposed APPC mechanism based on interfer-
ence performs the best among all the considered
power control approaches. APPC can improve the
total cell throughput by 50 percent compared to the
baseline approach (i.e., always on) when �u=�c ¼ 1.
This is because our proposed approach can reduce
the co-channel interference in the high density
region.

2) The APPC mechanism based on distance ranks sec-
ond, and has significant improvement compared to
K-means clustering.

3) The K-means clustering based on distance performs
the worst because of setting the number of clusters
in advance and using the negative squared Euclid-
ean distance as the similarity.

Fig. 6 shows the energy efficiency versus the ratio of user
density �u to small cell density �c when various power con-
trol methods are implemented. The following phenomena
are observed.

1) Compared to the baseline approach, the APPC
mechanism based on interference can improve
energy efficiency by 85 percent when �u=�c ¼ 1.

2) We observe that increasing the ratio of user density
�u to small cell density �c may slightly enhance the
energy efficiency due to high power consumption
except for the baseline approach.

3) Both APPC mechanisms based on interference and
distance can perform better than the on/off
approach for the various values of �u=�c. Hence, the
APPC mechanism is crucial for the energy efficiency
performance of UDSC.

In addition, we further compare the performance of the
proposed APPC mechanism with the optimal solution
based on the exhaustive searching algorithm. Furthermore,
we compare APPC with a data-driven scheme that jointly

considers the optimization of interference reduction and
power saving [9]. Fig. 7 compares the execution time of the
APPC mechanism, the algorithm of [9], and the searching
algorithm against �u=�c. Here the execution time is normal-
ized to the longest execution time of the searching algo-
rithm. We observe that the execution time of the proposed
APPC mechanism is the lowest among all the algorithms.
The execution time of the exhaustive searching algorithm
grows dramatically as �u=�c increases. Both the proposed
APPC mechanism and the algorithm in [9] maintain about
the same execution time as �u=�c increases. Fig. 8 shows the
energy efficiency of the three aforementioned algorithms
versus �u=�c. The proposed APPC mechanism and the algo-
rithm of [9] can achieve 90 percent of the energy efficiency
of the exhaustive searching algorithm in the case of
�u=�c ¼ 3 on average. More importantly, the unsupervised

Fig. 6. The energy efficiency against the ratio of user density �u to small
cell density �c using different power control approaches.

Fig. 7. The execution time of the APPC mechanism, the algorithm of [9],
and the searching algorithm against �u=�c where the execution time is
normalized to the longest execution time of the searching algorithm.

Fig. 8. The energy efficiency of the APPC mechanism, the algorithm
of [9], and the searching algorithm against �u=�c where the energy effi-
ciency is normalized to the largest energy efficiency of the searching
algorithm.
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learning based APPCmechanism can be implemented with-
out labeled data in a plug-and-play manner for UDSC.
However, for the exhaustive searching algorithm and the
algorithm of [9], the labeled system throughput is required
with the corresponding configuration power level.

7.3 Effect of the Victim-Aware Channel
Rearrangement (VACR) Mechanism

We further observe the benefits of the VACR mechanism for
UDSC. We first conduct an experiment to validate the
impact of ISF threshold u. Fig. 9 shows the average energy
efficiency of UDSC for various ISF threshold u in our pro-
posed DDRM framework. The average energy efficiency
can be inferred by the mean of energy efficiency in various
values of �u=�c. For u ¼ 0 dB, the small cells only execute
the APPC mechanism without considering channel rear-
rangement. From the figure, we observe the following:

1) The lower the ISF threshold u, the more the victim-
ized users. Thus, fewer channels can be used for the
remaining users. Hence, if ISF threshold u (i.e.,
smaller than u ¼ �5 dB), the average energy effi-
ciency gradually declines due to the reduced total
cell throughput.

2) The VACR mechanism with the ISF threshold u ¼ �5
dB has better performance than other ISF threshold
values. Compare the ISF threshold u ¼ 0 dB (i.e.,
only APPC mechanism based on interference), the
case of u ¼ �5 dB can maintain nice average energy
efficiency of UDSC.

Fig. 10 shows the minimum user throughput in the sys-
tem versus the ratio of �u=�c for various power control
approaches when adopting VACR mechanism with u ¼ �5
dB. From the figure, we have the following observations:

1) Appending the joint APPC and VACR mechanisms
can improve 70 percent of the minimum user
throughput over the baseline always on approach
when the ratio is �u=�c ¼ 1.

2) The APPC mechanism based on interference cannot
guarantee QoS for every user because the user
throughput degrades at the cell edge due to power
adjustment of the serving cell.

3) Compared to the APPC mechanism based on inter-
ference, appending the VACR mechanism can signif-
icantly improve the minimum user throughput. This
result implies that the VACR mechanism can be
used to satisfy QoS for each user in the UDSC.

To further discuss the transmission link reliability of
active users, we consider the link reliability Lrel ¼ 90%.
Table 10 shows the link reliability performance of the
DDRM framework with APPC and VACR mechanisms in
comparison with the baseline always on approach. In a LTE
system, each user can be assigned the appropriate modula-
tion and coding scheme (MCS) based on the SINR value [35].
Nevertheless, different users connected to the same cell can
be assigned to distinct MCS [36]. Note that the link reliabil-
ity performance of the baseline approach can achieve
90 percent or higher in the QoS constraint requirement

Fig. 9. The average energy efficiency of different interference-to-signal
factor (ISF) threshold u.

Fig. 10. The minimum user throughput against the ratio of user density
�u to small cell density �c using different resource management
approaches.

TABLE 10
The Transmission Link Reliability for Various the Ratios

of User Density �u to Small Cell Density �c

�u=�c MCS Modulation
Code

Rate

SINR

Threshold

[dB] Gth

Always On

Link Reliability

Lrel

APPC, VACR

Link Reliability

Lrel

1.0
MCS2 QPSK 1/9 -4 94.70% 100.00%

MCS6 QPSK 3/5 3 40.84% 95.42%

1.5
MCS2 QPSK 1/9 -4 94.14% 100.00%

MCS6 QPSK 3/5 3 42.28% 91.68%

2.0
MCS2 QPSK 1/9 -4 94.18% 100.00%

MCS5 QPSK 1/2 1 55.16% 97.07%

2.5
MCS2 QPSK 1/9 -4 93.91% 100.00%

MCS5 QPSK 1/2 1 54.62% 95.96%

3.0
MCS2 QPSK 1/9 -4 94.29% 100.00%

MCS5 QPSK 1/2 1 55.04% 91.43%
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Gth ¼ �4 dB (i.e., MCS index is 2). Second, when Gth ¼ 3 dB
(i.e., MCS index is 6) is considered, the link reliability per-
formance of our proposed DDRM framework can achieve
90 percent only for lower ratio �u=�c. Therefore, the DDRM
framework with APPC and VACR mechanisms not only
can enhance the energy efficiency but can guarantee link
reliability for each user.

Inaddition, the edge users of the cluster centers have low
signal strength after the cluster centers lower their transmis-
sion power by the APPC mechanism. The edge users of the
cluster centers also suffer from strong interference from
other cells. The victimized users are defined as the ones
with low signal strength and high interference. Thus, the
edge users of the cluster can be considered to be victims.
The proposed VACR mechanism can compensate the vic-
timized users. We use Jain’s fairness index [23] to measure
the fairness in terms of user throughput in the cluster cen-
ter. As shown in Fig. 11, the average fairness index of cluster
centers under the joint APPC and VACR mechanisms is
slightly higher than that under the APPC mechanism.
Therefore, the channel rearrangement mechanism can main-
tain users’ fairness.

8 CONCLUSION

The deployment of UDSC can improve system capacity and
service coverage to meet the tremendous growth of mobile
service requirements, specially for hotspots and indoor
environments. We propose a joint cell switching on/off,
transmission power control and channel rearrangement to
improve the total system energy efficiency. We consider the
effects of non-uniformly distributed traffic loads and fre-
quently changing interference. The theoretical analysis of
the considered problem is challenging. Therefore, we pro-
pose the DDRM framework to solve this issue. We demon-
strated that in complex UDSC the energy consumption and
serious interference can be efficiently controlled by utilizing
the collected operation data, such as RSRP from user’s devi-
ces, the number of serving users and transmission power
per cell, and so on. We find that the affinity propagation

clustering interference reduction can help understand com-
plicated interference in the pull-and-play ultra-dense small
cells, which requires neither prior knowledge nor labeled
data. We developed the DDRM framework to take the input
data (i.e., collected operation data) for APPC mechanism to
select the proper cells to adjust transmission power. Then
we designed the VACR mechanism to ensure the QoS of the
edge users. Our simulation results show that our proposed
approaches can improve the performance of UDSC signifi-
cantly under an environment of complicated interference
and dynamical traffic variations. In the future, the proposed
data-driven radio resource management framework can be
extended to investigating fast handover and cross-tier inter-
ference in the heterogeneous networks.
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