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Design of Self-Organizing Networks:
Creating Specified Degree Distributions

Holly Silk, Martin Homer, and Thilo Gross

Abstract—A key problem in the study and design of complex systems is the apparent disconnection between the microscopic and the
macroscopic. It is not straightforward to identify the local interactions that give rise to an observed global phenomenon, nor is it simple
to design a system that will exhibit some desired global property using only local knowledge. Here we propose a methodology that
allows for the identification of local interactions that give rise to a desired global property of a network, the degree distribution. Given a
set of observable processes acting on a network, we determine the conditions that must be satisfied to generate a desired steady-state
degree distribution. We thereby provide a simple example for a class of tasks where a system can be designed to self-organize to a

given state.

Index Terms—Complex networks, network dynamics, self-organization

1 INTRODUCTION

C OMPLEX systems can exhibit phenomena and properties
that are not inherent in the system’s constituents but
arise from their interactions. In particular, ordered struc-
tures can be formed without requiring pre-appointed hubs
or leaders [1].

In biology the ability of complex systems to form macro-
scopic structures and patterns based on simple local rules is
evident in all organisms and on all levels of organization.
Examples range from the formation of complex (bio)mole-
cules from simple chemical reactions, via the development
of tissues and organisms, to social organization and collec-
tive decision-making [2].

Technical systems too provide many examples of self-
organization, including particular types of power-cuts [3],
traffic jams [4], and structural instabilities in constructions
[5]. While self-organization is thus essential for the function-
ing of biological systems, it often appears in technical sys-
tems primarily as a source of failure.

The ability of biological systems to exploit self-
organization stems from their emergence in the course of
evolution. The process of trial-and-error in biological evo-
lution can discover beneficial local rules. While some deg-
ree of trial-and-error is also involved in the development
of technical systems, this process is cut short by rational
design. It is tempting to exploit self-organization in techni-
cal systems as the biological examples show that self-orga-
nizing systems are typically highly resilient. However, our
ability to rationally design self-organizing systems is
limited by our ability to foresee the macroscopic behaviour
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to which a given set of local interactions leads. Therefore,
self-organization is presently not widely exploited in the
functioning of technical systems, and if self-organization
takes place in these systems the effect is often disruptive.
By advancing our ability to foresee the macroscopic results
of local interactions, research in complexity may thus enha-
nce our ability to engineer highly robust technical systems.

Current techniques for inferring the microscopic from the
macroscopic include the field of inverse statistical mechanics
which uses the language of statistical mechanics to study the
emergent behaviour of systems of interacting agents [6].
Here we address this challenge from a networks perspective.

A major tool in complex systems research is network
modelling [7], [8], [9]. Depicting a complex system as a net-
work, a set of discrete nodes connected by discrete links,
simplifies the constituents of the system but retains the com-
plexity that is inherent to their pattern of interactions. Such
models are therefore geared towards analysing the emer-
gence of macroscopic structure from these interactions.

A macroscopic property that has received particular atten-
tion is the degree distribution, the probability distribution of
the number of links attached to a randomly drawn node. A
challenge is thus to determine to what degree distribution a
certain set of local rules leads, or conversely, to create a set of
local rules that results in a given degree distribution. Early
works addressed this challenge for particular distributions.
For instance seminal papers [10], [11], and a more detailed
subsequent analysis [12] showed that linear preferential
attachment (see below) leads to power-law degree distribu-
tions. More recently, progress has been made by a class of
methods called heterogeneous moment closure approxima-
tions [13], [14], [15], [16], [17], which capture the time evolu-
tion of the numbers of certain classes of motif in the system by
an infinite system of ordinary differential equations (ODEs).
Further, we have shown [18] that the infinite-dimensional
ODE systems from heterogeneous approximations can be
transformed into a low-dimensional system of PDEs.

In this paper we show how our previously proposed
method [18] can be used to design sets of local rules that
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result in a dynamical network that self-organizes to a given
target degree distribution. The proposed method is widely
applicable and can be extended to cover other network
measures beyond the degree distribution.

2 METHOD

We address the following challenge: given a set of permissi-
ble dynamical processes and a target degree distribution,
we seek to determine the rates of processes that drive the
system to the target distribution. The proposed method can
be broken into steps as follows:

1)  Describe the evolution of the network using a hetero-
geneous approximation. This leads to an infinite sys-
tem of ODEs that describe the temporal evolution of
the elements of the degree distribution pj.

2)  Transform the infinite system of ODEs obtained from
the heterogeneous approximation into a first-order
PDE for the generating function G(z) = >, pya*.

3) Transform the desired steady-state degree distribu-
tion into its generating function form and substitute
into the PDE.

4)  Use the resulting expression to determine whether
the degree distribution is possible and, if so, obtain
the relation between rates that must hold.

The advantage of using the generating function PDE is
that it gives one equation, rather than an infinite set, that the
rates must satisfy. From this it is possible to straightfor-
wardly extract conditions for the individual processes.

The combination of rates required to produce a particular
distribution will typically not be unique. For degree distri-
butions where the generating function derivatives can be
written in terms of the generating function the resulting
equation can often be simplified and a set of algebraic
conditions can be extracted to solve for the rates. Where no
such simplification is possible one can impose further
constraints. This reduces the space of possible solutions but
makes the set of algebraic conditions derived from the
generating function equation more manageable.

Below we compare the target degree distributions to the
results from agent-based simulations, which uses the rates
derived from the generating function equations. We simu-
late the network models using an event-driven Gillespie
algorithm [19], the parameters for the particular simulations
can be found in the figure captions.

3 SELF-ORGANIZATION WITH FIXED PROCESS
RATES

We begin by focusing on the self-organization of networks
through processes for which the rate per node or per link
(depending on the process) is constant. Considering only a
finite set of such processes places constraints on the degree
distributions that can be evolved. In this setting the pro-
posed method provides a test that determines whether a
desired degree distribution can be created by a given set of
processes or not. If the distribution can be created then the
method reveals the relative rates of processes that lead to
the desired degree distribution.

We illustrate this procedure with four examples: the
Poissonian degree distribution, which we mainly use as an

illustrative example, the scale-free, negative binomial and
geometric distributions.

The Poisson distribution [20] and scale-free distribution
[10] are often used in the modelling of complex systems.
The Poisson distribution is used for its mathematical
simplicity, while scale-free distributions are found in many
real-world networks. The negative-binomial distribution
[21] interpolates between different shapes of distributions
found in nature, depending on parameter values. Finally,
the geometric distribution is an important special case of
the negative-binomial distribution for a specific choice of
parameter. We discuss the different degree distributions in
more detail below.

We begin by considering a network of discrete nodes
connected by unweighted, undirected links labelled ¢ — j,
for a link between nodes i and j. Processes are chosen rela-
tively arbitrarily, based on previous papers [7], [10], [22],
[23], [24], [25]. We define the processes as follows:

e  Random rewiring. A link ¢ — j is selected at random,
i.e. with uniform distribution, and broken. One of
the two formerly connected nodes a € {1, j} is chosen
randomly with equal probability, and a new link cre-
ated between a and a target node b, where b is chosen
randomly from all the nodes in the network that are
not currently a neighbour of a. The rate (per link) at
which random rewiring occurs is w,.

e  Preferential rewiring. A randomly selected link ¢ — j is
broken and one of the two formerly connected nodes
a € {i,j} is chosen randomly with equal probability.
A new link is created between the chosen node and a
target node b, not currently connected to a. For the
target node b we preferentially select nodes of high
degree, such that the probability of a node being cho-
sen increases proportional to their degree. The rate
(per link) at which preferential rewiring occurs is w,.

e Deletion of links. A randomly selected link ¢ — j is
chosen from the network and deleted. The rate (per
link) for the removal of links is Ig.

e  Random addition of links. Two unconnected nodes ¢
and j are picked randomly from the network and a
link i —j is formed between them. The rate (per
node) at which random addition of links occurs is /..

o Preferential addition of links. Two unconnected nodes i
and j are chosen from the network and a link ¢ — j is
formed between them. Both nodes are chosen prefer-
entially, with the probability proportional to the
degree of the node. The rate (per node) at which
preferential addition of links occurs is .

e Deletion of nodes. A node is selected at random from
the network and deleted, together with all its links.
The rate (per node) for the removal of nodes is ng.

e  Random addition of nodes. A node of (fixed) degree m
is added to the network. The incoming node forms
links to m existing nodes in the network, which are
chosen at random. The rate (per node) at which ran-
dom addition of nodes occurs is n,.

o Addition of nodes by preferential attachment. A node of
(fixed) degree m is added to the network. The incom-
ing node forms links to m existing nodes in the
network which are chosen preferentially, with
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probability proportional to their degree. Hence
nodes of higher degree are more likely to form links
with the incoming node than nodes of lower degree.
The rate (per node) at which preferential addition of
nodes occurs is n,.

Our goal is to determine rates for the different processes,
such that the network degree distribution p; approaches a
target p;. We start by capturing the effect of processes in a
mathematical model. For the processes considered here it is
known that the heterogeneous mean field approximation
[26] captures the dynamics with good accuracy. Using this
approximation one derives evolution equations for expecta-
tion values of the degree distribution pj, in the limit of large
network size N — oco. We thereby obtain the following infi-
nite system of ODEs:

dpr
FT we[(k + 1)pry1 — kpy (10
+ (v Kpw) (pr-1 — pr)]
+wp [((k+ 1)prys — kpr) .
(1ii)
+((k = D)pr—1 — kpp)]
+ la[(k 4+ D)prr1 — kp] (1iif)
+ 20 [pr—1 — pil (liv)
+ 20, [(1/ X0 Kow) (k= Vpry — kpr)] - (1)
+ 1 (X Kow ) [(k+ 1)prir — kpi (1vi)
+ [m(pk—l - pk) —pr+ 8m,k} (1V11)
+ np[(m/ dow k/Pk’)((k’ — )p—1 — kpy) (1viii)

— Dk + 8m]f] ’

where {w,,wy,lq, 1, n4, e, 0y} are the rates that we seek
to determine, and §,, ;. is the Kronecker delta.

Each line of (1) corresponds to one of the processes and
the different terms correspond to different effects of the pro-
cess. For rewiring processes (1i) and (1ii), the term propor-
tional to (k + 1)pi+1 — kpy captures the effect of links being
rewired away from the focal node; the first term represents
the gain in nodes of degree k because of nodes of degree
k + 1 losing one link, while the second represents the loss of
nodes of degree k due to such nodes losing one link. The
remaining terms capture the effect of links being rewired to
the focal node. This is dependent on the total number of
links in the system (3, ¥'py/). Nodes are rewired randomly
in (1i) and preferentially in (1ii) where the rate depends on
the degree of the node (k/ >, k'py).

Adding links ((1iv) and (1v)) occurs at a rate per node,
leading to a factor of two in the process rates while deleting
links occurs at a per link rate (1v).

There are two ways in which removing nodes (1vi) can
affect the density of p. First, a neighbour of the focal node
can be removed, captured in the evolution equation by
the terms in (1vi) proportional to (k+ 1)pyy1 — kpr, where
the factor (3, k'py) is due to the loss of all of the links
belonging to the deleted node. Second, the focal node can
be deleted, resulting in a decrease in nodes proportional to

the density p;.. Since the overall number of nodes in the sys-
tem has decreased we also need to renormalise the degree
distribution resulting in a gain term proportional to p;. The
total change due to deletion of nodes is therefore given by
nal—pi + > Ko ((k+ 1)prs1 — kpk) + pi); we can then can-
cel the term for removal of the focal node with the renormal-
isation term.

Lastly, nodes can be added to the network. We could, if
desired, have multiple rules that add nodes of different
degrees to the system. In theory we could allow nodes of
every degree to be added to the network, each at a different
rate. In this instance we could trivially create any network
model.

For sake of clarity here, to keep the number of processes
relatively small, we always add nodes of degree m. This
increases the density of p,, nodes, leading to the Kronecker
delta §,, 4 in (1vii) and (1viii). Nodes of degree k are affected
by new nodes forming links to nodes of degree k and k — 1,
this happens randomly (1vii) or preferentially (1viii) where
nodes are selected at a rate that is proportional to the degree
of the node (k/ Y, K'py). Since the new node is of degree m
there are m chances for this to happen. Similar to the case
where nodes are deleted from the system, there is also a
renormalisation term to account for the change in system
size.

The heterogeneous expansion thus results in an infinite
system of ODEs, which we transform into a first-order qua-
silinear PDE by use of generating functions [27]. We start by
defining the generating function G(x,t) = >, pi(t)z*. The
underlying idea of this transformation is to interpret the ele-
ments of the degree distribution as coefficients of a Taylor
series of a function G in an arbitrary variable x. This trans-
formation is advantageous because it allows us to work
with the continuous object G rather than the discrete set py.
Because the transformation is reversible (by a Taylor expan-
sion of () no information is lost in the transformation. Thus
investigating the time evolution of G reveals the same infor-
mation as investigating the time evolution of py.

To study the time dependence of G’ we multiply (1) by z*
and sum over k > 0 yielding a first-order PDE for G(z, t)

Gy =(z—1) {w (wP * 92(11}) nT anin t))

—Wy — wp - ld - nde(la t)} Gl (2)
+ [(x — 1)(wGo(1,t) + 21, + nym)
—n, — np]G + (nr + np)xm,

where G; = 3G/ dt, etc.

To arrive at this equation we broke the right hand side
summation into individual sums and then shifted the sum-
mation index to turn all instances of p;,1 and pj;_; into py.
Factors of = can be pulled into or out of the sums as neces-
sary, while factors of k are eliminated using the fact that
S kprabt =8, " pra* = G, [27] leading to the appearance
of the spatial derivative in (2). Finally we used G,(1,t) =
>4 kpi(t) to eliminate the sums that appear in (1).

In the present paper we do not attempt to solve this PDE
nor to prove existence, uniqueness or stability of solutions
but only seek to determine under which conditions it admits
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TABLE 1
Target Degree Distributions Produced Using Fixed Process Rates
Target distribution r G* (z) Rates
Poisson e R pyk e(k)(z=1) (ky =2 w, =c
& la r
wp:lp:nr:np:ndzo
Power-law 0 ifk <m S, o)k np =c
2m(m+1) i k> k>m k(k+1)(k+2) =1 =1 =0
Dkt L rRZM d=lp=L=
Wy = Wy =Ny = Ng = 0
ive-bi i k+r—1\, k r 2\ k)wp+21,
Negsivebimomial (UM () Pt
— (B ({(R)w+2h)
= T Ruwp+2l,
n,=mn, =nq =0
1 k k) (wyr+1q)—2,
Geomer 0 B

(subject to the condition)
0 = (&) wy + (k) (2 — wy) — 20,
ne=n,=nqg=0

a desired solution. Indeed, as we show in Section 4,
solutions need not be unique or stable.

Given a target degree distribution p} we can compute
the corresponding target generating function

G* (z) = Zp:xk
k

Substituting G'= G*(z) into (2) we obtain an algebraic
condition that must be met in order for the system to
permit the desired degree distribution as a stationary
solution.

3.1 Poisson Distribution

For a simple demonstration we first consider the Poisson
distribution p} = exp(—(k)) (k)" /k! [20] as our target distri-
bution, where (k) is the target distribution mean degree.
Since the Poisson degree distribution is the degree distribu-
tion of a completely random graph, one can guess that this
distribution can be created by random rewiring of links or
by random addition and deletion of links. To show this
using the proposed method we compute the target generat-
ing function

k _k
@)= @Y <’f;€f‘ _ ), 3)
T

Substituting (3) into (2) yields

e )

—Wy — Wp — ld - nd<k>] <k>e<k>(171) (4)
+ [(x = 1) (we (k) + 21, + nym)

—n, — np}e%)(‘r*l) + (nr + np)xm,

which must hold for all 2 € R. Thus the coefficients of the
linearly  independent functions  a’exp(—(k)(z — 1)),
zexp(—(k)(z — 1)), exp(—(k)(x — 1)), and 2™ must all be
zero. In particular, then, since the coefficient of ™ must be
zero and the rates must be non-negative, we have that
n, = n;, = 0. This implies that there can be no addition of
nodes to the network, and hence the rate for removal of

nodes must also be zero (nq = 0) to prevent an absorbing
state of an empty network. Under these conditions, (4) sim-
plifies to

0= (k) {r (wp +?—g> — Wy — Wy — ld:|

+ [(we(k) +211)],

(5)

which gives two equations for the remaining rates (as above,
the coefficients of the linearly independent functions of z
must be zero). These yield w, =1, =0, (k) =2l,/l4, and
w, = ¢, any constant. Since the number of links and nodes
remains constant for rewiring, the random rewiring rate does
not affect the mean degree of the network. Hence
G* (z) = exp[2l,/la(z — 1)], and the mean degree is the ratio
of the rates governing random link addition and link removal.
As expected, the results show that it is possible to design
a network with a steady state Poisson distribution with any
desired mean degree by choosing rates for random link
addition and random link deletion, with a specific quotient.
If [, = {4 = 0 and the only process acting on the network is
random rewiring, then the mean degree remains the same
as the initial mean degree of the network, and so
G* (z) = exp[(k)(z — 1)] where (k) is the initial mean degree.
Sets of rates that let the network self-organize to other
degree distributions can be identified analogously. We cannot
expect to be able to create an arbitrary degree distribution
from a finite set of processes running at constant rates. How-
ever, already the set of eight processes considered so far
allows us to design networks that self-organise to several
common statistical distributions. We present an overview of
some examples in Table 1 and discuss them briefly below. At
the end of the section we also provide an example of a distri-
bution that cannot be achieved with the current set of rules.

3.2 Power-Law Distribution

It is well known that power-law degree distributions with
exponent y =3 emerge from a process of preferential
attachment [10]. Repeating the procedure above with the
same set of processes, for such a desired power-law degree
distribution, reveals that a network subject to these pro-
cesses running at constant rates, can only approach a power
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Fig. 1. Self-organising networks with local rules achieve target degree distributions. Shown are the target degree distributions (circles) and the self-
organized degree distributions in agent-based simulations (crosses). Simulations for a network of size N = 10* are averaged over 90 runs beginning
from three different network configurations (Erdos-Rényi (ER) network, Barabasi-Albert (BA) network, and a degree regular (DR) network), with dif-
ferent initial mean degrees ((k) = 2, (k) = 6 and (k) = 8). (a) The target distribution is long-tailed with » = 1,p = 0.8 and (k) = 4. Hence preferential
processes dominate and the corresponding process rates for the simulation are [, = 0.01, [, = 0.04 and [; = 0.025 with all other rates zero (b) The tar-
get distribution is more Poissonian with » = 20, p = 0.2 and (k) = 5. Hence random processes dominate and the corresponding process rates for the

simulation are I, = 0.04, [, = 0.01 and 4 = 0.02 with all other rates zero.

law degree distribution when addition of nodes by prefer-
ential attachment is the only process with non-zero rate.

3.3 Negative-Binomial Distribution

The negative-binomial degree distribution [21] has two free
parameters p and . When r = 1 we have a geometric distri-
bution, and when r — oo we recover a Poisson distribution.
Applying the proposed method reveals the dependence of
the parameters p and » on the rates of processes, shown in
Table 1, and shows that the distribution is possible when-
ever there is no addition or deletion of nodes
(ng = n, = np, = 0). In this case we have five free parameters
to meet the two conditions that arise from the method, in
order to obtain a network with desired values of p and r.
Furthermore, (k) = G;(1), and so we can determine (k) in
terms of p and r, and hence the process rates. Substituting
this relationship into the results for p and r from Table 1
yields

(la 4+ wy) by + Lw,
(L + 1) (wr + wp + 1a)

. 2l + L) (Lw, + L (w, + 1)) 6)
la(Lrwy + L (la + wp)) ’
L 20+ 1)
(o = Aetle)

Alternatively, in the case l; = [, = [, = 0, where links are
neither deleted nor added, (k) is equal to the initial mean
degree of the network, and hence an additional free parame-
ter, resulting in

p=wp/(wp +wy), r = (kyw, /w,. )

It is therefore possible to produce a specific steady state
with a desired p, r (and possibly (k)) by choosing rates to
satisfy either (6) or (7). For purposes of illustration, we
choose parameter values that typify the different classes of
distribution exhibited by the negative binomial. Fig. 1 com-
pares the results of agent based simulations with the desired
target distributions. In Fig. la we have the long-tailed

distribution, while Fig. 1b shows the Poisson-like distribu-
tion. The simulation results are in good agreement with the
target distribution; the discrepancy at high degree in Fig. 1a
is due to the infrequency of nodes with high degree. This
would approach the desired target as the size of the simula-
tion increases.

The final example in Table 1 is the geometric distribution
[21], which has one free parameter p. This is a special case
of the negative binomial distribution where r = 1.

We have shown that it is possible to produce a number of
different degree distributions using the processes of ran-
dom and preferential rewiring, random and preferential
link and node addition, and link and node removal. Clearly
there are also many distributions that cannot be obtained
with the rules considered so far, where applying the pro-
posed method yields conditions that do not admit any
solution.

3.4 A Counter Example
As a final (counter) example we thus consider a degree dis-

tribution of the form p} = exp(—1)(k + 1)/2k!, which has
corresponding generating function

G* =—(1+xz)e" . (8)

N[ =

We proceed as before and substitute the target generating
function G* into (2), and inspect the coefficients of the line-
arly independent functions. We find that for the coefficients
to be equal to zero we must have a network where nodes
are neither added nor removed. We are left with a simpli-
fied equation to solve for the remaining rates

21
0=|z(w +—p) —wy, —w —l} 2+
|: < P <k‘> P d ( ) )
+ (w (k) + 20) (1 + ).
In order to satisfy this equation for all z € R, all rates must

be zero. To see this, note that the coefficient of the 2> term
implies that the preferential rates w, and [, must both be
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zero. The resulting equation (w, +{4)(2 + x) = (w, (k) + 21,)
(1 + z), leaves two conditions that cannot both be satisfied

(k)yw, + 21, = wy + g
(K)yw, + 21, = 2(wy + 1g).

The target distribution G* is therefore not possible under
the given set of processes.

In such cases we have two options. First, we can expand
the set of processes by allowing one or more additional pro-
cesses. If we continue to allow the processes to only run at
constant rates we restrict the types of terms that can appear
in the generating function equation. Processes based on
selecting a node will depend on the generating function G
or the derivative G, if selected preferentially. Processes
based on selecting a link will depend on the derivative G,.
Similarly selecting higher order motifs with result in the
inclusion of higher order derivatives into the generating
function PDE. For example selecting triplets will result in
second derivative terms G,,. We can investigate whether
such derivative terms can help in the generating function
equation.

If it is not immediately apparent whether the addition of
extra terms will help, then we can instead relax the assump-
tion that the processes run at constant rates. From a node-
based perspective, processes that select links or triplets are
already running at non-constant rates: the rates depend on
the degree k of the nodes when selecting links, and depend
on the degree of the nodes like k(k — 1) when selecting
triplets.

While link-based rules and triplet-based rules lead to
processes we can write in terms of the generating function
G, not all processes will lead to such results. For example,
selecting nodes at a rate proportional to k/(k + 1), does not
have an obvious generating function equivalent. We cannot
express the term Y, kpy/(k+ 1)2* in terms of G and its
derivatives. We discuss such non-linear processes and how
to identify them in the next section. We also show how
such non-linear rates can lead to a network that evolves
towards (8).

4 NETWORKS WITH DEGREE-DEPENDENT RATES

Up to this point we have assumed that processes occur at
constant rates (per node or per link) that are independent of
the respective node’s or link’s properties. By contrast, in
many systems studied in nature rates depend on node prop-
erties, such as the node’s degree. Also, in technical applica-
tions it is easily conceivable that the nodes are aware of
their own degree and take it into account in their behaviour.
We therefore consider degree-dependent rates in the con-
text of the method proposed here.

Allowing degree-dependent rates greatly increases the
range of degree distributions that can be obtained with a
given number of processes, which enables us to restrict the
set of processes considered. For illustration we only con-
sider degree-dependent link creation and deletion.

Two variants of degree-dependent link creation/deletion
processes are conceivable: using either non-local or local
information. In the first, non-local, variant the task of creat-
ing a network with given degree distribution is trivial, as

we end up with the configuration model [28]. Furthermore,
the non-local variant requires non-local knowledge to be
available at each node and is hence infeasible in many tech-
nical applications. We therefore do not consider the non-
local degree-dependent processes here.

Instead we consider local degree-dependent link creation
and deletion processes. In this local variant, the decision to
create or delete a link is made by the nodes independently,
taking only their own degree into account. If a node decides
to delete a link it chooses the link randomly among its exist-
ing links. If a node decides to create a link it establishes the
link to another node that is randomly selected from the
whole population. Thus nodes are also subject to link crea-
tion and deletion events by partners, which are not under
their control.

The time evolution of the degree distribution p;, when
only considering link creation and deletion, is captured by

dpx

T —lepr + U 1Dk 1 (101)
kaklk ..
= (k+1 —k 1

+ S,k [(k+ 1D)pria pr]  (10i1)
— MEPE + Mg—1Pk—1 (10ii1)
(101v)

+ Z Prmk[pe-1 — pil.
k

The terms in (10) describe the change in p; due to the
removal of links at a rate [, and addition of links at a rate
my,. Terms (10i) and (10iii) are due to the focal node, of
degree k, having a link deleted/added, while (10ii) and
(10iv) are due to a neighbour, of any degree, adding or
removing a link to the focal node.

We now define three generating functions. The first is the
generating function for the degree distribution py,
G(z,t) =Y, pr(t)z*, while the remaining two represent the
degree distribution multiplied by the link removal rate,
S(z,t) =, lipr(t)z* and the link addition rate,
T(z,t) =, mpr(t)z*. The need to define two new gener-
ating functions stems from the non-constant process rates;
when these rates are multiplied by the degree distribution
the result will not in general be a multiple of the generating
function G. The form of the new generating functions is cho-
sen to make the transformation of (10) to a generating func-
tion PDE straightforward. Multiplying (10) by z* and
summing over k > 0 gives the first-order PDE

G, :5@- 1) +T(z—1)

(1n
S(1)
+ ) (1—-2)G, +T(1)(z—1)G.
In the steady state this simplifies to
., SG,
S=z|T+TG — 1’), (12)
( (k)

where S = S(1) is the total rate of link addition events per
node, T = T(1) is the total rate of link deletion events, and
(k) is the mean degree as above.
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TABLE 2
Target Degree Distributions Produced Using Degree Dependent Rates
Target distribution o G* (z) Rates
Poisson e gk elk)(@—1) 1, = M=tk
i k)
(k+1)e=aF Ltaz ga(z—1) _ B +T) kT
(1+;)k!( T © by = ZZ;C+11) R0
Power-law c itk=0 c+ (1—6{)(Li)a(l) ly=0
1—c)k™ o o = _
Wb i k> 1 R
lk = (=) e +1) k(IZk;H»T) — %7 k > 2
Bimodal e~ afre bk @) 4 b=l k(my_1+T) (e’”a"*1 +ebph—1 ) W
28! 2 lk = (e—nak:+e—bbk) - m

Since we do not consider node additions or deletions, the
degree distribution can only be stationary if the total link
addition and deletion rates are identical. We can verify this
by evaluating (11) at z = 1. Since G, (1) = (k), T(1) = T and
S(1) = S we find T' = S as expected.

As before, we have a great deal of freedom when specify-
ing the link rates. Typically one first chooses m; which in
turn determines [, where one must be careful to check that
the particular choice of m, does not result in negative values
for ;..

For simplicity, we again consider which combinations of
processes can lead to the Poisson distribution, which has
desired degree distribution pf = exp(—(k))(k)*/k!, and
hence G* () = exp[(k)(z — 1)]. Substituting G = G* (z) into
(12) yields

S=z[T+ (T - 85)G*]. (13)
Since S = T, we can cancel the two terms in (13) and are left
with the relationship S = z7". By comparing coefficients of
¥ we find the condition I = my; 1(pr_1/pr) and hence
lk = kTTLk,I/(k).

We can use this relationship to reproduce a result from
the previous section. If links are added independently of
degree, e.g., m; = 1, the required loss rate is I, = k/(k). So
links are lost proportionally to a node’s degree, which
means a fixed-rate link loss per link, which leads to the
same system identified above.

This solution is not unique. For example, if we allow
links to be added at a rate proportional to degree, so
my, = k, then [, = k(k — 1)/(k), such that loss is proportional
to the number of distinct pairs of links connecting to a node.

The above analysis can be repeated with other distribu-
tions. Some examples are listed in Table 2 (where ¢(«) is the
zeta function and Li, () is the polylogarithm of z). Once we
have a relationship between [}, and my, as given in Table 2,
we can choose values for my, (or ;) and hence calculate 7" in
order to find the corresponding I}, (or my).

The second distribution in Table 2 is a more general ver-
sion of (8) from Section 3 where we had a = 1. While we
were unable to produce the distribution with constant pro-
cess rates we see that it is now possible to produce the target
distribution by adding and deleting links at rates that
depend on the degree of the node.

Table 2 also gives the condition for a power law degree
distribution with exponent o and given py = ¢ to prevent
divergence of the distribution at k=0. A comparison

between the target distribution, with « =2.5 and ¢=0.5,
and an agent-based simulation is shown in Fig. 2a. Using
the rules in Table 2 we simulate the network by adding links
to nodes at a rate proportional to their degree, choosing
my. = 0.05k, thus in accordance with the conditions in
Table 2 delete links at the rates,

I = 0.025(¢(c — 1) — 2),
(o k

)t o

The results from the agent-based simulation produce the
power-law shape of the target distribution. We expect the
accuracy to increase as the size of the simulation increases.

Table 2 also contains an example of an unstable distribu-
tion. A comparison between a target bimodal distribution,
where a =30 and b = 50, and agent-based simulations is
shown in Fig. 3a. Using the process rates from Table 2 we
simulate the network model by adding links at a constant
rate, m;, = 0.04 and hence delete links at a rate

Ui :0.05(k— 1+

k> 2.

0.08((0.6) " +¢72) o gu,
50(0.6F +e-20) (k)

When starting with a mean degree that is close to the tar-
get distribution mean degree, the agent-based model

I =

O Target distribution
x Simulation

Fig. 2. Self-organizing network with degree-dependent process rates.
Using only link creation and link removal, functional-forms for the
degree-dependence of rates were designed such that the network
approaches a power-law degree distribution with exponent —2.5. Agent-
based simulations (crosses) show that the designed system approxi-
mate the target distributions (circles). We simulate a system of size
N = 10° averaged over 100 runs from two different initial network config-
urations (ER-network and DR-network) and initial mean degree ranging
from (k) = 1to (k) = 3.
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Fig. 3. Self-organizing network with degree-dependent process rates. Agent-based simulations (crosses) for a system of size N = 10* show that the
designed system approximates the target bimodal distributions (circles), which is unstable. Starting from the target mean degree ((k) = 40) the distri-
bution approached the target distribution (at ¢ = 1,000) before moving towards a different, unimodal, stable steady-state (a). The system never
approaches the target distribution as ¢t — oo; (b) shows typical trajectories of the mean degree for different initial mean degree. Networks are initial-

ised as an ER-network and simulations are averaged over 90 runs in (a).

initially approaches the target distribution before moving
towards a different stable steady-state with lower mean
degree (Fig. 3a). Simulations that begin with a mean degree
greater than or less than the target distribution never reach
the target mean but instead move towards one of two differ-
ent steady-states, which are both unimodal. Fig. 3b plots
typical trajectories of the mean degree over time from differ-
ent initial mean degrees.

The above example shows that though we can design a
network to self-organise towards a desired steady state there
is no guarantee that the target state is a stable solution of the
generating function PDE. Furthermore, the resulting degree-
dependent rates do not necessarily lead to a closed form
function in terms of the generating function G. In this case,
analysis of the generating function PDE is virtually impossi-
ble. However, as we have shown, once the solution exists
one can verify the results through simulation. We therefore
think of the method as it currently stands as a two stage pro-
cess that can be used to find feasible targets. The first step
uses the generating function PDE to investigate whether a
target is viable under a given set of rules. Any solution that is
then considered for implementation in the real world can be
tested in simulations, where stability can be examined.

5 STATE-CHANGE PROCESSES

In applications, the self-organisation of a dynamical net-
work may involve the assignment of functional roles to the
nodes. For instance one can imagine a self-organizing sen-
sor network [29], where initially identical smart sensors dif-
ferentiate into two functional states, say primary recorders
of data and aggregators, who integrate data from different
recorders and transmit results. In this case we may want the
system to evolve a communication network where the
aggregators are hubs that connect to many recorders and
some other aggregators.

In this section we address the challenge of designing a
self-organizing network where both the states of nodes and
the state-dependent degree distributions approach prede-
fined targets. We proceed as before and define a set of pro-
cesses acting on the network and state-dependent degree
distributions and frequencies of the different states. We
then describe the evolution of the network using a

heterogeneous active-neighbourhood approximation [16],
[30], which tracks the evolution of nodes in a specific state
and the number of neighbours it has in each state. When we
have a single-state network the active-neighbourhood
approximation and the heterogeneous mean-field approxi-
mation of the previous sections are equivalent.

The active-neighbourhood approximation results in cou-
pled infinite-dimensional systems of ODEs, which we then
convert into coupled PDEs using generating functions. For
a system with N distinct node states we obtain a system of
N coupled PDEs. Even for systems with several states this
does not pose a fundamental problem as we do not need to
solve the PDEs. By substituting the target degree distribu-
tions into the PDE system we find the conditions that the
process rates must satisfy to reach the desired target.

For illustration we consider a challenge inspired by the
sensor network example. Our aim is to determine rules that
self-organize the network to a state where a given propor-
tion of the nodes become aggregators, state A, while the
others become recorders, state B. Furthermore we want
the aggregators connected among themselves in a network
with a Poissonian degree distribution with a desired mean,
similarly for the recorder to recorder connections and the
aggregator to recorder connections.

We define six dynamical processes acting on the network
comprising link-rewiring and state-change processes, with
constant rates w, and p, for a process p respectively, as
described below. A node in state i € {A, B} can rewire an
existing link from a neighbour in state j € {A, B} to a node
in the other state j, picked uniformly at random from the
network. There are four such rewiring processes; the rates
at which they occur are denoted as wj_j;. The remaining
two processes are state-change processes; a node in state
i € {A, B} can switch to the opposite state i, the rate at
which these processes occur are p;_.

We define Nj; as the density of nodes in state
N € {4, B} with k A-neighbours, and [ B-neighbours. The
evolution of the density of A;; nodes and Bj; nodes under
the six processes described above results in two coupled
infinite-dimensional systems of ODEs, the equations are
given in the online supplementary material in
Appendix A, which can be found on the Computer Society
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Fig. 4. Local rules generate target distributions in a two-state network. Shown are target distributions (circles) compared to agent-based simulations
(crosses) designed to self-organize to the target distribution by using the relations (14). Rates are as follows: wap_aa = 0.01,wap_pp = 0.02,
war-AB = 0.04, wpp_ap = 0.02,pa_p = 0.03,pg_» = 0.015. Top is the degree distribution of A-nodes where (a) is the total degree distribution (b) is
the degree distribution to A-nodes only (c) is the degree distribution to B-nodes only. Bottom is the degree distribution of B-nodes where (d) is the
total degree distribution (e) is the degree distribution to A-nodes only (f) is the degree distribution to B-nodes only. We simulated a system of size
N = 10" averaged over 90 runs from three initial network configurations (ER-network, BA-network and DR-network) and five initial B-node fractions,

By = {0.01,0.1,0.5,0.9,0.99}.

Digital Library at http://doi.ieeecomputersociety.org/
10.1109/TNSE.2016.2586762.

We next introduce the generating functions G4 =
> Arietyt and GP = 37, Byya*yl, and convert the pair of
infinite-dimensional systems of ODEs into two first-order
coupled PDEs; the equations are given in Appendix B, avail-
able in the online supplemental material. We substitute tar-
get steady-state degree distributions into the steady-state

Following the proposed method, we substitute G4 and
G? into the steady-state generating function equations in
Appendix B, available in the online supplemental material.
We are able to cancel the exponential function expla(z — 1)
+b(y — 1)] and then compare coefficients of = and y. We find

b
pA-B——p-a =0
a

generating function equations and compare coefficients of _ G WAA-AB _

j . . . . WAB-AA =0 (14)
linearly independent functions, as before, in order to find b 2

the necessary relationships between rates. b wpp-ap _ 0.

In our sensor network example, we thus define two gen-
erating functions: one for the aggregators G4(z,y) =
ciexpla(z — 1) +b(y—1)], and one for the recorders
GP(x,y) = eexpla(z— 1) + b(y — 1)]. The exponents a and b
are common between G* and G? for simplicity; we shall
relax this constraint below. Here ¢, is the proportion of
aggregators and c; is the proportion of recorders, and hence
c1 + ¢ = 1 is the total density of sensors. The average num-
ber of aggregator to aggregator (or aggregator to recorder)
connections per aggregator (or recorder) is a, while the aver-
age number of recorder to aggregator (or recorder to
recorder) connections per aggregator (or recorder) is b. The
choice of values for a, b, ¢c; and ¢; is constrained by the con-
dition ¢;b = cza, which ensures symmetry; the number of
AB-links must be equal to the number of BA-links; this can
be equivalently written as G;l (1,1) = GB(1,1).

WAB-BB — —
a 2

Thus there is a wide range of feasible choices of process rates
to satisfy these conditions for any given target distribution,
with parameters a and b. A comparison between target distri-
butions G4 = exp[4(x + 2y — 3)]/3 and GP = 2exp[4(z + 2y—
3)]/3 and agent-based simulations subject to the relations
(14), are shown in Fig. 4. The simulation results are in good
agreement with the target degree distributions.

The aggregators A, in our sensor network are less abun-
dant than the data recorders, B. There are many recorders
per aggregator and there is low connectivity between aggre-
gators, but high connectivity between recorders. This is due
to our choice of G* and G* having equal exponents, hence
the connectivity between aggregators and recorders which
we wanted to be high is the same as the connectivity
between recorders.


http://doi.ieeecomputersociety.org/10.1109/TNSE.2016.2586762
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Fig. 5. Local rules generate target distributions in a two-state network; general case. Shown are target distributions (circles) compared to agent-

based simulations (crosses) designed to self-organize to the target d
wap-aa = 0.01, wap-pp = 0.02, was-ap = 0.04, wpp-ap = 0.08, @, = 0.05,

istribution by using the relations (15) and (16). Rates are as follows:
Brs = 0.025exp(—6)(4)". Top is the degree distribution of A-nodes where

(a) is the total degree distribution (b) is the degree distribution to A-nodes only (c) is the degree distribution to B-nodes only. Bottom is the degree dis-
tribution of B-nodes where (d) is the total degree distribution (e) is the degree distribution to A-nodes only (f) is the degree distribution to B-nodes

only. Note differences in vertical scales. We simulated a system of size

N = 10* averaged over 90 runs from three initial network configurations

((ER)-network, (BA)-network and (DR)-network) and five initial B-node fractions, B, = {0.01,0.1,0.5,0.9,0.99}.

It could be advantageous in certain applications for the
recorders to be connected with lower mean, potentially
leading to the deployment of sensors over a larger area. We
thus define two new target generating functions G4 (z,y) =
e1 expla(z — 1) + az(y — 1)) and GB(x,y) = ¢y exp[by (z — 1)+
by(y — 1)], such that the proportion of aggregators (c;) is less
than the proportion of recorders (c2) and the mean of sen-
sors connected of the same type (a; and by) is small, while
the number of recorders per aggregator is large. Again the
parameters are subject to constraints of symmetry and total
aggregator and recorder density, which imply cjas = cpb;
and ¢; + ¢ = 1 respectively.

In order to design such a system we must introduce new
processes. As in Section 4, we can use the same methodology
when we allow for processes that can depend on the degree
of the node. We therefore allow the state-change processes to
be degree dependent. A-nodes can change state at rates «;,;
and B-nodes at rates B ;. As before, we must introduce two
new generating functions S(z,y) =Y, arArzty and
T(x,y) = Y., BriBria*y' for the state-change processes. The
steady-state generating function PDEs for a network subject
to these processes are given in the online supplementary
material in Appendix C, available in the online supplemental
material.

Substituting the target generating functions G* and G*
into the PDEs gives two equations in six unknowns. This
shows that the system is still under-determined and we

have the freedom to impose additional constraints to arrive
at a solution. Hence here we solve for the rewiring processes
and state change processes separately.

For the rewiring equations, we can cancel the generating
functions and compare coefficients of z and y to get the fol-
lowing relations between the rewiring rates

a1 WAA-AB

WAB-AA — — =0,
as 2 (15)
c2by wpB—AB
WAB-BB — —— ———— = 0.
C1a9 2

Next, solving for the state-chance processes gives the rela-
tion between the state change rates o;,; and g,

e (b /b
o — et1taz—=b1—by 2MAa 22 B, =0.
’ 1 \a1 () '

Comparisons between target distributions, G* = exp[4(z+
2y — 3)]/3 and G = 2 exp|(4z + 2y — 6)]/3, and agent-based
simulations subject to the relations (15) and (16) are shown
in Fig. 5. Compared to Fig. 4, the connectivity between
aggregators and between aggregators and recorders
remains the same, but there are fewer recorder to recorder
connections, as per the design criteria. The results from the
agent-based simulation are in good agreement with the tar-
get degree distributions.

(16)
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6 CONCLUSION

In this paper we proposed a method for the design of rules
that let a network self-organize into a target steady-state
degree distribution. This is achieved by first modelling the
network using a heterogeneous moment expansion. The
infinite-dimensional system of ODEs from the heteroge-
neous approximation can then be converted into first order
PDEs using generating functions, where the number of
PDEs will depend on the number of states in the system. By
substituting the target steady-state degree distribution into
the generating function PDEs we derive algebraic consis-
tency conditions, from which it is possible to determine
which processes on a network result in the target degree
distribution.

There are a number of caveats to the method proposed
here, which concern the convergence to the desired state,
the validity of the approximation and the applicability in
the real world. First, the method proposed here generates a
set of rules under which the desired state is stationary.
However, it does not guarantee that this state is locally
dynamically stable or globally attractive. For systems with
degree-independent rules the global attractivity should not
present a problem as these rules lead to linear systems,
which have only a single attractor. For non-linear degree-
dependent processes, as we saw in Section 4, multiple
attractors can exist, thus global attractivity is hard to guar-
antee. However, the example of Pyragas control [31], for
instance, shows that methods which only guarantee the
existence but not stability of a solution can be useful in prac-
tise. Such methods, including the one here, can be used in
the design stage to narrow down the space of possible solu-
tions. Any solution that is then considered for implementa-
tion in the real world will certainly first be tested in
simulations, where local and global stability can be
examined.

A second concern is the mathematical validity of the
approach. The present implementation of the method is
exact except for the active-neighbourhood approximation.
This approximation is known to provide a highly accurate
approximation for stationary states of dynamical networks
[16]. The approximation relies on the absence of long-
ranged correlation in the network. Such correlations can
arise during transients, which is of little concern, and in cer-
tain systems close to bifurcations. As a general rule, detri-
mental correlations will be present, first, when the network
fragments on a global scale (such as the fragmentation tran-
sition in the adaptive voter model [13], [32]), or, second,
when processes in the network lead to an over-abundance
of certain meso-scale motifs, that far exceeds statistical
expectations.

The logical extension of the method, beyond the imple-
mentation presented here will be to move to better approxi-
mations. In particular incorporating the heterogeneous pair
approximation [15], [17] would be a natural next step, the
more difficult step to motif based expansions [32] would
provide additional benefits.

For example we may use the symbol A; ;. to denote the
density of nodes of type A, who have k neighbours of type
A, j neighbours of type B and that are members of c trian-
gles. Incorporating the local triangle count increases the

complexity of the equation system, and leads to higher
dimensional PDEs. However, it should be possible to trans-
form and analyze these equations along the lines set out
here. On the positive side incorporating local motif counts
ensures that the approximation remains valid when these
motifs are over-expressed in the network. Thus, by using an
approximation that directly accounts for local triangle den-
sity we gain the ability to accommodate processes that affect
this property (e.g., triangle closing or breaking). Using such
an approximation thus gives us the ability to consider pro-
cesses that affect the local clustering coefficient and at the
same time gives us the analytical tools to design networks
that self-organize to prescribed patterns of clustering.
Extension of the proposed method to motif-based
approximation will be important for bringing the proposed
method closer to real world applications. While we do not
expect to find many applications which could profit from
networks with self-organizing degree distributions, net-
works with self-organizing motif distributions would be
interesting in a number of fields. Let us in particular men-
tion the field of swarm robotics. A number of recent papers
[24], [33], [34] have demonstrated that the dynamics of
swarms can be understood using network models. To
accommodate all the resulting processes and the effects of
space, future extensions of the present method, including
accounting for clustering, will be necessary. However, once
implemented these extensions could enable the design of
desirable collective dynamics in swarms of robotic agents.

DATA ACCESS STATEMENT

Data files for numerical simulations are available at the Uni-
versity of Bristol data.bris Research Data Repository
doi:10.5523 /bris.18vxedh472sbtz1xiiraxzbf4

ACKNOWLEDGMENTS

HS was funded by the UK Engineering & Physical Sciences
Research Council (EPSRC) through the Bristol Centre for
Complexity Sciences (EP /1013717 /1).

REFERENCES

[1] D. Braha, Y. Bar-Yam, and A. A. Minai, “Complex engineered
systems: Science meets technology,” in Understanding Complex
Systems. Berlin, Germany: Springer, 2006.

[2] S. Redner, A Guide to First-Passage Processes. Cambridge, U.K.:
Cambridge Univ. Press, 2001.

[3] B. Carreras, D. E. Newman, I. Dobson, and A. B. Poole, “Evidence
for self-organized criticality in a time series of electric power sys-
tem blackouts,” IEEE Trans. Circuits Syst. I: Regular Papers, vol. 51,
no. 9, pp. 1733-1740, Sep. 2004.

[4] D. Chowdhury and A. Schadschneider, “Self-organization of
traffic jams in cities: Effects of stochastic dynamics and signal peri-
ods,” Phys. Rev. E, vol. 59, no. 2, pp. R1311-R1314, 1999.

[5] B.Eckhardt, E. Ott, S. H. Strogatz, D. M. Abrams, and A. McRobie,
“Modeling walker synchronization on the millennium bridge,”
Phys. Rev. E, vol. 75, no. 2, 2007, Art. no. 021110.

[6] W. Bialek, “Statistical mechanics for natural flocks of birds,” Proc.
Nat. Academy Sci., vol. 109, no. 13, pp. 4786-4791, 2012.

[7] R. Albert and A.-L. Barabdsi, “Statistical mechanics of complex
networks,” Rev. Modern Phys., vol. 74, no. 1, 2002, Art. no. 47.

[8] M. E. J. Newman, “The structure and function of complex
networks,” SIAM Rev., vol. 45, no. 2, pp. 167-256, 2003.

[9] S. Boccaletti, V. Latora, Y. Moreno, M. Chavez, and D.-U. Hwang,
“Complex networks: Structure and dynamics,” Phys. Reports,
vol. 424, no. 4, pp. 175-308, 2006.



158

[10]
[11]
[12]

[13]

[14]

[15]

[16]

(171

[18]

[19]

[20]
[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL.3, NO.3, JULY-SEPTEMBER 2016

A. L. Barabasi and R. Albert, “Emergence of scaling in random
networks,” Science, vol. 286, no. 5439, pp. 509-512, 1999.

D. J. de Solla Price, “Networks of scientific papers,” Science,
vol. 5-149, no. 3683, pp. 510-515, 1965.

M. E. Newman, “Clustering and preferential attachment in grow-
ing networks,” Phys. Rev. E, vol. 64, no. 2, 2001, Art. no. 025102.

G. Demirel, F. Vazquez, G. Bohme, and T. Gross, “Moment-
closure approximations for discrete adaptive networks,” Phys. D,
vol. 267, pp. 68-80, 2014.

F. Vazquez, V. M. Eguiluz, and M. San Miguel, “Generic absorb-
ing transition in coevolution dynamics,” Phys. Rev. Lett., vol. 100,
no. 10, 2008, Art. no 108702.

E. Pugliese and C. Castellano, “Heterogeneous pair approxima-
tion for voter models on networks,” Europhys. Lett., vol. 88, no. 5,
2009, Art. no. 58004.

V. Marceau, P. A. Noél, L. Hébert-Dufresne, A. Allard, and
L. J. Dubé, “Adaptive networks: Coevolution of disease and
topology,” Phys. Rev. E, vol. 82, no. 3, 2010, Art. no. 036116.

J. P. Gleeson, “High-accuracy approximation of binary-state
dynamics on networks,” Phys. Rev. Lett., vol. 107, 2011,
Art. no. 068701.

H. Silk, G. Demirel, M. Homer, and T. Gross, “Exploring the adap-
tive voter model dynamics with a mathematical triple jump,” New
J. Phys., vol. 16, no. 9, 2014, Art. no. 093051.

D. T. Gillespie, “A general method for numerically simulating the
stochastic time evolution of coupled chemical reactions,” J. Comp.
Phys., vol. CP-22, no. 4, pp. 403-434, 1976.

P. Erdos and A. Rényi, “On random graphs 1,” Publ. Math. Debre-
cen, vol. PMD-6, pp. 290297, 1959.

N. Johnson, A. Kemp, and S. Kotz, Univariate Discrete Distributions.
Hoboken, NJ, USA: Wiley, 2005.

T. Gross, C. Dommar D‘Lima, and B. Blasius, “Epidemic dynam-
ics on an adaptive network,” Phys. Rev. Lett., vol. 96, no. 20, 2006,
Art. no. 208701.

P. Holme and M. E. ]. Newman, “Nonequilibrium phase transition
in the coevolution of networks and opinions,” Phys. Rev. E, vol. 74,
Nov. 2006, Art. no. 056108.

C. Huepe, G. Zschaler, A. L. Do, and T. Gross, “Adaptive-network
models of swarm dynamics,” New |. Phys., vol. 13, no. 7, 2011,
Art. no. 073022.

G. Demirel and T. Gross, “Absence of epidemic thresholds in a
growing adaptive network,” ArXiv eprints, arXiv:1209.2541, 2012.
R. Pastor-Satorras and A. Vespignani, “Epidemic spreading in
scale-free networks,” Phys. Rev. Lett., vol. 86, pp. 3200-3203,
Apr. 2001.

H. S. Wilf, Generatingfunctionology, A K Peters, Ed. Amsterdam,
Netherlands: Elsevier, 2006.

M. Molloy and B. A. Reed, “A critical point for random graphs
with a given degree sequence,” Random Struct. Algorithms, vol. 6,
no.2/3, pp. 161-180, 1995.

P. Ogren, E. Fiorelli, and N. E. Leonard, “Cooperative control of
mobile sensor networks: Adaptive gradient climbing in a distrib-
uted environment,” IEEE Trans. Autom. Control, vol. 49, no. 8,
pp- 1292-1302, Aug. 2004.

J. Lindquist, J. Ma, P. van den Driessche, and F. Willeboordse,
“Effective degree network disease models,” . Math. Biol., vol. 62,
no. 2, pp. 143-164, 2011.

K. Pyragas, “Continuous control of chaos by self-controlling
feedback,” Phys. Lett. A, vol. 170, no. 6, pp. 421-428, 1992.

G. A. Bohme and T. Gross, “Analytical calculation of fragmenta-
tion transitions in adaptive networks,” Phys. Rev. E, vol. 83, no. 3,
2011, Art. no. 35101.

L. D. Couzin, “Uninformed individuals promote democratic con-
sensus in animal groups,” Science, vol. 334, no. 6062, pp. 1578-
1580, 2011.

L. Chen, C. Huepe, and T. Gross, “Adaptive network models of col-
lective decision making in swarming systems,” ArXiv eprints,
arXiv:1507.08100, 2015.

Holly Silk received the MMath degree in mathe-
matics with applications from the University of
Manchester, United Kingdom in 2009, the MRes
degree and the PhD degree from the University of
Bristol, United Kingdom in 2013 and 2016 respec-
tively. Her current research interests include com-
plex systems and network dynamics.

Martin Homer received the BA degree in mathe-
matics from the University of Oxford in 1994, the
MSc and the PhD degrees from the University of
Bristol, in 1995 and 1999, respectively. He is a
senior lecturer in the Department of Engineering
Mathematics, University of Bristol. His research
focuses on mathematical modelling of real-world
systems, in a wide range of application areas
from engineering to the life sciences.

Thilo Gross received the PhD degree, from the
University of Oldenburg in 2004. He studied phys-
ics in Oldenburg, Germany and Portsmouth,
United Kingdom. After postdoctoral work in Pots-
dam and Princeton, he became group leader in the
Max-Planck-Institute for the physics of complex
systems in Dresden in 2007, and senior lecturer at
the University of Bristol in 2011. He is currently
reader in engineering mathematics at Bristol,
where he analyzes complex systems, using nonlin-
ear dynamics, and complex network theory.

> For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


