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Abstract—This article presents an extensive framework focused
on the control design, along with stability and performance
analyses, of grid-following (GFL) inverters. It aims to ensure their
effective operation under both stiff and weak grid conditions. The
proposed framework leverages the coupled algebraic structure of
the transmission line dynamics in the dq frame to express and then
mitigate the effect of coupled dynamics on the GFL inverter’s sta-
bility and performance. In addition, we simplify the coupled multi-
input multi-output (MIMO) closed-loop system of the GFL into
two separate single-input single-output (2-SISO) closed loops for
easier analysis and control design. We present the stability, robust
stability, and performance of the original GFL MIMO closed-loop
system through our proposed 2-SISO closed-loop framework. This
approach simplifies both the control design and its analysis. Our
framework effectively achieves grid synchronization and active
damping of filter resonance via feedback control. This eliminates
the need for separate phase-locked loop and virtual impedance
subsystems. We also utilize the Bode sensitivity integral to define
the limits of GFL closed-loop stability margin and performance.
These fundamental limits reveal the necessary tradeoffs between
various performance goals, including reference tracking,
closed-loop bandwidth, robust synchronization, and the ability
to withstand grid disturbances. Finally, we demonstrate the
merits of our proposed framework through detailed simulations
and experiments. These showcase its effectiveness in handling
challenging scenarios, such as asymmetric grid faults, low-voltage
operation, and the balance between harmonic rejection and
resonance suppression.

Index Terms—Active damping, asymmetrical fault, Bode
sensitivity, control systems, grid-following (GFL) inverter,
microgrid, multi-input multi-output (MIMO) systems, phase-
locked loop (PLL), power system harmonics, robust stability,
virtual impedance, virtual inertia, weak grid.

I. INTRODUCTION

IN THE last two decades, there has been a significant
effort to develop a decentralized power network that
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enables the large-scale integration of distributed energy
resources (DERs) [1]. This has led to the development
of microgrids, where power subnetworks are formed to
establish an autonomous grid or connect to the main power
grid. Switching power systems, with their powerful digital
processing capabilities and fast dynamics, are the prime
enablers of the distributed power framework. Among switched
power systems, dc/ac inverters are the most widely adopted
solution to interface DERs with the ac power network.
DC/AC inverters provide a flexible platform to inject active
and reactive power into the grid in the grid-following
(GFL) mode or provide voltage and frequency support at
the point of common coupling (PCC) in the grid-forming
mode (GFM). The primary focus of this work is on the GFL
mode of operation. However, many of the proposed concepts can
be readily adapted to GFM operation with little or no change.

The main function of the GFL inverter is to track a pre-
determined power set point. This power set point generally
reflects specific economic objectives related to power efficiency,
such as tracking the maximum power point in photovoltaics or
providing ancillary services to the power grid [2], [3], [4]. How-
ever, maintaining an adequate stability margin and satisfactory
performance is often challenging due to the undesired dynamical
artifacts caused by nonlinearities, switching distortion, and un-
certainties in the system. Furthermore, grid disruptions, which
are common in weak grids and microgrids, only exacerbate these
difficulties. Therefore, operating a GFL inverter connected to a
weak grid involves the following key research focuses.

1) Damping the Filter Resonance: A major problem with
the GFL inverter is the considerable resonance that arises
in inverter and line dynamics. This is mainly due to the
underdamped modes of the inverter filter, particularly the
LCL filter.

2) Mitigating Harmonics: Nonlinear loads, interactions with
the weak grid, and switched devices can all contribute
to harmonics of fundamental frequency. It is essential
to suppress these harmonics in the current waveform to
ensure that the quality of the output current waveform is
maintained.

3) Reliable Synchronization Scheme: Effective operation of
the GFL inverter requires a synchronization scheme that
can lock on to the grid voltage and maintain stability and
phase lock, when faced with grid disturbances, such as
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sudden changes in voltage/frequency, abrupt phase shifts,
and voltage imbalances.

4) Power Tracking and Stability: Under weak grid condi-
tions, it is challenging to ensure effective power tracking
and stability. Variability in system parameters, such as line
impedance, which often occurs in weak grid scenarios,
requires a robust approach to stability.

5) Grid Fault Ride-Through: Demonstrating the ability of
the inverter to withstand and operate through grid faults is
critical to overall reliability and resilience.

These areas are central to improving the reliability and effi-
ciency of GFLs in weak grid environments. In what follows, we
will offer a concise overview of the aforementioned topics.

Resonance, whether caused by the underdampedLCLfilter or
the interaction between the inverter’sLC filter and the inductive
transmission line, can lead to instability. Active damping tech-
niques provide a promising solution to mitigate filter resonance
and improve stability, without relying on loss-inducing compo-
nents [5], [6], [7], [8], [9], [10], [11]. Using virtual impedance
to dampen the resonance of the LCL filter is a method that
is intuitive, efficient, and easy to implement. This technique
utilizes feedback measurements from the filter states, such as
capacitor voltage or inductor current, to imitate the effects
of a loss-inducing circuit element, such as a resistor, on the
inverter’s output voltage and current. The virtual impedance
technique has been proved to be effective in enhancing
the damping characteristics of the filter and the stability margins
of the GFL inverter [5], [6], [7], [8]. More recently, passivity-
based approaches to active damping have gained popularity [9],
[10], [11], [12]. Passivity-based active damping is rooted in
the concept of a dissipative system within control theory. This
approach typically guarantees stability and robustness under a
variety of operating conditions and parameter changes, which
are common in weak grid scenarios. Passivity-based damping
methods, although more complex than virtual impedance, of-
fer a more comprehensive analytical framework and advanced
damping schemes [11], [12]. Although active damping methods
are effective in reducing filter resonance, they can interfere with
the functioning of the current closed loop and phase-locked
loop (PLL). If not adjusted correctly, these methods can have
a detrimental effect on closed-loop bandwidth, synchronization
quality, low-frequency disturbance rejection, and the ability to
track reference power in steady state [6].

Grid codes [13], [14] require GFL inverters to suppress har-
monics of the fundamental frequency and inject a distortion-
free current into the grid. This is generally achieved using
multifrequency proportional–resonance (PR) controllers [15],
[16], [17]. Theoretically, high-gain PR compensators provide
better harmonic attenuation and a faster transient response, while
increasing the PR damping reduces the attenuation factor but im-
proves the PR sensitivity to changes in harmonic frequency [15],
[16], [17]. The systematic PR control design is usually based
on the harmonic attenuation factor and the phase margin (PM)
specification at the corresponding harmonic frequency [16],
[17]. Although this approach provides the basis for tuning the
PR gain and damping, it does not capture the interaction between
the PR compensator, weak grid, and the inverter filter. This can
cause resonance and instability for high values of PR gain and

Fig. 1. (a) Conventional three-phase PLL system that include abc to dq
transform, PLL loop filter Kθ , and voltage controlled oscillator (integrator).
(b) Linearized model of the PLL in (a) that is frequently used for stability and
performance analysis of the PLL.

damping factor. Therefore, PR designs include a second step in
which the closed-loop transient is tuned through trial and error
on both the experimental and simulation platforms [18], [19].

Most GFL control designs employ a variation of the syn-
chronous reference frame phase-locked loop (SRF-PLL), as
shown in Fig. 1(a), to synchronize with the grid voltage [20].
The traditional SRF-PLL, depicted in Fig. 1(a), originates from
the field of communication systems [21]. In this design, it is
implicitly assumed that the phase angle of the input signal,
denoted θc in Fig. 1(b), is independent of the phase angle θ
generated by the SRF-PLL. In typical GFL applications, this
assumption is only valid when the inverter is connected to a
stiff grid with negligible line impedance [22], [23], [24], [25],
[26]. Under this condition, the voltage phase angle remains
dynamically separate from the SRF-PLL angle. However, in the
presence of a weak grid and substantial line impedance, the input
phase angle θc in Fig. 1(b) becomes strongly coupled to the PLL
dynamics and phase angle θ [27]. Consequently, synchronization
algorithms based on traditional SRF-PLL are sensitive to voltage
fluctuations in the grid and unreliable when there are low-order
filter resonance, harmonics, unbalanced, and weak grid condi-
tions [28]. Kulkarni and John [29] suggested a technique for
tuning the PLL parameters to balance the PLL synchronization
bandwidth and the robustness to voltage unbalance and grid
harmonics. Furthermore, the authors in [30] and [31] used an
adaptive notch filter to reduce the oscillations of the PLL phase
angle in a polluted ac system. Shakerighadi et al. [22] employed
a nonlinear time-varying framework for assessing the stability
of the SRF-PLL and proposed an adaptive solution to improve
stability bounds under frequency and phase disturbances. Islam
et al. [23] proposed an adaptive Clarke transform algorithm to
accurately track the phase angle of the grid under unbalanced
voltage and phase condition. In addition, there is a large body of
literature investigating different variations of the Kalman filter
to improve the quality of synchronization [24], [25], [26].

Recently, the development of an inertial PLL (IPLL) has
emerged as a promising method to enhance the transient re-
sponse and stability margin of SRF-PLL [32], [33]. The IPLL
incorporates a virtual swing equation into the standard SRF-PLL
structure. This integration enhances the SRF-PLL’s ability to
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Fig. 2. (a) Inverter averaged model with an output RLC filter, interfaced to
the grid via RL impedance. (b) dq rotating frame.

handle frequency deviations more effectively during transient
conditions. Finally, there is increasing research on power syn-
chronization techniques for GFL operation [34]. These tech-
niques, commonly used in grid-forming inverters, are being ex-
plored as alternatives to traditional SRF-PLL in GFL operations.

Research on GFL control has been extensive, yet the existing
literature typically deals with the aforementioned challenges
separately, even though they are closely coupled or related and
stem from the same underlying dynamical system. Furthermore,
some popular design techniques, such as virtual impedance,
SRF-PLL, and virtual inertia, involve reusing familiar concepts
and components from different fields. Although this approach
is intuitive, it can impose artificial restrictions on the inverter’s
dynamics and limit the peak performance.

The primary contribution of this article is an innovative and
comprehensive framework for GFL closed-loop modeling, sta-
bility and performance analyses, control design, and control
implementation. This framework stands out from the existing
literature because of its unified approach to tackling the GFL
control issues. Essentially, we evaluate robust stability, zero
steady-state tracking, harmonic attenuation, synchronization,
frequency transients, inertial response, active damping of filter
resonance, and the influence of coupled inverter dynamics on
stability and performance using the core components of the
closed-loop structure. The unified approach in the proposed
framework allows us to determine the fundamental tradeoffs and
bottlenecks between the different control objectives and subse-
quently design the controllers to achieve the proper tradeoff. The
following outlines the structure of this article and provides an
overview of each section’s primary focus and contribution.

The rest of this article is organized as follows. Section II
outlines the key dynamic equations and the context for eval-
uating the GFL control objectives. In Section III, we propose
the closed-loop structure in Fig. 2(a) where the transmission line
dynamics forms the plant, and the inverter dynamics is treated as
an actuator. The primary challenge in the proposed model arises
from the coupled multi-input multi-output (MIMO) closed-loop
dynamics. We utilize the algebraic structure of the closed loop to
characterize the underlying coupled MIMO system in terms of a
nominal two separate single-input single-output (2-SISO) closed
loop with multiplicative MIMO perturbation. As we show, this
formulation allows us to clearly isolate the effect of coupled dy-
namics on the GFL closed loop. Section IV expresses the perfor-
mance objectives, stability, and robust stability conditions for the
proposed MIMO closed loop using direct specifications on the

nominal 2-SISO closed loops derived in Section III. This section
examines the influence of dynamical coupling on the stability
and performance of the GFL inverter and provides a solution to
reduce the effect of coupling on the closed loop. Furthermore,
this section introduces an innovative synchronization method
that relies only on the disturbance rejection characteristics of
the feedback controller and effectively omits the need for an
additional PLL system. The proposed synchronization scheme
offers a systematic approach to achieve inertia, robustness to
grid disturbances, and high-frequency harmonic attenuation.
Furthermore, we show that our synchronization technique re-
mains effective even under asymmetrical grid fault. Section V
explores and quantifies the fundamental tradeoff between stabil-
ity margins and control objectives, such as reference tracking,
grid disturbance rejection, and damping high-frequency reso-
nance, all based on closed-loop sensitivity analysis. This section
demonstrates that linear control design inevitably faces certain
performance limitations. As a result, a well-founded control de-
sign relies on balancing these desired objectives. In Section VI,
we present a control design example that meets the stability and
performance criteria established in this article. In addition, we
show how the closed-loop dynamics of the inverter can be inte-
grated into the feedback controller to implement the proposed
feedback controllers. Finally, Section VII concludes this article.

In the simulation and experimental sections, we focus on
key aspects of our proposed framework. The first experiment
explores control designs that achieve different tradeoffs between
harmonic attenuation and PR-induced filter resonance. This test
confirms the fundamental limitations on GFL performance, as
discussed and quantified in Section V. The second experiment
evaluates the resilience and transient response of the proposed
synchronization scheme in the presence of frequency anomalies
common in weak grids. In the third experiment, we showcase the
system’s robustness against asymmetrical faults, demonstrating
how the control design effectively counters the resulting harmon-
ics and matches the asymmetrical fault ride-through capabilities
of the decoupled double synchronous reference frame (DDSRF)
PLL. The fourth experiment examines the robust stability of our
controller, based on the novel criteria from Section IV-B. Here,
we compare its stability margins with popular active damping
techniques that use capacitor voltage and grid current feedback
(GCFB) and show improvement in the robust stability margin.
Finally, we evaluated the low voltage ride-through capability
(LVRT), showing that the system operates reliably even when
the grid voltage drops to 30% of its nominal value.

The proof of the main results, presented in the form of
propositions, can also be found in the Appendix.

II. GFL PROBLEM SETTING

We study the GFL control in the context of two connected
voltage sources, as shown in Fig. 2(a). Here, vc is the inverter’s
output capacitor voltage, and vg denotes the grid voltage. The
RL impedance between vc and vg represents the combined effect
of the transmission line impedance, the grid impedance (for the
weak grid), and the grid side inductor of the LCL filter (if the
LCL filter is used). The controlled voltage source m vdc

2 is the
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cycle-averaged model of the inverter switching node, where the
modulation signal m ∈ [−1, 1] controls the output voltage of
the switching node [35], [36]. The inverter’s output LC filter
is represented by Ci, Li, and the equivalent series resistor Ri.
Furthermore, iL is the current that flows throughLi andRi. The
line and inverter dynamics in Fig. 2(a) are given by

L
dig
dt

= vc − vg −Rig, (1)

Li
diL
dt

=
vdc

2
m− vc −RiiL, Ci

dvc
dt

= iL − ig. (2)

In this work, we adopt the direct-quadrature (dq) rotating frame
to represent the above dynamics. The dq frame allows us to:

1) use the same notation, analysis, and design for one-phase
and three-phase inverter systems;

2) transform the sinusoidal tracking problem into a dc track-
ing problem;

3) manipulate the phase directly;
4) avoid nonlinear operations, such as phase-

shifting/scaling [37], that are common in stationary
frame control methods.

In the dq frame, the line and inverter dynamics in (1) and (2)
are transformed into

L
d

→
idqg
dt

=
→
vdqc −

→
vdqg −R

→
idqg − Lθ̇

[
−iqg, idg

]�
(3)

Li
d

→
idqL
dt

=
vdc

2

→
mdq −

→
vdqc −Ri

→
idqL − Liθ̇

[
−iqL, idL

]�
Ci
d

→
vdqc
dt

=
→
idqL −

→
idqg − Cθ̇

[
−vqc , vdc

]�
. (4)

In the above, θ̇ denotes the angular frequency of the dq rotating

frame, and each vector
→
fdq = [fd, fq]� comprises the corre-

sponding d and q signal components, as shown in Fig. 2(b) [37].
In this article, we primarily use the Laplace transform of the dq
dynamics in (3) and (4) given as

→
îg = GL(s)

(→
v̂ c −

→
v̂ g

)
(5)

→
v̂c = Gv(s)

(→
îL −

→
îg − Ciθ̇

[−vqc , vdc ]�)
→
îL = Gi(s)

(
vdc

2

→
m̂−

→
v̂c − Liθ̇

[−iqL, idL]�) (6)

where

GL(s) =

[
s+ λ ω0

−ω0 s+ λ

]
L (s2 + 2λs+ λ2 + ω2

0)
, λ =

R

L
(7)

Gv(s) =
1

Cis
, and Gi(s) =

1

Lis+Ri
. (8)

We use the hat symbol to denote Laplace domain signals and
omit the dq superscript for vector signals. We assume that all
vector signals are expressed in the dq frame, unless otherwise
specified.

Fig. 3. Control structure with diagonal feedback controller [Kd,Kq ], MIMO
line dynamics GL, and exogenous inputs [̂id0, î

q
0]

� and [d̂d, d̂q ]�.

Finally, the steady-state operating set-points for the GFL are
typically specified in terms of power. However, to exploit the
fast, rich, and linear dynamics of voltage and currents in (5) and
(6), we map the power reference (P0,Q0) into the corresponding
current set-points {id0, iq0} as[

id0
iq0

]
=

Φ{1,3}
‖→
vc(t)‖2

[
vdc vqc
vqc −vdc

][
P0

Q0

]
(9)

where Φ1 = 1 for single-phase and Φ3 = 2/3 for three-phase
system. The conventional PLL dynamics, such as that shown in
Fig. 1(b), is responsible for forcing vqc in (9) to zero by generating
the proper rotating angle θ that aligns the rotating frame’s d-axis
with the inverter voltage phasor

→
vc. This effectively decouples

the mapping between the power reference {P0, Q0} and corre-
sponding current set-point {id0, iq0}.

III. NEW PERSPECTIVE ON GFL CLOSED LOOP—MIMO
CLOSED LOOP AS A PERTURBED 2-SISO SYSTEM

In this work, we evaluate the stability, performance, transient
response, and control design of the GFL inverter in terms of the
closed-loop system that is formed around the line dynamicsGL,
as shown in Fig. 3. Here, GL is the MIMO transfer function in
(7), and Kd and Kq = Kq

1 +Kq
2 form the diagonal feedback

compensatorK = diag(Kd,Kq). Moreover,
→
e = i0

→ − →
ig de-

notes the tracking error, and
→
u and

→
d are the control effort and the

input disturbance to the plantGL, respectively. In the following
proposition, we define the control effort

→
u = [ud, uq]� and the

input disturbance
→
d = [dd, dq]� as they appear in Fig. 3 in terms

of the capacitor voltage
→
vc, dq rotating frequency θ̇, grid voltage

vg
→, and grid frequency θ̇g .
Proposition 3.1: For the closed-loop structure in Fig. 3, the

control effort
→
u and input disturbance

→
d are[

ud

uq

]
=

[
vdc
vqc

]
+

[
0

uθ

]
,

[
dd

dq

]
= ‖→

vg‖
[

1∫
Δωg dt

]
(10)

where

uθ(t) = v0

∫
Δω dt, Δω = θ̇ − ω0, Δωg = θ̇g − ω0

(11)
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and {v0, ω0} denote the nominal grid voltage (e.g., 120 V rms)
and nominal grid frequency (e.g., 60 Hz), respectively.

Remark 1: In our proposed framework, we steer away from
the conventional approach of using a separate PLL system,
such as the one shown in Fig. 1(a), to directly control the
dq rotating angle θ. Instead, θ is incorporated into the Kq

output signal uq = vqc + uθ, as outlined in (10) and (11), and
shown in Fig. 3. Our work takes advantage of three key benefits
of this approach. First, our method enables us to formulate
the GFL synchronization and frequency transient response as
disturbance rejection objectives for the feedback controller (see
Section IV-C). This perspective successfully eliminates the need
for a separate PLL system. Second, by treating synchronization
as a performance objective for the feedback controller, we are
able to design the GFL closed loop to achieve a desired balance
between the stability margin and the quality of synchronization
(see Section V). Finally, our approach guarantees that a robustly
stabilizing controller that meets the synchronization criteria will
operate reliably in weak grid environments. It is important to
note that when using a separate PLL, a robust controller alone
does not ensure robust stability or even stability. The reason is
that the interaction between the PLL and the grid can reduce the
stability margin, leading to instability.

Remark 2: The influence of the grid voltage
→
vg and frequency

θ̇g on the GFL closed loop is treated as an input disturbance,

denoted by
→
d in (10), to the plant, as shown in Fig. 3. Considering

the decentralized approach to GFL operation in this study, we
assume that the magnitude of the grid voltage ‖→

vg‖ and the
grid frequency θ̇g , in (10) and (11), is not known or measured.
This assumption precludes the use of feedforward methods
for mitigating grid disturbances. However, by implementing a
disturbance rejection control framework, we can significantly

mitigate the effects of disturbance
→
d . As a result, it is practical

to base our control design in this article on a nominal disturbance
model. We proceed with the assumption that‖vg‖ and θ̇g are gen-
erally constant, but may experience deviations, harmonics, and
other disturbances common in weak grid scenarios. Therefore,
in line with (10), we model the input disturbance as[

d̂d

d̂q

]
≈ v0

[
1/s

Δωg/s
2

]
+

→
η (s) (12)

where d̂d is a constant and d̂q is a ramp disturbance. In addi-
tion, η(s) represent the unmodeled disturbances. By adopting
the nominal disturbance model in (12), we prioritize the at-
tenuation of disturbances within a specific frequency domain
profile, essentially tailoring the performance characteristics of
the controller to the expected disturbance.

In the context of Fig. 3, the closed-loop transfer functions

between the exogenous inputs {→i0,
→
d} and the grid-current

→
ig ,

tracking error
→
e , and control effort

→
u are

→
îg =

→
î0 − S(

→
î0 +GL

→
d̂),

→
ê = S(

→
î0 +GL

→
d̂) (13)

→
û = KS(

→
î0 +GL

→
d̂) (14)

where

S = (I2 +GLK)−1 (15)

is the closed-loop MIMO sensitivity transfer function, and I2
denotes the 2× 2 identity matrix.

For a given feedback controller K, (13)–(15) uniquely de-
termine the closed-loop stability, steady-state performance, and

transient response to grid disturbance
→
d . However, the MIMO

characteristics ofGL andSmake the control design and analysis
of closed-loop systems in (13) and (14) significantly more
intricate than a SISO system. Therefore, optimization-based
methods, such as H∞, are well suited to address MIMO control
synthesis. However, in this article, we use innovative algebraic
manipulations to isolate the effect of coupled MIMO dynamics
on closed-loop stability and performance. We achieve this by
transforming the MIMO system into a nominal 2-SISO system
with a multiplicative perturbation that embodies the effect of
coupled MIMO dynamics. As we show throughout this article,
the proposed method enables us to address the performance and
stability of MIMO closed loop in terms of a nominal 2-SISO
system.

The feedback controller K in Fig. 3 is diagonal by design
choice, and the MIMO nature of closed loop is due to GL in
(7). We decompose GL into a SISO part G̃L, and multiplicative
coupled perturbation (I2 + E) as

GL = G̃L(I2 + E) (16)

where

G̃L =
(s+ λ) /L

s2 + 2λs+ λ2 + ω2
0

, E = (GL − G̃LI2)G̃
-1
L . (17)

Using the SISO factorization of plant in (16), we break down
the closed-loop sensitivity in (15) into a 2-SISO component and
a coupled MIMO perturbation.

Proposition 3.2: (a) SISO Factorization of Sensitivity: We
factor the MIMO sensitivity transfer function S in (15) into
a 2-SISO sensitivity transfer function S̃ and coupled MIMO
dynamics Xc and Γ as

S = S̃XcΓ (18)

where the 2-SISO sensitivity transfer function S̃ is

S̃ =

[
S̃d 0

0 S̃q

]
=

[
(1 + G̃LK

d)-1 0

0 (1 + G̃LK
q)-1

]
(19)

and MIMO dynamics Xc and Γ are

Xc = (I2 + (Γ− I2)S̃)
-1 (20)

Γ = G̃LG
-1
L = I2 +

[ −ω2
0 −ω0 (s+ λ)

ω0 (s+ λ) −ω2
0

]
s2 + 2λs+ λ2 + ω2

0

. (21)

(b) SISO Characterization of Closed-loop Dynamics: The
effect of the 2-SISO sensitivity S̃ and coupled MIMO dynamics
{Xc,Γ} on the GFL closed-loop dynamics in (13) and (14) is
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explicitly given as

→
îg =

→
i0 −XcS̃

(
Γ
→
î0 + G̃L

→
d̂

)
,

→
ê = XcS̃

(
Γ
→
î0 + G̃L

→
d̂

)
(22)

→
û = KXcS̃

(
Γ
→
î0 + G̃L

→
d̂

)
. (23)

(c) Bounding the Closed-loop Coupling: We can use the SISO
sensitivity S̃ in (19) to bound and reduce the effect of the MIMO
coupled dynamic Xc on the closed-loop dynamics of the GFL
in (22) and (23). In more precise terms, we have

∀S̃(jω) s.t. ε(ω) := ‖S̃ (jω) ‖2‖Γ (jω)− I2‖2 < 1 (24)

⇒ ‖Xc(jω)− I2‖2 ≤ ε (ω)

1− ε (ω)
. (25)

Remark 3: Proposition 3.2 touches on three crucial objec-
tives. First, it deconstructs the MIMO sensitivity S into a SISO
and coupled dynamics. Second, it details the influence of each
component on closed-loop dynamics in (22) and (23). Most
importantly, it shows the method to mitigate the coupling effect
by leveraging S̃. Essentially, the bound established in (25) leads
to the subsequent decoupling condition

‖ε‖∞ � 1 ⇒ ‖Xc − I2‖∞ � 1. (26)

Based on above, ‖ε‖∞ � 1 results in Xc ≈ I2, approximately
decoupling (22) and (23) into

→
ê = S̃(Γ

→
î0 + G̃L

→
d̂),

→
û = KS̃(Γ

→
î0 + G̃L

→
d̂). (27)

Remark 4: Referring to the definition of ε in (24), the de-
coupling condition in (26) is equivalent to the following upper
bound on the magnitude of the 2-SISO sensitivity:

‖S̃ (jω) ‖2 < 1

‖Γ(jω)− I2‖2 =

∥∥∥(ω + jλ)2 − ω2
0

∥∥∥
2

ω0

√
(ω + ω0)

2 + λ2

∀ω.

(28)
The above bound is uniquely shaped by λ and, as shown in
Fig. 4(a), the bound becomes less stringent (allowing larger
magnitudes of S̃) when λ is higher, which corresponds to
predominantly resistive line impedances. This relaxation also
occurs as ω increases beyond the fundamental frequency ω0,
regardless of the line characteristics λ. Essentially, to meet
the decoupling condition, it is sufficient to maintain a small
sensitivity within the lower frequency range, typically [0, 2ω0].
Note that reducing the sensitivity S̃(jω) at any frequency is
equivalent to raising the controller gain at the same frequency,
as evident in (19).

In the rest of this work, we use the SISO sensitivity transfer
function S̃ in (19) and the decoupled closed-loop dynamics in
(27) as a basis for stability and performance analysis.

Fig. 4. (a) Upper bound in (28) for different values of λ. The lower values of
λ correspond to smaller upper bounds. (b) RS boundary, as shown by the dashed
line, consists of two distinct upper bounds: the SISO upper bound (35) and the
coupling upper bound. Any nominal closed-loop sensitivity S̃0 that remains
below the RS boundary is considered to have RS property.

IV. CHARACTERIZATION OF STABILITY, PERFORMANCE, AND

FUNDAMENTAL LIMITATIONS ON CONTROL DESIGN IN TERMS

OF NOMINAL SISO SENSITIVITY

A. Conditions on SISO Sensitivity for Nominal Stability of
GFL MIMO Closed Loop

In this section, we transform the nominal stability condition
for the GFL’s MIMO closed loop into a set of simpler-to-check
conditions based on the nominal SISO sensitivity S̃ in (19).

Proposition 4.1: The internal stability of the MIMO closed
loop in Fig. 3 is guaranteed if the following conditions hold.

(a) Stability of S̃: The two independent SISO sensitivities
{S̃d, S̃q} in (19) have stable poles.

(b) Magnitude Condition: ε in (24) satisfies the decoupling
condition ‖ε‖∞ < 1, or equivalently, S̃ satisfies (28).

In the next section, we derive the robust stability conditions
for the MIMO closed loop based on the SISO sensitivity.

B. Conditions on SISO Sensitivity for Robust Stability of the
GFL MIMO Closed Loop

Proposition 4.1 outlines the stability conditions for the GFL
closed loop based on the nominal value of the line impedance.
However, it is often challenging to accurately measure or esti-
mate the line impedance. Furthermore, in the case of a weak grid,
the line impedance is prone to change with the grid condition.
Our control framework provides robust stability (RS) even in the
face of uncertain line impedance. It functions effectively under
weak grid conditions and remains stable without the need for
precise knowledge of the line impedance.

Typically, the exact value of the line impedance is not known,
but we can specify the uncertainty intervals ΠL and ΠR for the
line inductance and the line resistance as

L ∈ ΠL = [Lmin, Lmax], R ∈ ΠR = [Rmin, Rmax], (29)

where the minimum and maximum anticipated line inductance
and resistance are denoted by {Lmin, Lmax}, and {Rmin, Rmax},
respectively. In this context, a robustly stabilizing feedback
controller must satisfy Proposition 4.1 for all possible SISO
plants G̃L that are generated by sets ΠL and ΠR in (29). We
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achieve this by forming the set that encompasses all possible
SISO plants, which we label as ΠG. Subsequently, we define the
nominal plant, denoted as G̃L0, for the impedance uncertainty
intervals outlined in (29). Finally, we detail the RS conditions
for the set ΠG based on the nominal SISO sensitivity formed by
the nominal plant G̃L0.

The set of all possible SISO line dynamics, denoted as ΠG,
is determined by the uncertainty sets ΠR and ΠL in (29) as

ΠG =

{
G̃L(s) =

(s+ λ)/L

s2 + 2λs+ λ2 + ω2

∣∣∣∣L ∈ ΠL, λ ∈ Πλ

}
(30)

where

Πλ =

[
λmin =

Rmin

Lmax
, λmax =

Rmax

Lmin

]
. (31)

Moreover, we define the nominal SISO plant, represented by
G̃L0, for the given uncertainty sets ΠL and Πλ as

G̃L0 =
(s+ λ0)/L0

s2 + 2λ0 s+ λ2
0 + ω2

0

(32)

where

L0 = 2
LminLmax

Lmin + Lmax
, λ0 =

λmaxLmax + λminLmin

Lmin + Lmax
. (33)

Subsequently, the nominal SISO sensitivity for G̃L0 is

S̃0 =

[
S̃d
0 0

0 S̃q
0

]
=

[
(1 + G̃L0K

d)-1 0

0 (1 + G̃L0K
q)-1

]
.

(34)

The feedback controller K = diag(Kd,Kq) in (34) is robustly
stabilizing if the closed-loop system maintains stability despite
any perturbation of the nominal plant G̃L0 in (32) within the
set of all possible perturbed line dynamics ΠG. In the following
proposition, we present the robust stability conditions for the
GFL MIMO closed loop in terms of the nominal SISO sensitivity
S̃0 in (34).

Proposition 4.2: The closed loop in Fig. 3 is robustly stable
with respect to the set of all possible line dynamics ΠG in (30)
if the nominal sensitivity S̃0 in (34) satisfies the following:

a) the stability conditions in part (a) of Proposition 4.1;
b) the following two bounds:

‖S̃0(jω)‖2 < 1− ‖W1(jω)‖2‖W3(jω)‖2
‖W2(jω)‖2 ∀ω (35)

‖S̃0(jω)‖2 <

∥∥∥(ω + jλmin)
2 − ω2

0

∥∥∥
2

ω0

√
(ω + ω0)

2 + λ2
min

∀ω. (36)

where

W1 =
(1/L0 − 1/Lmax)s+ (λ0/L0 − λmin/Lmax)

(s+ λ0)/L0
(37)

W2 =
2(λmax − λ0)s+ (λ2

max − λ2
0)

s2 + 2λ0 s+ λ2
0 + ω2

0

, and W3 =
ωbw

s+ ωbw
.

(38)

In this proposition, {L0, λ0} are the nominal parameters of
(33), {Lmax, λmax, λmin} are the same as in (29) and (31), and
ωbw represents the closed-loop bandwidth for the nominal SISO
system.

Remark 5: The upper bound outlined in (35) is based on the
RS condition for the nominal SISO closed loop. On the other
hand, (36) arises from the RS condition for the perturbations of
the coupling dynamics, as detailed in the proof. As illustrated
in Fig. 4(b), the RS bound for the SISO closed loop tends
to be more restrictive at lower frequencies. Meanwhile, the
RS constraint for coupling dynamics becomes more significant
around and above the fundamental frequency ω0. Furthermore,
when line inductance increases (which corresponds to a smaller
λ value), the constraint in (28) becomes more restrictive at
higher frequencies. This trend is clearly depicted in Fig. 4(a).
As a result of these observations, the RS conditions outlined
in this section indicate that, particularly in inductive lines, the
closed-loop system should maintain a minimum bandwidth of
2ω0 (120 Hz) to ensure robust stability.

C. Conditions on SISO Sensitivity for Reference Tracking and
Synchronization

The primary objective of the GFL inverter is to synchronize
and inject the required power into the grid while maintaining
power quality (i.e., suppress harmonic and high-frequency dis-
turbances). These objectives are given concisely in terms of
closed loop in Fig. 3 as

lim
t→∞

→
e (t) = 0, lim

t→∞ v
q
c (t) = 0,

‖
→
ê (jω)‖2

‖
→
ŵ(jω)‖2

� 1 ∀ω

(39)

where
→
ŵ = Γ

→
î0 + G̃L

→
d̂ . In the above,

→
e = 0 represents the

desired zero steady-state tracking error, and vqc = 0 signifies
the steady-state synchronization that decouples the mapping
between power and current in (9). Furthermore, the inequality
in (39) represents a key objective aimed at reducing the effect

of closed-loop input signals, represented by
→
ŵ, on the tracking

error
→
ê throughout the frequency spectrum. This is crucial to

ensure that the current waveform remains clear and free of
high-frequency distortions.

The GFL objectives in (39) can be formulated in terms of
closed-loop SISO sensitivity transfer function S̃ as

lim
s→0

S̃
→
ŵs = 0, lim

s→0
[0 Kq

1 ]S̃
→
ŵs = 0, ‖S̃(jω)‖2 � 1 ∀ω.

(40)

The above equation is based on applying the final value theorem

to
→
ê in (27), and v̂qc = [0 Kq

1 ]
→
e (see Fig. 3). The inequality in

(40) simply follows from (27). The following proposition uses
the definition of S̃ in (19) and the grid disturbance model in
(12) to convert the objectives in (40) into the conditions of the
feedback controller K.

Proposition 4.3: a) We achieve limt→∞
→
e = 0, if and only

if S̃d has at least one zero and S̃q has at least two zeros at the
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origin. This is equivalent toKd having at least one pole andKq

having at least two poles at the origin.
b) We achieve limt→∞ vqc = 0 (synchronization) if and only

if Kq
1/K

q
2 in Fig. 3 possesses at least two zeros at the origin.

c) We can reduce the effect of grid side disturbance
→
d on

the tracking error
→
e at any specific frequency, using a high-

gain feedback controller. This approach is effective within the
closed-loop bandwidth, and the feedback controller K imposes
the following upper bound on the attenuation factor:

‖
→
ê (jω)‖2

‖
→
d̂(jω)‖2

≤ 1

‖K(jω)‖2 ∀ω. (41)

Remark 6: The above proposition formulates the synchro-
nization objective as a disturbance rejection characteristic of the
feedback controller. It also outlines the necessary and sufficient
conditions that the controller must satisfy to achieve synchro-
nization. This eliminates the need for separate PLL and allows
for a unified closed-loop analysis between the synchronization
quality, stability, and performance objectives.

Remark 7: Propositions 4.1–4.3 suggest that a high-gain
controller can ensure robust stability and produce a clean and
distortion-free current waveform by reducing the sensitivity S̃
across the frequency spectrum. However, in practice, imple-
menting a controller that maintains substantial gain across a
broad frequency band is costly and introduces high-frequency
noise into the system. Moreover, as discussed in Section V-B,
a fundamental constraint called the Bode sensitivity integral
(also known as the waterbed effect) limits the use of high-gain
controller over a wide frequency range.

D. Conditions on Feedback Controller to Shape the Transient
Response of Inverter Frequency

DC/AC inverters do not possess inherent inertia; however,
numerous studies, especially for grid-forming inverters, have
mimicked the inertial response of synchronous generators. Our
work provides a general framework that subsumes the inertial
response of the inverter as part of the transient response of the
closed loop in Fig. 3 to the grid frequency disturbance dq .

Proposition 4.4: The transient and steady-state responses of
the inverter’s frequency deviation Δω to the grid frequency
deviation Δωg are uniquely specified by

Δω = T̃ q
θΔωg, T̃ q

θ = Kq
2G̃LS̃

q =
Kq

2G̃L

1 + G̃L(K
q
1 +Kq

2)
.

(42)

Moreover, T̃ q
θ always assumes the shape of a low-pass filter with

unity dc gain.
Remark 8: The step responses of T̃ q

θ , such as the rise time,
the settling time, the overshoot, and the oscillation, are gener-
alizations of concepts, such as the rate of change of frequency
(RoCoF), the frequency nadir (or zenith), and the inertia. There-
fore, we can shape the open loop K2G̃L in (42) to obtain the
desired transient response to grid frequency disturbance Δωg .
Specifically, we include the following:

1) Cross-over frequency: The cross-over frequency ofKq
2 G̃L

affects both RoCoF and inertia. A lower cross-over fre-
quency improves the inertial response, reduces RoCoF,
and attenuates disturbances and harmonics on the inverter
frequency.

2) Phase margin: The PM ofKq
2 G̃L influences the overshoot,

where a higher PM dampens the transient response and
reduces the frequency nadir or zenith.

3) Roll-off rate: The roll-off rate of Kq
2G̃L above the cross-

over frequency specifies the attenuation factor of the grid
side disturbances and harmonics on the inverter frequency.

V. FUNDAMENTAL LIMITATIONS ON CONTROL DESIGN AND

TRADEOFF BETWEEN DISTINCT OBJECTIVES

We use the sensitivity S̃ to illustrate two primary bottlenecks
in the GFL closed-loop control. These limitations and tradeoffs
are fundamental and cannot be solved regardless of the control
design. However, by understanding them, we can design con-
trollers that can achieve the desired tradeoff.

A. Disturbance Attenuation Bottleneck

We cannot attenuate the impact of grid disturbance
→
d on cur-

rent tracking error
→
e , inverter voltage

→
vc, and inverter frequency

θ̇ simultaneously. In fact, reducing the effect of disturbance on
one variable inevitably amplifies the disturbance on the other
two. We validate this by rewriting the transfer functions between
→
d and {→e ,→u} in (27) as[
êd

êq

]
= G̃L

[
S̃d 0

0 S̃q

][
d̂d

d̂q

]
,

[
ûd

ûq

]
=

[
T̃ d 0

0 T̃ q

][
d̂d

d̂q

]
.

(43)

The transfer functions {T̃ d, T̃ q} above are defined as

T̃ d = KdG̃LS̃
d, T̃ q = KqG̃LS̃

q = (Kq
1 +Kq

2)G̃LS̃
q

(44)

and together with the sensitivities {S̃d, S̃q}, they satisfy the
following algebraic constraints:

T̃ d + S̃d = 1, T̃ q + S̃q = 1. (45)

We want to minimize the magnitude of {S̃q, S̃q} through a broad

frequency range to reduce the impact of the disturbance
→
d on

the tracking error
→
e in (43) and attain perfect current reference

tracking (27). Furthermore, the decoupling and stability of the
closed-loop MIMO dynamics in Propositions 3.2 and 4.1 are
based on reducing the magnitude of {S̃q, S̃q}. However, based
on the algebraic constraint in (45), reducing {S̃q, S̃q} increases

{T̃ d, T̃ q} toward 1 creating a unity gain path between
→
d and

→
u in (43). Considering that ud = vdc and uq = vqc + uθ, this
demonstrates a fundamental tradeoff in which attenuating the

distortion and harmonics caused by grid disturbances
→
d on the

tracking error
→
e amplifies the effect of grid disturbances on uθ

and
→
vc.
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Fig. 5. Quadrature closed-loop T̃ q is comprised of low pass T̃ q
θ

and bandpass

T̃ q
v . This attenuates disturbances on uθ beyond T̃ q

θ
cutoff frequency (dotted

line) by shifting the high-frequency disturbances to vqc .

In GFL operation, we are primarily concerned with the quality
of the current waveform, so it is plausible to minimize {S̃d, S̃q}
over a wide frequency range and compromise the quality of the
inverter voltage in favor of a harmonic and distortion-free current
waveform. However, in the q-loop, this can lead to distortion of
uθ by high-frequency grid disturbances and potentially destabi-
lize inverter operation. Our proposed closed-loop structure can
solve this problem.

1) Inverter Frequency Disturbance Immunity: The dq sig-
nals are calculated based on the angle of the rotating frame.
Therefore, any disturbance and harmonics in θwill distort the dq
signals and potentially destabilize the inverter. In this section, we
leverage the parallel structure of the q-axis controller, as shown
in Fig. 3, to enhance the resilience of uθ and consequently θ
against grid disturbances.

As discussed in Proposition 4.4, T̃ q
θ forms a unity-gain low-

pass filter between Δωg and Δω. Therefore, it attenuates the
impact of grid distortions and harmonics above the cutoff fre-
quency. Subsequently, reducing the bandwidth of T̃ q

θ improves
the robustness of θ against high-frequency grid disturbances.
Simultaneously, based on (40) and (43), we want to mini-
mize S̃q across a broad frequency range to achieve harmonic
and distortion-free êq . Balancing these two requirements—low
bandwidth for T̃ q

θ and minimize S̃q across a wide frequency
range—imposes a unique design challenge for the parallel
quadrature controllerKq = Kq

1 +Kq
2 . We formalize this design

constraint on the q-axis controller by rewriting the algebraic
constraint in (45) as

1− S̃q = T̃ q = T̃ q
θ + T̃ q

v (46)

where

v̂qc = T̃ q
v d̂

q, T̃ q
v = Kq

1G̃LS̃
q =

Kq
1G̃L

1 + G̃L(K
q
1 +Kq

2)
(47)

is the transfer function between dq and vqc . The algebraic con-
straint in (46) suggests that the sum of T̃ q

θ and T̃ q
v should equal

one over a broad frequency range. This range is defined by the
bandwidth of the closed-loop transfer function T̃ q . Therefore,
T̃ q
v needs to function as a bandpass filter with unity gain between

the cutoff frequencies of T̃ q
θ and T̃ q, as illustrated in Fig. 5. Tak-

ing into account the parallel structure ofKq and the definition of
T̃ q
v and T̃ q

θ , Kq
1 and Kq

2 should satisfy the following constraint

within closed-loop bandwidth:

T̃ q
θ ≈ Kq

2

Kq
1 +Kq

2

(low pass) T̃ q
v ≈ Kq

1

Kq
1 +Kq

2

(bandpass).

(48)

Intuitively, Kq
2 should have high gain within the low frequency,

whereas Kq
1 should have high gain in the bandpass region.

2) Operation Under Asymmetrical Fault: During an asym-
metrical fault, the PCC voltage becomes unbalanced. Under
these conditions, we can represent the unbalanced three-phase
voltage as a superposition of the positive sequence, the negative
sequence, and the zero sequence as [38]

vag = a‖vg‖ cos
(
θ̇gt
)

+ b‖vg‖ cos
(
θ̇gt+ ψ

)
+ v0g

vbg = a‖vg‖ cos
(
θ̇gt− 2π

3

)
+b‖vg‖ cos

(
θ̇gt+ψ− 4π

3

)
+v0g

vcg = a‖vg‖ cos
(
θ̇gt− 4π

3

)
+ b‖vg‖ cos

(
θ̇gt+ψ − 2π

3

)
+v0g

(49)

where a and b are amplitudes of positive- and negative-sequence
unbalanced voltages with respect to the ‖vg‖. Furthermore, v0g
represents the zero sequence, and ψ is the phase angle of the
negative sequence with respect to the positive sequence. In a
synchronized dq frame, (49) is [39]

vdg = ‖vg‖
(
a cos (δ) + b cos (2θ̇gt− δ + ψ)

)
vqg = ‖vg‖

(
a sin (δ)− b sin (2θ̇gt− δ + ψ)

)
(50)

where δ represent the phase angle between the grid positive-
sequence voltage phasor and synchronized dq frame, as shown
in Fig. 2(b). Following along the lines of a Proposition 3.1, and
based on (50), the input disturbance under asymmetric fault is:[
dd

dq

]
= v0

⎛⎝a[ 1∫
Δωg dt

]
+ b

⎡⎣ cos
(
2θ̇gt− δ + ψ

)
− sin

(
2θ̇gt− δ + ψ

)
⎤⎦⎞⎠ .

(51)

Compared with the nominal disturbance model in (10), the asym-
metric fault imposes an additional second-harmonic component

on the disturbance
→
d in the dq frame. The second harmonic,

unchecked, propagates to the output current (27) and results in
the third harmonic in the stationary frame [38]. We can attenuate

the effect of the second-harmonic disturbance on
→
ê by reducing

the sensitivity S̃ at 2θ̇g [see (19) and (43)]. As shown in (41), this
is achieved by cascading a high-gain PR controller, as detailed
below, with the controller K:

KPR = 1 + k2
4ξ2ω0 s

s2 + 4ξ2ω0 s+ 4ω2
0

, ξ2 ≥ max
Δωg

∥∥∥∥Δωg

ω0

∥∥∥∥ .
(52)

Based on (41), increasing the PR gaink2 leads to a more effective
attenuation of second-harmonic disturbances. Furthermore, the
choice of the damping factor ξ2 is influenced by the anticipated
maximum deviation of the grid frequency from its nominal value
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ω0. When ξ2 is set to a higher value, the PR controller becomes
more efficient in mitigating harmonics caused by asymmetrical
faults, especially in scenarios where the frequency of the grid
strays from the nominal value, a common situation in weak grids.
However, as we show in Section V-B and in experiments, higher
values of k2 and ξ2 induce a high frequency resonance.

Cascading the PR compensator with the feedback controller
K is not sufficient to guarantee effective performance during an
asymmetrical fault. Furthermore, it is necessary to maintain a
harmonic-free rotational frame angle θ. Based on the analysis in
Section V-A1, the algebraic constraint in (46) and the definition
of T̃ q

v in (47), cascading the PR compensator with Kq
1 bring

‖T̃ q
v (2jω0)‖2 close to one, while T̃ q

θ exhibits a notch behavior
at 2ω0, as shown in Fig. 5(a). The notch response of T̃ q

θ at 2ω0

allows the inverter frequency to filter out the second harmonic
created by the asymmetric fault, allowing the fault ride-through.

Remark 9: The DDSRF-PLL is an advanced algorithm that
is used to accurately track the phase and frequency of the grid
voltage under distorted or unbalanced conditions [40], [41].
DDSRF-PLL employs two synchronous frames: one aligns with
the positive sequence and the other with the negative sequence.
This approach allows the DDSRF-PLL to effectively detect and
synchronize with the grid frequency, particularly under unbal-
anced conditions. Our proposed control design and closed-loop
structure can work under unbalanced grid conditions and has the
same performance as DDSRF-PLL without the need for an extra
synchronous reference frame. The robust stability argument in
Section IV-B guarantees the robustness of our approach in the
face of grid uncertainties and fluctuations. In the experiments
section, we compare DDSRF-PLL with our proposed approach
in terms of performance and sensitivity to grid uncertainties.

B. High-Frequency Resonance

Ideally, we want to keep the magnitude of sensitivity small
at all frequencies to maintain perfect power tracking and dis-
turbance rejection (13), minimizing the effect of coupling (25)
and robust stability (28). However, the Bode sensitivity integral
(88) indicates a fundamental limitation on the total amount
of sensitivity reduction throughout the frequency spectrum for
any viable control design [42]. Essentially, regardless of the
control design, reducing the sensitivity at a lower frequency for
asymptotic reference tracking, reducing the coupling effect, and
synchronization will increase the sensitivity at other frequencies,
causing a peak in the sensitivity transfer function, as shown in
Fig. 6. The peak sensitivityMs = ‖S̃‖∞, is directly proportional
to the overshoot and oscillation in the transient response of the
GFL inverter and is inversely correlated with the robustness of
the closed loop to the uncertainty of the plant. In the following
proposition, we quantify how the performance of GFL places a
theoretical limit on the minimum value that Ms can achieve.

Proposition 5.1: For any stable S̃ in (19), the peak sensitivity
Ms for each SISO loop S̃q and S̃q is lower bounded by

1

ωT − ωB

(∣∣∣∣∫ ωB

0

ln |S̃{d,q}|dω
∣∣∣∣− 3

4
ωT

)
≤ lnMs (53)

Fig. 6. Shape of S̃ at different frequencies directly indicates performance
objectives and stability margins.

where ωB and ωT are shown in Fig. 6 and defined as

∀ ω ∈ [0, ωB ] , ln |S̃| ≤ 0 (54)

∀ ω ∈ [ωT ,∞) , ‖G̃LK (jω) ‖2 ≤ 1

2

(ωT

ω

)2
. (55)

Remark 10: Equation (53) connects the transient response
and the stability margin in the form of the peak sensitivity Ms

to the low-frequency performance metrics, as shown in Fig. 6.
Moreover, it presents all the knobs available to achieve a tradeoff
between conflicting control objectives. Note that

2 arcsin

(
1

2Ms

)
[rad] ≤ PM,

Ms

Ms − 1
≤ GM (56)

where to limit the oscillation and maintain the gain margin (GM)
and PM of at least 6 dB and 30◦, it is sufficient to keep Ms less
than 2 [42]. Consequently, it is desirable to shape the sensitivity
so that the left-hand side of (53) becomes less than ln 2. Based
on (53) for any linear GFL control design, only four general and
primary methods and their combinations exist to reduce the peak
sensitivity. These methods are as follows:

1) Closed-loop bandwidth: Increasing ωT , reduces the peak
sensitivity by increasing both 0.75ωT and the denomina-
tor in (53). Taking into account the definition of ωT in
(55), the open-loop gain cross-over frequency is below
ωT , and ωT can be taken as a rough approximation of
the closed-loop bandwidth. This approach leads to more
noise and harmonics in the voltage of the capacitor and
the inverter frequency.

2) Effective control bandwidth: DecreasingωB constrains the
sensitivity integral limits in (53) to a smaller frequency
range while increasing the denominator. Based on (54),ωB

represents the frequency range where S̃ is less than one and
the feedback reduces the effect of exogenous inputs [see
(13)]; hence, we call ωB an effective control bandwidth.
We can reduce ωB by decreasing the open-loop gain just
below the gain cross-over frequency.

3) Low-frequency performance: The sensitivity integral is the
main contributor to the peak sensitivity lower bound in
(53). We can reduce the integral by increasing the sensi-
tivity within the effective control bandwidthωB . However,
this sacrifices the quality of reference tracking, distur-
bance rejection, and synchronization. More explicitly, we
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can use following approximation of S̃ within [0, ωB ]:∣∣∣∣∫ ωB

0

ln |S̃{d,q}|dω
∣∣∣∣ ≈ ∫ ωB

0

ln |G̃L|+ ln |K{d,q}|dω
(57)

to capture the effect of the high-gain controller on the sen-
sitivity integral. As is evident, PR harmonic compensators
and high-gain pure integrators negatively impact the peak
sensitivity by increasing above integral.

4) Uniform sensitivity distribution: Uniform distribution of
S̃within the [ωB , ωT ] frequency range leads to smallerMs

by making the inequality in (53) tighter. We employed (90)
in the proof of the peak sensitivity inequality, and under the
uniform distribution of S̃ within [ωB , ωT ] this inequality
changes to equality. Therefore, we can flatten the sensitiv-
ity transfer function by using the lead compensator within
the [ωB , ωT ] frequency range and reduce Ms.

VI. FRAMEWORK FOR INVERTER CONTROL IMPLEMENTATION

AND SYNTHESIS

The controller K in Fig. 3 incorporates the dynamics of the
inverter from (6), which we have not taken into account in
previous sections for a simplified analysis of performance and
stability. In this section, we will first provide an example of
a control design for {Kd,Kq

1 ,K
q
2} that meets the stability and

performance criteria discussed earlier. We will then demonstrate
how the dynamics of the inverter and their associated closed-loop
shape the controllers and their implementation.

A. Design of the Feedback Controllers

We adopt the following control designs for Kd and Kq
1 :

Kd =

(
Lωd

√
ω2
d + λ2

αds

)(
s+ αdωd

s+ ωd/αd

)
, αd ≤ 1

(58)

Kq
1 =

(
Lω2

q

αq

s+ αqωq

s+ ωq/αq

)(
s

(s+ λ)(s+ ωθ/5)

)
, αq ≤ 1

(59)

Kq
2 =

(
Lω2

θ

αθs2
s+ αθωθ

s+ ωθ/αθ

)(
s2 + 2λs+ λ2+ω2

0

s+λ

)
, αθ ≤ 1

(60)

where L and λ are same as in (7). Kd in (58) is composed of
an integrator and a lead compensator and includes two tunable
parameters {αd, ωd}. For 2π120 ≤ ωd, the d-axis open-loop
transfer function KdG̃L achieves a cross-over frequency close
to ωd and a PM close to

90◦ + arcsin
1− α2

d

1 + α2
d

− arctan
ωd

λ
. (61)

Subsequently, for the given Kd in (58), the sensitivity ‖S̃d‖
as defined in (19) is less than one below ωd, and also satisfies
the decoupling condition in Proposition 3.2(c) and the stability
condition in Proposition 4.1. Moreover, the integrator in Kd

Fig. 7. (a) Cascaded control structure with nested inner current closed loop
Ti and outer voltage loop compensator Kv . (b) Algebraic equivalent of a nested
architecture with series compensator Kc.

automatically fulfills the zero steady-state tracking condition in
Proposition 4.3(a). Note that smaller values ofαd result in robust
stability and lower high frequency filter resonance.
Kq

1 in (59) is composed of a lead compensator and a bandpass
filter and includes three tunable parameters {αq, ωq, ωθ}. ωq

and ωθ denote the desired cross-over frequency for KqG̃L and
Kq

2G̃L, which specifies the bandpass frequency range [ωθ, ωq]

for T̃ q
v , as shown in Fig. 5. For 2π120 ≤ ωq , the q-axis open-loop

transfer function KqG̃L achieves a cross-over frequency close
to ωq and a PM close to

arcsin
1− α2

q

1 + α2
q

. (62)

The controller Kq
2 in (60) includes two integrators and together

withKq
1 in (59), they satisfies the zero steady-state tracking and

synchronization objectives of Proposition 4.3. Furthermore, the
proposed controller shapes the Kq

2G̃L as

Kq
2G̃L =

ω2
θ

αθs2
(s+ αθωθ)

(s+ ωθ/αθ)
. (63)

Based on Proposition 4.4, Kq
2G̃L is the open-loop transfer

function for T̃θ. Therefore, based on Remark 8, the cross-over
frequency ωθ is directly proportional to the closed-loop band-
width of T̃θ. Therefore, we achieve a more inertial response
with smaller values of ωθ. In addition, increasing the PM by
decreasing αθ reduces the frequency nadir (zenith) by damping
the overshoot of the transient response.

To implement the proposed controllers, we have to understand
the underlying embedding of the inverter dynamics and its closed
loop into the controllers. In what follows, we use cascaded closed
loop to derive one such relation.

B. Implementing Feedback Controller With Inverter Dynamics

We adopt the cascaded architecture with inner current and
outer voltage loops, as shown in Fig. 7(a) to form closed loop
around inverter dynamics in (6). Here, Gv and Gi represent the
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inverter capacitor and inductor dynamics in (6), respectively. In
addition, to decouple the inductor dynamics in (6) we employ
the feedback linearization by defining the modulation signal as

→
m̂ =

2

vdc

(→
ûi +

→
v̂c + Liθ̇[−îqL, îdL]�

)
(64)

where
→
ui denotes the output of current compensator Ki in

Fig. 7(a), and vdc is the inverter’s input dc voltage. Subsequently,
we use Ki = (Lis+Ri)/(τis) to shape the inner closed loop
Ti into a unity gain low-pass filter

Ti =
GiKi

1 +GiKi
=

1

τis+ 1
, Si = 1− Ti =

τis

1 + τis
(65)

where 1/τi is the inner closed-loop bandwidth.
We close the outer voltage loop, as shown in Fig. 7(a), by

setting the reference
→
i∗L for the inner closed loop as

→
î∗L =

→
îr −

→
ûv + Ciθ̇[−vqc , vdc ]�. (66)

Here,
→
ûv is the output of the diagonal controller Kv ,

Ciθ̇[−vqc , vdc ]� is the feed-forward term used to decouple the

capacitor dynamics in (6), and
→
ir is the input to the nested closed

loop. Subsequently, the proposed nested inverter closed loop

results in the following relation between the inputs {→ir,
→
ig} and

→
vc:

→
v̂c = GvSv

(
Ti

→
îr −

→
îg − SiCiθ̇[−vqc , vdc ]�

)
, where (67)

Sv =

[
Sd
v 0

0 Sq
v

]
=

[
(1 +GvTiK

d
v )

-1 0

0 (1 +GvTiK
q
v)

-1

]
.

(68)

Finally, we set
→
îr in (67) as

→
îr =

→
ûc +

→
îg , where

→
uc denotes

the output of diagonal compensator Kc = diag(Kd
c ,K

q
c ). This

transforms the nested architecture in Fig. 7(a) into a natural
feedback compensator, as shown in Fig. 7(b), and given by

→
v̂c = GvSv(KcTi

→
ê − Si(

→
îg + Ciθ̇[−vqc , vdc ]�)). (69)

For small values of τi, Si is negligible over a wide range of fre-

quencies, and therefore, Si(
→
îg + Ci[−vqc , vdc ]�) is insignificant

and we omit it from (69). This leads to the following feedback
compensator:

[
v̂dc
v̂qc

]
=

[
Kd 0

0 Kq
1

][
êd

êq

]
,

[
Kd 0

0 Kq
1

]

= GvTi

[
Sd
vK

d
c 0

0 Sq
vK

q
c

]
. (70)

The equation above demonstrates the dependence of the
controllers Kd and Kq

1 on the inverter dynamics, which are
represented byGv ,Ti, andSv .Gv andTi are already determined
in (6) and (65), and Sv in (68) can only be shaped through
the voltage compensator Kv . Consequently, the controllers Kd

and Kq
1 can only be adjusted by Kc and Kv . Therefore, two

main questions arise: which transfer functions Kd and Kq
1 can

represent, and how to find the corresponding Kv and Kc. We
answer these two questions considering the controller of the
d-axis Kd, and the analysis for the q-axis is the same. We can
expand Kd in terms of Kc and Kv as follows:

Kd = GvTiS
d
vK

d
c =

Dd(s)

Cis(τis+ 1)Dd(s) +Nd(s)
Kd

c (71)

where Nd(s) and Dd(s) are the numerator and denominator
polynomials of voltage compensator Kv = Nd(s)/Dd(s), re-
spectively. Considering thatKd

v andKd
c can represent any proper

transfer functions, the controller Kd in (71) can only represent
transfer functions of relative degree of at least two. We can relax
this condition to include transfer functions with a relative degree
of one if τi is small or equivalently if the inner current loopTi has
a high enough bandwidth. In this case, we can use the following
approximation for (71):

Kd ≈ Dd(s)

CisDd(s) +Nd(s)
Kd

c . (72)

On the basis of above, we can easily find Kc and Kv for any
controller {Kd,Kq

1} with relative degree of at least one. For
example, the sample controllers {Kd,Kq

1} in (58) and (59) are
implemented using the following Kc and Kv controllers:

Kd
c =

ωd

√
ω2
d + λ2

αdω2
LC

, Kd
v =

Ciωd(1/αd − αd)s

s+ ωdαd

Kq
c =

ω2
q

αqω2
LC

s+ αqωq

s+ ωq/αq
, Kq

v = Ci

(
λ +

ωθ

5

)
+ Ci

λωθ

5 s
(73)

where ωLCi
= 1/

√
LCi. As a final note, the proposed control

design in this section subsumes the virtual impedance methods.
Neglected Time Delay: Till this point, we have neglected

the time delay present in the inverter model. Generally, in-
verter dynamics is affected by two primary sources of delay:
pulsewidth modulation (PWM) delay, denoted as TPWM, and
delay due to DSP calculations, represented as Tcalc [43]. In
this article, we assume that the sampling frequency fs = 1/Ts
and the switching frequency fsw = 1/fsw are the same. In
this case, TPWM = 0.5Ts and Tcalc = Ts, and the total delay is
Td = TPWM + Tcalc = 1.5Ts = 1.5/fs. Time delay introduces
an additional phase lag into the inverter’s open loop, which
grows linearly with frequency. This lag can be quantified as
φd = −Tdω = −1.5(ω/fs) [rad]. Note that by maintaining an
appropriate PM for the d- and q-axis open loops, as outlined in
(61) and (62), we can effectively counteract the extra phase lag
caused by time delay around the cross-over frequency. This ap-
proach improves the robustness of closed-loop stability against
time delays.

VII. SIMULATION AND EXPERIMENTAL RESULTS

In this section, we demonstrate some of the salient features of
the proposed framework through simulations and experiments.
The simulations are carried out using the MATLAB Simscape
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Fig. 8. Experimental setup. (a) DC source (DC link). (b) Inverters. (c) Line
inductors. (d) Isolation transformer. (e) Load. (f) AC source (grid simulator).

TABLE I
SIMULATION AND EXPERIMENTAL PARAMETERS

toolbox; as for the experimental results, we used an inverter
powered by a TI C2000 series DSP connected to a four-quadrant
programmable ac source as a grid (see Fig. 8). Table I lists the
parameters used in the simulation and the experiment.

A. Design for Harmonic Compensation Vs. Filter Resonance

Reducing ‖S̃‖∞ attenuates the effect of grid disturbance
→
d on

the output current
→
ig , see (40) and (43). Our framework suggests

a fundamental tradeoff between reducing the sensitivity and
increasing the peak resonanceMs = ‖S̃‖∞, see (53). In practice,
this shows the inherent limitation of popular PR schemes, where
reducing S̃ and attenuating the disturbance harmonics using the
PR controller leads to an increase in peak sensitivity. An increase
inMs induces filter resonance. This issue is typically addressed
by tuning the PR parameters through trial and error. However,
our framework provides theoretical ground, based on (53), to
improve the tradeoff between harmonic attenuation and filter
resonance.

To achieve a better tradeoff between harmonic compensation
and filter resonance, i.e., smallerMs, we must improve the trade-
off bound in (53) by augmenting PR with an additional compen-
sator. Based on (53), reducing effective control bandwidth ωB ,
less aggressive low-frequency performance, and uniform sensi-
tivity distribution help reduce peak sensitivity. These three ob-
jectives are achieved simultaneously by implementing a simple
lead compensator of the form (s+ αωr)/(s+ ωr/α), α < 1,
where ωr is close to the resonant frequency.

To validate our approach, we used an ac source with 10%
third harmonic distortion. The standalone PR compensation is
capable of reducing the third harmonic distortion by 80%, as
shown in Fig. 9(b). However, the standalone PR scheme induces

Fig. 9. (a) PR induced current distortion. (b) PR compensators with distinct
gains {100, 150, 200} reduce harmonic content by 80%, while (c) triggering
filter resonance proportional to PR integral in (57). (d) PR + Lead scheme
alleviates current distortion by (e) reducing the harmonic content by 80% and
(f) reducing PR-induced filter resonance.

the filter resonance in proportion to the PR gain, as illustrated
in Fig. 9(c). The PR+Lead compensation scheme achieves the
same third harmonic attenuation as standalone PR, as shown
in Fig. 9(e). However, the PR+Lead scheme reduces the filter
resonance by at least 60% in Fig. 9(f).

B. Designing the Frequency Response to Grid Anomaly

Weak grids are prone to phase and frequency jumps and
fluctuations. This can negatively affect the inverter phase angle
θ and distort the calculation of the dq signals. In our framework,
dq represents the grid frequency disturbance, and the algebraic
constraint in (46) indicates the fundamental limitation where
the effect of dq on uθ and vqc cannot be made small simultane-
ously. Therefore, as stated in Section V-A1, it is desirable that
T̃ q
θ take the form of a unity gain low-pass filter that smooths

the effect of grid frequency fluctuations on the inverter’s fre-
quency while T̃ q

v absorbs high frequency noise and harmonics
(see Fig. 5(a).

A series of simulations with different cutoff frequencies for
T̃ q
θ [dotted line in Fig. 5(a)] demonstrate that a lower RoCoF

and a slower transient response to a unit step change in the grid
frequency [see Fig. 10(a)] and grid phase jump [see Fig. 11(a)]
are obtained with lower cutoff frequencies. Furthermore, there
is a noticeable decrease in the frequency overshoot (zenith)
with lower cutoff frequencies. However, unlike the inverter
phase and frequency, for lower cutoff frequencies the inverter
voltage exhibits a larger excursion for the step change in the grid
frequency [see Fig. 10(b) and (c)] and grid phase jump [see Fig.
11(b) and (c)]. This is due to the constraint in (46). Finally, we
performed the frequency step change in the experimental setup
and observed that the inverter frequency and the q-axis voltage
response in Fig. 12 match the simulation results in Fig. 10.
Furthermore, the experimental results in Fig. 12 show that most
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Fig. 10. Transient response to 1 Hz step change in grid frequency.

Fig. 11. Transient response to 5◦ step change in grid phase.

Fig. 12. Transient response of experimental setup to 1 Hz step change in grid
simulator frequency.

of the high-frequency distortion is shifted from uθ to vqc . Note
that the cutoff frequency of T̃ q

θ in the classical sense is inversely
correlated with the inertial type of response of the inverter, and
we can control the frequency nadir by opting for lower cutoff
frequencies.

C. Design for Asymmetrical Fault

Operating GFL inverters on an unbalanced grid presents sig-
nificant challenges. The main issue is that the conventional PLL
typically struggles to accurately lock onto the grid frequency
and follow the positive-sequence phase angle. The DDSRF
PLL, as discussed in [40], effectively maintains phase lock
with positive sequence even during asymmetric grid faults and
can function amidst voltage imbalances distorted by high-order
harmonics. However, this level of performance requires the use
of two synchronous frames and nonlinear dynamics to properly

Fig. 13. (a) Three asymmetrical faults investigated in this article: voltage
imbalance, voltage imbalance with fifth harmonic distortion, and line-to-ground
fault. (b) Parallel q-axis controller Kq = Kq

1 +Kq
2 with 120-Hz PR compen-

sator in Kq
1 and 120-Hz notch filter in Kq

2 . (c) d and q closed-loop sensitivities
of the E-GFL system, along with the robust stability boundary corresponding to
the uncertainty sets in (74).

separate the positive and negative sequences. A key advantage
of our proposed control framework is its ability to match the
performance of the DDSRF PLL during asymmetrical grid
faults, but without the need for an additional synchronous frame
or nonlinear dynamics. We accomplish this solely through the
use of the PR compensator in the q-axis controller.

As extensively explained in Section V-A2, asymmetric grid
faults manifest as second harmonic disturbances in the dq frame.
By integrating the PR controller, as specified in (52), into Kd

andKq
1 , we can significantly diminish the impact of this second

harmonic on both the output line current
→
ig and the dq rotating

angle θ. Furthermore, the effects of asymmetric distortion on dq
angle θ can be further mitigated by cascading a notch filter at
2ω0 with Kq

2 . In Fig. 13(b), we illustrate the Bode magnitude
plot for the components of the q-axis controller.

In this section, we compare our proposed control method
with the DDSRF PLL’s performance in three asymmetric fault
scenarios. This comparison includes the DDSRF PLL as detailed
in [40] incorporated with a second harmonic compensator and
an active virtual impedance damping with capacitor voltage
feedback (CVFB) similar to that given in [8]. These enhance-
ments are essential because, on its own, the DDSRF PLL lacks
the necessary closed-loop stability margins and loop gain for
stable functioning and efficient disturbance rejection of second
harmonic.

1) First Scenario: As shown in Fig. 13(a), two phases operate
at 0.5 per unit (p.u.), and the third phase operates at nominal
voltage. In this scenario, both our proposed method and the
enhanced DDSRF PLL (with virtual impedance and second
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harmonic compensator) successfully maintain a clean output line
current and a distortion-free dq rotating frequency, as shown in
Fig. 14(a).

2) Second Scenario: This involves the same voltage imbal-
ance as the first scenario, but with an additional fifth-order
harmonic distortion, as depicted in Fig. 13(b). Again, both our
method and the DDSRF PLL manage to maintain a clean rotating
frequency and effectively reject the second harmonic in the
output current. However, due to the absence of a fifth-order PR
compensator, some harmonic distortion remains in the output
current, see Fig. 14(b).

3) Third Scenario (Line-to-Ground Fault): In this situation,
one of the phases is directly connected to the ground, as shown
in Fig. 13(c). In Fig. 14, we observe that our methods again
successfully achieve a clean rotating frequency and a distortion-
free line current.

These comparisons underscore the effectiveness of our con-
trol method in addressing different types of asymmetric fault.
The results indicate that the performance of our E-GFL method
matches that of the DDSRF PLL, even when the DDSRF is
augmented with extra measures, such as virtual impedance active
damping for increased stability margin. Notably, our method
attains this level of performance without the need for an addi-
tional synchronous frame or nonlinear dynamics to separate the
positive and negative sequences.

D. Robust Stability Under Line Parameter Uncertainty

In Section IV-B, we outlined the conditions required for
robust stability when operating with uncertain, yet bounded,
line impedance. To confirm these conditions, as proposed in
Proposition 4.2, we examine the closed-loop performance and
stability for the following sets of uncertainties in line inductance
and resistance:

L ∈ ΠL = [1 mH, 3 mH], R ∈ ΠR = [1 mΩ, 200 mΩ].
(74)

Considering the uncertainty sets above and referring to (33), the
nominal parameters for control design are as follows: inductance
L0 = 1.5 mH, R0 = 225 mΩ, and λ0 = 150. Using these nom-
inal values along with the robust stability conditions outlined in
(35) and (36), we established the Robust Stability (RS) boundary,
depicted by the dashed line in Fig. 13(c). To ensure robust
stability, the magnitudes of the SISO sensitivities S̃d and S̃q must
remain below this RS boundary. We have successfully designed
a controller such that the 2-SISO sensitivities, as shown in
Fig. 13(c), stay within the confines of the RS boundary. Simula-
tions demonstrate that these controllers maintain stability as the
line impedance varies within the uncertainty set. In Fig. 15(a),
we present the current reference tracking performance and the
inverter frequency response when the step change of 0.2 p.u. is
applied to both d and q current set-points. This performance is
observed at the four extreme points of line impedance variation,
namely, the four possible combinations of the highest and lowest
values of line inductance and resistance.

To assess the robustness of our proposed E-GFL controller,
we compared it with a GFL inverter that uses standard PLL

Fig. 14. (a) Asymmetrical fault. (b) Asymmetrical fault with harmonic distor-
tion. (c) Line-to-ground fault. The uncompensated closed-loop response (orange
line) is provided for comparison.
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Fig. 15. (a) Proposed E-GFL approach demonstrates its current tracking
capabilities and rotating frame frequency response when faced with uncertainties
in line impedance. (b) Current tracking performance and frequency response of
CVFB+GCFB in face of line impedance uncertainty.

Fig. 16. Our control design successfully provides LVRT capability down to
30% of the nominal voltage value. However, as the voltage dips, the stability
margins decrease, which is evident from the increasing oscillations in the
system’s transient response.

structure, as shown in Fig. 1(a) and a combination of CVFB
and GCFB [8] for active damping and stabilization. For fair-
ness in comparison, we used the same nominal line values
L0, R0, and λ0 to adjust the control design parameters in both
setups. The results are shown in Fig. 15(b), which reveal that the
CVFB+GCFB approach performs comparably to the E-GFL at
a lower inductance value of L = 1 mH. However, it is observed
that the GFL inverter approaches the brink of instability when the
inductance reaches approximately 2.3 mH. This finding implies
that our proposed method provides a better margin of robustness.
Specifically, the closed loop can sustain stability across a range
of line inductances approximately 1.5 times greater than that
managed by the CVFB+GCFB method. This factor is calculated
as (3 mH − 1 mH)/(2.3 mH − 1 mH) ≈ 1.5.

E. Low-Voltage Performance

During peak power demand, the grid may undergo substantial
voltage dips. Such voltage sags can inadvertently cause the GFL
inverters to disconnect, triggering a chain reaction in which the
DERs are progressively cutoff from the grid. This can worsen
the situation by further destabilizing the power balance and
deepening the voltage drop. Therefore, it is crucial for GFL
inverters to have LVRT capability. Our proposed control design
successfully achieves LVRT, maintaining operation even when
the grid voltage falls to as low as 30% of its nominal value.
Fig. 16 illustrates how the proposed controller performs at three
different levels of voltage drop. As the voltage dip intensifies, the
transient response of the closed-loop system becomes increas-
ingly oscillatory. It is also important to note that the proposed
controller starts to lose stability when the voltage drops close to
25% or less of its nominal value.

VIII. CONCLUSION

We presented a novel and comprehensive framework for GFL
control that exploits the algebraic structure of the MIMO line
dynamics and captures the effect of coupled dynamics on the
stability and performance of the closed loop. The proposed
framework embeds the inverter dynamics in the feedback con-
troller and links different performance criteria, such as reference
tracking, synchronization, harmonic attenuation, and filter res-
onance. In future work, we will extend the proposed framework
to GFM inverters to accommodate a seamless transition between
the GFL and GFM modes of operation.

APPENDIX

Proposition 3.1: The inverter voltage
→
vc is controllable and

is part of
→
u. The grid voltage

→
vg is not controllable or even

measurable. However, in the dq frame we have

→
vg =

[
vdg
vqg

]
=

[
‖vg‖ cos(δ)
‖vg‖ sin(δ)

]
=

[
‖vg‖
‖vg‖δ

]
+O(δ2) (75)

where δ = θg − θ is the angle between the grid voltage phasor
and the rotating frame, as shown in Fig. 2(b). vqg depends on
the orientation of the rotating frame through δ, while vdg is
close to the magnitude of the grid voltage and is independent
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of the rotating frame. We exploit dependence on orientation and
the small angle approximation O(δ2) ≈ 0 to rewrite vqg as

vqg = ‖vg‖δ = ‖vg‖
∫

(θ̇g − ω0) dt︸ ︷︷ ︸
dq

−‖vg‖
∫
(θ̇ − ω0) dt︸ ︷︷ ︸
uθ

(76)
splitting vqg into disturbance dq and manipulated variable uθ.
However, since we do not have the measurement of vg, we
approximate it by v0 in calculating uθ. �

Proposition 3.2: (a) Note that

S = (I2 + G̃LK)-1(I2 + E(I2 − S̃))-1. (77)

By definition, we replace E with (Γ-1 − I2) in (77) and factor
out Γ-1 to get (18). �

(b) Replace the sensitivity factorization (18) into (13), and
(14). (c) We use the Neumann series to get

Xc = (I2 + (Γ− I2)S̃)
-1 = I2 +

∞∑
n=1

(−(Γ− I2)S̃)
n.

Hence, ‖Xc − I2‖ satisfies the following bound:

‖Xc − I2‖2 ≤
∞∑

n=1

(
‖Γ (jω)− I2‖‖S̃ (jω) ‖2

)n
= ε(ω)

1−ε(ω) .

�
Proposition 4.1: BothGL andK are stable transfer functions

(we only consider stable controllers); hence, the closed loop in
Fig. 3 is internally stable if and only if S is stable. Stability
of S̃ and Xc in (20) guarantees the stability of S (Γ is always
stable). The first condition assumes stability of S̃, and the second
condition provides the following spectral radius upper bound
ρ((Γ(jω)− I2)S̃(jω)) ≤ ε(ω) < 1 ∀ω, which is the sufficient
condition for stability of Xc. �

Proposition 4.2: (a) We have G̃L0 ∈ ΠG. Therefore, if S̃0 in
(34) is unstable, then there is at least one plant in the set ΠG that
leads to instability and violates the RS condition.

(b) We can ensure robust stability if conditions (a) and (b)
of Proposition 4.1 are satisfied for all perturbed SISO plants
G̃Lp ∈ ΠG. To fulfill condition (a), note that the sensitivity for
an arbitrary G̃Lp ∈ ΠG is

S̃p = (I2 +KG̃Lp)
-1.

We can always represent S̃p for any G̃Lp ∈ ΠG in terms of the
nominal plant G̃L0 in (32) as

S̃p =

(
I2 +KG̃L0

1 + Δ1W1

1 + Δ2W2

)-1

(78)

where (1 + Δ1W1) represents the uncertainty in zeros of the
plant and (1 + Δ2W2) expresses the uncertainty in poles of
the plant. The transfer functions Δ1(s) and Δ2(s) represent
the norm-bounded complex perturbations that satisfy

‖Δ1(jω)‖∞ ≤ 1, ‖Δ2(jω)‖∞ ≤ 1.

and the uncertainty weights W1(s) and W2(s) for the set of
perturbed plants ΠG are any transfer functions that satisfy

‖W1(jω)‖2 ≥ max
λ∈Πλ

L∈ΠL

{∥∥∥ (jω+λ)/L−(jω+λ0)/L0

(jω+λ0)/L0

∥∥∥
2

}
∀ω

‖W2(jω)‖2 ≥ max
λ∈Πλ

{∥∥∥ (2λjω+λ2)−(2λ0jω+λ2
0)

2λ0jω+λ2
0+ω2

0−ω2

∥∥∥
2

}
∀ω. (79)

Based on robust control theory [42], the perturbed SISO sensi-
tivity S̃p is stable for all G̃Lp ∈ ΠG if

‖S̃0W2‖2 + ‖(I2 − S̃0)W1‖2 < 1 ∀ω (80)

where S̃0 is the nominal sensitivity in (32), and W1 and W2 are
any transfer functions that satisfy (79). Although the choices
for W1 and W2 in (79) are not unique, our proposed weights in
(37) and (38) lead to a less conservative robust stability bound
in (80). Finally, we use the following approximation to further
simplify the RS condition in (80):

I2 − S̃0≈ ωbw

s+ ωbw
=W3 −→ ‖S̃0W2‖2<1− ‖W1W3‖2 ∀ω.

Therefore, satisfying (35) guarantees that condition (a) of Propo-
sition 4.1 holds for all perturbed line dynamics.

Now, to ensure that condition (b) of Proposition 4.1 is met
for every perturbed plant G̃Lp ∈ ΠG, we start by noting two key
points. Initially, it is important to recognize that the bound in
(28) is exclusively dependent on the parameter λ. Furthermore,
for any given λ ∈ Πλ we have∥∥∥(ω + jλmin)

2 − ω2
0

∥∥∥
2

ω0

√
(ω + ω0)

2 + λ2
min

<

∥∥∥(ω + jλ)2 − ω2
0

∥∥∥
2

ω0

√
(ω + ω0)

2 + λ2

∀ω. (81)

Therefore, the most restrictive or the smallest lower bound is
associated with the case of λmin, as shown in Fig. 4(a). Conse-
quently, if the bound specified in (28) is satisfied for λmin, it will
inherently be satisfied for all other potential values of λ within
the set Πλ.

Proposition 4.3: (a) We achieve zero steady-state error iff the
final value condition lims→0 S̃

→
ws = 0 in (40) is satisfied. We can

rewrite the final value condition as

lim
s→0

(
S̃Γ
[
id0 iq0

]�
+ v0S̃G̃L

[
1 Δωg/s

]�)
= 0 (82)

where we used the disturbance type from (12) and assumed

constant reference
→
i0. It is fairly easy to validate that (82) holds

only under the given proposition. �
(b) We achieve synchronization or vqc = 0 iff the final value

condition lims→0[0 K
q
1 ]S̃

→
ws = 0 in (40) is satisfied. We can

rewrite the final value condition as

lim
s→0

[
0 Kq

1 S̃
q
](

Γ[id0 iq0]
� + v0G̃L

[
1 Δωg/s

]�)
= 0.

(83)

Summoning the definition of S̃q, (83) is satisfied if and only if
Kq

1/K
q
2 has at least two zeros at the origin. �
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(c) Based on (27), we have

‖
→
ê (jω)‖2 ≤ ‖S̃Γ‖2‖

→
î0(jω)‖2 + ‖S̃G̃L‖2‖

→
d̂(jω)‖2 ∀ω.

(84)

Therefore, the attenuation effect of the proposed closed loop on
the input set-point and grid disturbance is

‖
→
ê(jω)‖2

‖
→
î0(jω)‖2

≤ ‖S̃(jω)Γ(jω)‖2, ‖
→
ê(jω)‖2

‖
→
d̂(jω)‖2

≤ ‖S̃(jω)G̃L(jω)‖2.
(85)

Within the control bandwidth, we have S̃Γ ≈ 1/KGL and
S̃G̃L ≈ 1/K, therefore

‖
→
ê (jω)‖2

‖
→
î0(jω)‖2

≤ 1

‖K(jω)GL(jω)‖2 ,
‖
→
ê (jω)‖2

‖
→
d̂(jω)‖2

≤ 1

‖K(jω)‖2 .

(86)

The above equation completes the proof. �
Proposition 4.4: ûθ = [0 Kq

2 ]
→
e , and therefore, using (27)

ûθ =
[
0 Kq

2

]
S̃

(
Γ
→
î0 + G̃L

→
d̂

)
, and T̃ q

θ = Kq
2G̃LS̃

q.

(87)
Finally, based on Proposition (4.3), Kq

2 mostly includes at least
two integrators while Kq

1/K
q
2 has at least two zeros. Therefore,

limω→0 T̃
q
θ (jω) = 1 . Moreover,Kq

2 is proper and G̃L is strictly
proper, hence T̃ q

θ rolls off at high frequency, making it a low-pass
filter with unity dc gain. �

Proposition 5.1: The nominal sensitivity S̃ is stable with no
right half-plane (RHP) zeros; moreover, G̃LK is of the relative
degree of at least two. Hence, as a direct application of Bode’s
sensitivity integral, we have∫ ∞

0

ln |S̃ (jω) |dω = 0. (88)

We split (88) into three distinct integrals over the frequency
range, as shown in Fig. 6, and rewrite it as∣∣∣∣∫ ωB

0

ln |S̃|dω
∣∣∣∣ = ∫ ωT

ωB

ln |S̃|dω +

∫ ∞

ωT

ln |S̃|dω. (89)

Both of the integrals on the right-hand side are positive, finite,
and bounded∫ ωT

ωB

ln |S̃|dω ≤ (ωT − ωB) lnMs,

∫ ∞

ωT

ln |S̃|dω ≤ 3

4
ωT

(90)

where the first bound follows from the definition of Ms and the
second is based on the condition in (55). A detailed proof of the
second inequality is given in [44]. We derive (53) by replacing
(90) with (89). �
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