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GUEST EDITORS’ INTRODUCTION

Trusting the Internet 
of Things

Irena Bojanova and Jeffrey Voas, NIST

T
he Internet of Things (IoT) is a technol-
ogy revolution. It is expected to affect 
everything from healthcare delivery, to 
how food is produced, to how we work, 

to all forms of transportation and communica-
tion, and to virtually all forms of automation. 
With that said, the IoT will impact everyone, and 
in multiple ways. With a technology advance with 
such large effects on society, it is imperative that 
IoT-based systems can be trusted. This means 
that they should exhibit some level of secure, re-
liable, and private behaviors, as well as other at-
tributes generally associated with quality.

Challenges Facing the IoT
The above-mentioned desirable behaviors are 
not new to the IoT—they have been around for 
previous generations of IT and physical systems 
for decades. Here, we highlight eight key dif-
ferences between former IT systems and future 
IoT systems. Previous IT systems benefited from 
having fewer of the following concerns.

No Actionable and Universally  
Accepted Definition
What is the IoT? It would be easier to address 
trust-related issues in the IoT if we all agreed as 
to what it is. IT systems such as cloud computing 
were around for years before achieving a “gener-
ally agreed upon” definition.1 The IoT is likely to 
follow the same path, but in the meantime, it will 
be defined by de facto standards and interpreta-
tions. This is simply the result of a vacuum that 
gets filled only by such de facto interpretations.

Large Scalability
Because of the important role that sensors play 
in the IoT, their large number—as data gen-
erators into a system—can quickly overwhelm 
the ability of a network of things to handle the 
workflow and dataflow needed to achieve sys-
tem goals. The IoT will likely be a strong pro-
vider of so-called big data. The bottom line 
here is that data and information overload is 
not a recipe for improving trust.
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Large Heterogeneity
Because things in a system can be acquired from 
many different vendors of differing integrity and 
reliability, a potential system can have many piec-
es and parts connected that would not have been 
imaginable had the supply of things come from a 
smaller vendor pool. Supply chain issues, coun-
terfeit parts, and a real lack of understanding of 
“thing pedigree,” along with high heterogeneity, 
become IoT trust concerns.

Lack of Ownership  
and Component Control
Not all things in a system can be under your con-
trol. You might use a public cloud, a commercial 
Internet and wireless provider, and numerous 
third-party components. You might lease data 
from other providers that own the sensors that 
create the data. In short, you might have a system 
of things for which you have near zero control 
except for the system’s architecture, if even that.

Few Rules on Composability  
and Interoperability
This is a byproduct of the first four concerns. 
Consider a simple example—you have fish A in 
a saltwater aquarium and fish B in a freshwater 
aquarium. You mix both aquariums into a new 
one. What will happen? The answer is twofold: 
whether the two fish will get along (for example, 
not kill each other) and whether the new hybrid 
(brackish) water will allow them to survive. This 
highlights the heterogeneity of the two water en-
vironments along with the interoperability (mali-
ciousness or lack thereof) of the fish. This simple 
example showcases why trust concerns, under 
suspect environmental composability expecta-
tions, cannot be discounted.

Little Regulatory Oversight  
and Governance
For systems deemed safety-critical, oversight 
and governance is expected, accepted, and un-
derstood. Such systems are expensive and slow 
to create. There will likely be different verti-
cal domains and criticality domains in which 
the IoT can be used: consumer grade, military 
grade, industrial grade (the Industrial Internet), 
classified networks, and so on. Those involved 
in policy, governance, and regulation, includ-
ing nongovernmental organizations (NGOs) and 

standards organizations, have yet to step up to 
the challenge here. What challenge? Well, defin-
ing the IoT would be a start. Understanding how 
regulation and governance fit into these different 
grades will be a challenge for all users, given the 
previous concerns we’ve discussed.

Lack of Standards and Certification
Building standards takes years, and the IoT com-
munity is far more likely to wind up with de facto 
standards than prescriptive standards. The same 
holds for certification—we are more likely to wind 
up with a catalogue of a few products that become 
“gold standards” due to their rapid overtaking of 
market share than products that might have been 
certified in a traditional manner but delayed in 
market delivery. Those involved in policy, gover-
nance, and regulation, including NGOs and stan-
dards organizations, have yet to step up to the 
challenge here. This trust concern relates to the 
aforementioned lack of oversight and governance.

Lack of Specific and Appropriate  
Testing Approaches
Given the first six concerns we describe, where 
do we begin when talking about appropriate ways 
to test things and systems of things? The notion 
of agile programming and producing products 
quickly to meet market demand or beat competi-
tors to the market compromises trust. Systems 
take time to test. There is no agreed-upon notion 
of how to test networks of things.

(More information on these trust concerns and 
others is available in prior work.2)

Forces Acting on the IoT
In addition to the eight concerns we’ve listed, 
we believe there are three significant additional 
forces at work here that play a significant role in 
determining the trustworthiness of IoT-based 
systems.

The first is speed.3 The speed at which compu-
tations and data generation can occur in a system 
of things is increasing rapidly. This speed affects 
the systems’ ability to log and audit these trans-
actions in a manner that makes forensics and re-
covery from faults and failures less likely.4 That 
is, there are fewer ways to “put on the brakes,” 
undo incorrect computations, and fix internal 
and external data anomalies. Computing faster 
to the wrong outcome offers no trust.
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The second force is data and information 
overload. Do you remember years ago when you 
could ask colleagues if they had read a recent pa-
per and they said “yes”? Today, we are all bom-
barded with publications and blogs nonstop, and 
that answer is more likely “no” because your col-
leagues probably read different content than you 
did. The idea of seemingly limitless sensors and 
the data associated with them lends itself to an 
inability to take the time necessary to weed out 
corrupt data and then perform data analytics on 
sound data. The recent advent of the term “fake 
news” applies here. If you are performing analyt-
ics or computations on corrupt data, trust is a 
foolish expectation.

Finally, the third force is autonomy, robot-
ics, and artificial intelligence (AI). Most agree 
that we might have reached the point at which 
AI has finally come into its own. Many promises 
were made back in the 1980s about AI that did 
not come true then, but now with the computing 
power of clouds and the refinement of machine 
learning and other AI algorithms, AI is becom-
ing a key player in automation, robotics, and the 
Industrial Internet. But how do you trust the al-
gorithms? Must you be a quant to do so? This is 
a terrific question for research.

In This Issue
The three forces and eight concerns we’ve dis-
cussed create a perfect storm against achieving 
trust in the IoT. Now, having given you our opin-
ion on some of the trust challenges, we turn our 
focus to introducing you to the three articles se-
lected for this special issue to see what our au-
thors think are key trust issues in the IoT.

Cybersecurity risk assessment approaches pro-
vide a platform for better protection against per-
tinent risks. In “Security Risk Assessment in 
Internet of Things Systems,” Jason R.C. Nurse, 
Sadie Creese, and David De Roure from the Uni-
versity of Oxford, UK, argue about the need for 
new approaches to assess risk and build trust as 
the complexity, pervasiveness, and automation of 
technology systems increases, particularly with the 
IoT. New risks could be arising in this ecosystem 
related to the high degrees of connectivity present 
or the coupling of digital, cyber-physical, and so-
cial systems. The article seeks to make a case for 
new methodologies to assess risk in this context 
that consider the dynamics and uniqueness of the 

IoT while maintaining the rigor of best practice in 
risk assessment. The authors discuss the current 
cybersecurity risk assessment paradigm, the rel-
evant dynamics of the IoT, where current risk as-
sessment methods fail in the IoT, and the need for 
new approaches to assess IoT system risk.

Authentication and authorization are essential 
parts of basic security processes. In “Authen-
tication and Authorization for the Internet of 
Things,” Hokeun Kim and Edward A. Lee from 
the University of California, Berkeley, remind us 
that these processes are sorely needed in the IoT. 
Their article focuses on how the emergence of 
edge computing (fog computing) creates new op-
portunities for security and trust management in 
the IoT. The authors discuss IoT security chal-
lenges and ways of building trust in networked 
systems, and introduce a network architecture 
using local authentication and authorization 
entities. They also examine the challenges for a 
more secure authorization infrastructure.

The IoT should support the demanding smart 
systems of the 21st century, such as smart cities, 
smart transportation, smart healthcare, and the 
smart power grid. In “Security and Privacy for 
a Green Internet of Things,” Ted H. Szymanski 
from McMaster University, Canada, presents an 
approach to achieving exceptional performance, 
cybersecurity, and privacy in an Industrial- 
Tactile IoT, in datacenters, and in green cloud 
computing systems. Deterministic communi-
cations, a software-defined networking (SDN) 
control plane, and lightweight layer-2 encryption 
are combined to achieve various benefits. These 
include an SDN control plane that embeds mil-
lions of deterministic virtual networks in layer 
2; the removal of congestion, interference, and 
denial-of-service (DOS) attacks and targeted 
cyberattacks in layer 2; the detection within 
microseconds of unauthorized packets from a 
cyberattacker in layer 2; the reduction of IoT de-
lays to the speed of light; and the achievement 
of exceptional privacy using lightweight encryp-
tion with long keys. The author has developed a 
field-programmable gate array hardware testbed 
to illustrate these concepts.

I n summary, systems composed from things 
with no verifiable trust certainly make argu-
ments of achieved system-level trust difficult 
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to defend. In many cases, we will be reduced 
to alternatives such as predictive methods that 
attempt to quantify confidence levels in trust. 
These confidence levels can be created using a 
variety of evidence, such as from testing or even 
qualitative methods. While there are those who 
champion formal methods, we wonder whether 
formal methods will become practical enough to 
be employed for IoT-based systems. We hope you 
enjoy this theme issue. And as always, we appre-
ciate feedback from the readers and suggestions 
for other topics related to trust and the IoT that 
might turn into future theme issues of IT Pro.�
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