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ABSTRACT Variability-intensive systems are software systems in which variability management is a core
activity. Examples of variability-intensive systems are the web content management system Drupal, the
Linux kernel, and the Linux Debian distributions. Feature models have been considered valuable tools for
modeling variability-intensive systems for more than 30 years, and their automated analysis is a thriving,
motivating, and active research area. In 2010, Benavides et al. published the survey results of the first 20 years
of Automated Analysis of Feature Model AAFM solutions. At that time, mainly sequential computing
solutions exist. The product configuration of feature models represents a relevant operation demanding
efficient automated solutions, which are now possible for assisting the feature model product configuration,
such as minimal conflict detection, diagnosis, and product completion. The two main goals of this article
are the following: First, to review the fundaments of product configuration of feature models. Second,
to assess the functionality and computing performance of commonly used AAFM solutions for minimal
conflict detection, minimal diagnosis, and the minimal completion of partial product configuration and the
approaches. This article summarizes research opportunities for developing new and more efficient solutions
for conflict detection, diagnosis, and product completion of large-scale configurations.

INDEX TERMS Feature model, product configuration, AAFM solutions, conflict detection, diagnosis,
product completion.

I. INTRODUCTION
Variability-Intensive Systems (VIS) are software systems
in which variability management and the product con-
figuration are core activity [1], [2]. Current examples of
variability-intensive systems are the Linux kernel, the Linux
Debian distributions, and the Android ecosystem.

Product configuration is the activity of designing a product
according to a set of requirements and configuration rules [1].
With further details, product configuration systems need
the knowledge base regarding the set of components and
combination rules and the customers’ requirements for
selecting product components (configuration) that match
their preferences [3]. A valid product configuration only
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depends on the selected features in a consistent knowledge
base scenario; that is, each valid product results from the
composition of component type instances that respect the
set of defined combination rules [4]. Figure 1 shows a
motivating scenario of product configuration for updating
the set of installed packages in the Ubuntu Xenial operating
system [5]. In this example, all the packages for installing and
their dependencies represent the consistent knowledge base,
and already installed and selected for installing packages
correspond to the desired product requirements. Hence, after
selecting a package for installation, such as a dropbox plugin,
that package requires installing additional packages to respect
dependency rules.

Product configuration systems require systematically man-
aging all features and composition rules to analyze the feature

134318 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 10, 2022

https://orcid.org/0000-0002-1600-3447
https://orcid.org/0000-0001-8580-8743
https://orcid.org/0000-0001-8131-1780
https://orcid.org/0000-0001-5399-6620
https://orcid.org/0000-0002-9158-136X


C. Vidal-Silva et al.: Exploring Functionality and Efficiency of Feature Model Product Configuration Solutions

FIGURE 1. Example of the packages configuration in the Ubuntu Xenial OS [1].

selection for desired products. Variability Models (VMs)
permit describing the different relationships and configu-
ration options for the variability management of software
systems in software engineering. Different VMs exist, such
as Feature Models (FMs) and Orthogonal Variability Models
(OVMs). FMs permit representing functional commonalities
and variabilities of software systems [6], whereas OVMs
permit describing the variant parts of the base model of
systems [7]. Kang et al. [8] introduced FMs as part of the
FODA (Feature-Oriented Domain Analysis) method, and
they became the most used VM in the SPL community
afterwards.

An FM defines a set of features and their relationships for
defining valid feature combinations or products, that is, sets
of features that respect the FM’s defined relationships. Such
as Apel et al. [9] remark, FM permits representing all the
products of an SPL. An FM organizes in a tree-like structure
that starts at the root feature that identifies the SPL and from
which tree branches of features emerge. We can then define
a product in terms of the set of features that compose it, and
each feature describes an increment of functionality in the
products containing that feature [10]. An FM supports binary
and set relationships between parent and child features and
cross-tree relationships to symbolize dependencies between
features. Figure 2 shows an FM for describing an operating
system SPL and a valid configuration of it (the grey-coloured
features). Figure 3 shows the same FM along with a non-valid
configuration of it.

A. PROBLEM STATEMENT, GOAL AND CONTRIBUTIONS
Product configuration permits assisting the mass customiza-
tion production [4]. Variability-Intensive Systems (VIS)
follow mass customization in software engineering by
addressing variability in the software development process
phases. Because VIS users expect that software products
can adapt to their needs, the management of the users’
requirements variability in VIS represents an important
activity for those systems [11]. Research works concerning
managing the variability of VIS already exist in the literature,
such as in the Linux operating system [12], [13], the
Debian-based distributions of Linux [14], with the Android
mobile system [15], and with the content management
framework Drupal [16]. Those works use variability models
for representing and analyzing VIS.

Software Product Line (SPL) is a case of VIS that sys-
tematically manages commonalities and variabilities for the
configuration of software products [9]. SPL defines domain
engineering as analyzing and developing reusable common
and variable functionalities (features) in the products’ domain
and applying engineering to produce customized products
regarding user feature selection. Defining valid configuration
in SPL is a complex task for the growing complexity of
the configuration knowledge base [15]. When the users’
feature selection conflicts with consistent configuration
knowledge bases, identifying those issues to solve them is
necessary. Such as Benavides et al. [6] remark, the manual
analysis of variability models, such as FMs, are error-prone
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FIGURE 2. Feature model with a valid configuration example [1].

and time-consuming tasks mainly for their increasing size.
For example, variability and configuration models for
Debian-based distributions describe around twenty-eight
thousand variability points [14], and manually analyzing
those models without mistakes is impractical. Mechanisms
for the Automated Analysis of Feature Models (AAFM) [6]
are a solution to face those issues.

A set of features in an FM is called a configuration,
and each software variant in an FM identifies a valid
configuration or product [17]. FMs permit organizing the
configuration space to facilitate the construction of soft-
ware variants by describing configuration options using
interdependent features or functionalities. Hence, AAFM
operations for assisting the obtention of conflict-free FMs and
configurations are high-value tasks. Nonetheless, existing
Automated Analysis of Feature Model operations usually
follow a sequential computing approach and cannot scale
to work on large-scale and high-variability models. Various
algorithms and solutions applicable for the AAFM exist in
the literature, such as QuickXPlain [18], FastDiag [19] to
detect a minimal conflict and minimal-preferred diagnosis
in a set of constraints in conflict, respectively, and solutions
for the completion of partial products. Concerning the
completion of products, defining and accomplishing all
users’ requirements for configuring large-scale systems is
a tedious and complex task, and non-efficient solutions
exist to assist in completing partial configurations. Those
solutions cannot use additional computing resources for
their sequential computing nature, such as multiple cores or
network technologies for parallel and distributed computing.
Next, we describe those operations in more detail.
• Minimal conflict set. For a consistent FM that we
can define as a set of constraints, a non-consistent
configuration violates those constraints. The features
model of Figure 2 exemplifies a consistent configura-
tion; that is, this configuration does not violate the FM
constraints. For that FM and configuration, if feature

gnuchess were also selected, the resulting configuration
would be non-consistent because a conflict exists
between features gnuchess and glchess. In this example,
{gnuchess, glchess} is a Minimal Conflict Set (MCS)
because we cannot find a subset of it that results being a
conflict set. Such as [19] remark, we can solve an MCS
by merely deleting one of its constraints. After finding
and solving all the MCS instances, the configuration is
valid (conflicts-free).
The functioning of QuickXPlain uses the consistency
check over constraint sets, a costly action, as a primary
step to achieve its main purpose: to identify a preferred
MCS. The QuickXPlain algorithm efficiently finds
preferred MCS regarding the order of the constraints
definition. The application of QuickXPlain for the
conflict analysis of large-scale FMs such as the Android
mobile operating system [15], the Linux kernel [12], and
the Linux distributions like Debian [14] are examples
of computationally expensive tasks. That occurs mainly
for the sequential nature of QuickXPlain and the high
demand for computing resources such as the execution
time and memory space to work with large-scale
models.

• Minimal diagnosis. Given the constraints of a consistent
FM and a non-consistent configuration that violates the
FM constraints, a diagnosis is the set of constraints that
permit a consistent configuration after removing those
constraints. For the consistent configuration of Figure 3
after selecting the feature gnuchess, we know that
{gnuchess, glchess} is a Minimal Conflict Set (MCS).
Then, either deleting gnuchess or glchess, we can obtain
a valid configuration (conflict-free); that is, gnuchess
and glchess are examples of diagnosis.
The functioning of FastDiag uses the consistency check
over constraint sets, a costly action, as a primary step
to achieve its main purpose: to identify a preferred and
minimal diagnosis. The FastDiag algorithm efficiently
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FIGURE 3. Feature model with a non-valid configuration example [1].

finds a preferred-minimal diagnosis regarding the order
of the constraints definition. The application of this
algorithm for the diagnosis analysis of large-scale FMs
such as the Android mobile operating system [15],
the Linux kernel [12], and distributions of Linux like
Debian [14] result in computationally expensive tasks.
That occurs mainly for the sequential nature of FastDiag
and the high demand for computing resources such as the
execution time and memory space to work with large-
scale models.

• Minimal completion of products. Achieving valid con-
figurations in large-scale FMs is a time-demanding and
complex task. Currently, reasoning tools usually part of
the AAFM process permit solving that issue.

Developing FM product configurations without conflicts
requires identifying each conflict and the necessary steps
to solve or diagnose them. Hence, conflict detection and
diagnosis are essential operations for getting conflict-free
models. Completing a product configuration of FM by
hand also represents an error-prone and time-consuming
task. Solutions for those tasks to work efficiently on
large-scale models represent high-value tasks nowadays.
Because AAFM solutions for the conflict detection, diagno-
sis, and completion of products already exist, the main goal
of this article is to review the functionality and computing
cost of existing AAFM solutions for assisting the product
configuration on large-scale models. Benavides et al. [6] in
2010 presented a Systematic Literature Review (SLR) about
FM and AAFM operations. Different AAFM proposals exist
with the use of various formal approaches such as CSP, SAT,
and BDD solvers [7]. The main contributions of this article
are:

• To analyze the functionality and computing performance
of commonly usedAAFM solutions for minimal conflict
detection, minimal diagnosis, and the minimal comple-
tion of partial product configuration.

• To describe a computing approach that can improve the
performance of AAFM solutions.

This article summarizes PhD research studies of the first
author to highlights research opportunities for developing
new and more efficient solutions for the conflict detection,
diagnosis and product completion of large-scale configu-
rations. The rest of this paper is organized as follows.
Section II describes and exemplifies the use of FMs.
Section III describe the Automated Analysis of Feature
Model (AAFM) and the product configuration processes.
That section also details the conflict detection, diagnosis
and product completion operations and existing solutions for
those purposes. Section IV presents practical results of the
analyzed solutions for the product configuration and partial
completion for a test set. Section VI details a few practical
issues of our research. The paper concludes by summarizing
the benefits of our academic experience and detailing the
motivation for continuing with it in the current and future
years.

II. BACKGROUND
A feature model is an information model that permits
representing the variant flexibility and maintainability for
systems’ variability, and configuration [20]. A feature is an
abstraction of a prominent or distinctive user-visible aspect,
requirement, quality, or functional characteristic of a family
of software systems [6], [21], [22], that is, each feature
constitutes a user-visible configuration option of the problem
domain [23]. An FM is a tree-like structure commonly used
to represent common and variable functionalities (features)
and their relationships to the configuration of products in a
Software Product Line (SPL) [8]. Kang et al. [8] introduced
FMs in the FODA (Feature-Oriented Domain Analysis)
method, and they are the ‘‘de facto’’ standard for describing
common and variable features in system families [24], [25]
regardless of their size because FMs facilitate the software
reuse [26].
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An FM starts with the root feature. Each successively
deeper level in the FM corresponds to a more fine-grained
configuration option for product-line variants. Features are
nodes of that tree, and their relationships are the edges
(relationships and constraints) between features [27]. The
relationships among features are of two types: structural
relationships between a parent and its child features and
cross-tree or cross-hierarchy constraints [4], [6]. FMs repre-
sent an effective communication medium between customers
and developers of SPLs [28]. Such as the work of Benavides
et al. describe [6], different FM dialects exist nowadays such
as basic FMs models [4], [10], cardinality based FMs [29],
[30] and extended FMs using feature attributes [31], [32].

1) BASIC FEATURE MODELS
A basic FM support two types of relationships between
features: structural relationships between parents and their
child features and cross-tree constraints [4], [6]. Thus, each
non-root feature has a parent feature and is either part of a
group or not [33]. The next lines describe each type of FM
relationship.
• Structural relationships between parents and their child
features:
– Mandatory: A mandatory relationship states that a

parent feature requires its child. The top-left figure
of Table 1 shows the graphic representation of a
mandatory relationship between a parent feature
and a child feature.

– Optional: An optional relationship states that a child
feature may be or not be present (its parent feature
does not require it). The top-right figure of Table 1
illustrates an optional relationship between a parent
feature and a child feature.

– Set: A defined number of features of a set of
children’s features (sub-features) are selectable for
products when their parent is selected. A cardinality
relation [x, y] gives this number of features for x
<= y and y<= number of child features in the set.
Two cases are XOR (alternative) and Or (inclusive)
sets.
∗ Inclusive Or: At least one child’s features must

be present. The cardinality relation is [1, n]
in this case (n corresponds to the number of
child features). The middle-left figure of Table 1
illustrates an inclusive relationship between a
parent feature and a set of children’s features.
The middle-right figure of Table 1 illustrates an
alternative relationship between a parent feature
and a set of children’s features.

∗ Alternative XOR: Only one child feature must
be present. The associated cardinality relation is
[1, 1] in this case.

• Cross-Tree Constraints.
– Requires: For two features A and B, if A requires

B, then A’s presence implies the presence of B
in a product. The bottom-left figure of Table 1

TABLE 1. Feature model relations.

illustrates a required cross-tree constraint relation-
ship between a source feature A and a target
feature B.

– Excludes: For two features, A and B, if A excludes
B, then A and B cannot be present in the same prod-
uct. The bottom-right figure of Table 1 illustrates an
excludes cross-tree constraint relationship between
features A and B.

Such as Benavides et al. [6] indicate that more complex
cross-tree relationships exist in the literature to define
constraints in the form of generic propositional formulas such
as ‘‘A and not B implies C’’.

Figure 1 illustrates a valid configuration for the FM of
the Debian operating system: nodes represent the features of
the model (i.e., selectable packages to install) and edges are
the constraints between features (e.g., packages that require
the installation of other packages). In this example, we can
observe that packages texteditor, bash and gui are mandatory
(i.e., they must be always included in any Debian configu-
ration) whereas the package games is optional. We can also
observed that textditor requires at least one of the packages vi,
gedit or openoffice. Likewise, feature gui requires at least one
of gnome or kde. In the case of the package games, we observe
that it requires either gnuchess or glchess, but only one, non
both. Similarly, the package openoffice.org-1 requires either
version openoffice.org-1.1 or openoffice.org-1.2. Finally,
we observe that openoffice.org-1 strictly requires the instal-
lation of gnome. Hence, the selection of features {Debian,
texteditor, vi, gedit, openoffice, openoffice-1, bash, gui,
gnome, kde, game, glchess} exemplifies a valid product.
Figure 2 illustrates a non-valid configuration for the FM
of the Debian operating system: the selection of features
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{Debian, texteditor, vi, gedit, openoffice, openoffice-1, bash,
gui, kde, game, gnuchess, glchess} exemplifies a non-valid
configuration that does not respect the requires cross-tree
constraint between the option openoffice.org-1 and gnome
(only the first option is selected), and gnuchess and glchess
are selected for the option game when only one feature must
be selected (game represents an alternative set of features).
The application and analysis of FMs is a common approach

to performing analysis tasks. Benavides et al. [6] mention
that the manual analysis of FMs is a time-demanding and
error-prone activity, and the Automated Analysis of Feature
Models (AAFM) process permits solving those issues. The
AAFM process starts by translating the FM and additional
information, such as global restrictions, into a logical set
of constraints. Afterwards, queries can proceed with the
translated model using an off-the-shelf solver and other
tools such as programming solutions, thus obtaining analysis
results [34]. Figure 4 illustrates the AAFM process.

Such as Galindo et al. [34] summarize, six different
variability facets exist where the AAFM is currently applied:
i) product configuration and derivation; ii) testing and
evolution; iii) reverse engineering; iv) multi-model variability-
analysis; v) variability modelling, and; vi) variability-
intensive systems. The first AAFM application results in the
most traditional usage of automated analysis mechanisms.
This thesis aims to contribute to it.

Developing FM and product configurations without errors
or conflicts requires identifying each conflict and the
necessary steps to solve or diagnose them. Hence, conflict
detection and diagnosis are operations needed for getting
conflicts-free models. Completing a product configuration
of FM by hand also represents an error-prone and time-
consuming task. Solutions for those tasks to work efficiently
on large-scale models represent high-value tasks nowadays.
AAFM solutions for the conflict detection, diagnosis, and
completion of products already exist.

III. AUTOMATED ANALYSIS OF VARIABILITY-INTENSIVE
SYSTEMS
The development process of a Variability Intensive System
(VIS) considers identifying and representing the system’s
components and relationships among those components as
two core activities. The application and analysis of FMs
is a common approach to performing those analysis tasks.
Benavides et al. [6] mention that the manual analysis of
FMs is a time-demanding and error-prone activity, and the
Automated Analysis of Feature Models (AAFM) process
permits solving those issues. The AAFM process starts by
translating the FM and additional information, such as global
restrictions, into a logical set of constraints. Afterwards,
queries can proceed with the translated model using an
off-the-shelf solver and other tools such as programming
solutions, thus obtaining analysis results [34].

Such as Galindo et al. [34] summarize, six different
variability facets exist where the AAFM is currently applied:
i) product configuration and derivation; ii) testing and

evolution; iii) reverse engineering; iv) multi-model variability-
analysis; v) variability modelling, and; vi) variability-
intensive systems. The first AAFM application results in the
most traditional usage of automated analysis mechanisms.
This thesis aims to contribute to it.

Developing FM and product configurations without errors
or conflicts requires identifying each conflict and the
necessary steps to solve or diagnose them. Hence, conflict
detection and diagnosis are operations needed for getting
conflicts-free models. Completing a product configuration
of FM by hand also represents an error-prone and time-
consuming task. Solutions for those tasks to work efficiently
on large-scale models represent high-value tasks nowadays.
AAFM solutions for the conflict detection, diagnosis, and
completion of products already exist. The next sections
describe an existing algorithm for detectingMinimal Conflict
Sets (MCS), a current algorithm for detecting Minimal
Diagnosis (MD), and traditional approaches to complete
product configurations.

2) PRODUCT CONFIGURATION SOLUTIONS
a: MINIMAL CONFLICT SETS (MCS) DETECTION
An MCS of a system represents a minimal set of constraints
in conflict. For definition 1 [4], it is necessary to identify the
set of constraints B that represents a consistent background
knowledge and the set of constraints C that is the suspected
subject of a conflict search.
Definition 1: A set AC = B ∪ C = {c1, c2, . . . , cn}

represents the set of all constraints in the knowledge base;
that is, AC is the union of the consistent knowledge base B
and the suspicious set of constraints subject of conflict search
C. Then, a conflict CS = {ca, cb, . . . , cz} is a non-empty and
non-consistent subset of C. CS is minimal if¬∃ CS ′ such that
CS ′ ⊂ CS CS is preferred if the order of its constraints follow
a defined ranking of preferences.

For the FM of Figure 3, concerning definition 1, the
consistent base knowledge B is a formal definition of the FM,
that is, a logic representation of the set of features and their
relationships. We can detect conflict in the configuration of
products for that model. For the product configuration C =
{Debian, texteditor, bash, gui, game, vi, gedit, openoffice.org-
1, gnome, kde, glchess, openoffice.org-1}, the resulting
minimal conflict set is {} because C represents a consistent
configuration. For the product configuration C = {Debian,
texteditor, bash, gui, game, vi, gedit, openoffice.org-1, kde,
gnuchess, glchess, openoffice.org-1}, the resulting preferred
minimal conflict set is {openoffice.org-1, ¬gnome}}. The
next lines describe the QuickXPlain algorithm for efficiently
detecting preferred MCS.

QuickXPlain [18] is an efficient approach to determining
a minimal conflict set. QuickXPlain receives C as the set
of suspicious constraints with conflict and B as consistent
constraints of the background knowledge. Then, a conflict
does not exist if B ∪ C is consistent or C is empty.
On the other hand, QuickXPlain proceeds by returning the
results of the function QX . QX receives the parameters C
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FIGURE 4. Automated Analysis of Feature Models (AAFM) process [1].

Algorithm 1 QUICKXPLAIN(C,B) : CS
1: if CONSISTENT(B ∪ C) then
2: return(’no conflict’)
3: else if C = ∅ then
4: return(∅)
5: else
6: return(QX(C,B,∅))
7: end if

Algorithm 2 QX(C = {c1..cm},B,Bδ) : CS
1: if Bδ 6= ∅ and INCONSISTENT(B) then
2: return(∅)
3: end if
4: if C = {cα} then
5: return({cα})
6: end if
7: k = bm2 c
8: Ca← c1 . . . ck ;Cb← ck+1 . . . cm;
9: 12← QX(Ca,B ∪ Cb,Cb);

10: 11← QX(Cb,B ∪12,12);
11: return(11 ∪12)

(initially the complete set of constraints with conflict), B
(initially the knowledge base), and Bδ (initially empty) that
represents the last items added to B. Function QX follows a
divide-and-conquer approach for conflict detection. Hence,
Bδ corresponds to the set of constraints added for reviewing
the consistency of the knowledge base, and C is the set of
constraints to continue analyzing if the currentB is consistent.
Algorithms 1 and 2 show the pseudo-code of the functions of
QuickXPlain.

QuickXPlain permits determining one MCS per compu-
tation. Felfernig et al. [4] indicate that we need to update
adequately or delete one of the constraints of an MCS for

solving it, and, if the model is non-consistent yet, to apply
QuickXPlain and repeat the process. When the resulting
model is consistent, the updated constraints represent a
diagnosis or solution for the model. Table 2 shows the
tracking steps of a QuickXPlain application for the FM
configuration example of Figure 3. Column B represents
the consistent constraints of the base knowledge for the FM
definition, and column C is the set of selected features. The
final result represents a minimal conflict that we can solve
by adequately updating one of its constraints. In this case,
a solution is to update the state of ¬gnome.

3) MINIMAL DIAGNOSIS DETECTION
Identifying and solving conflicts one by one is necessary to
obtain a conflict-free model: we need to identify a conflict
first, adapt (update or eliminate) constraints of that conflict
for its solution, and repeat this process until no more conflict
exists, that is, until reaching a consistent model. The set of
all the adapted constraints for getting a conflict-free model
represents a diagnosis. Definition 2 formally defines the term
diagnosis [4].
Definition 2: A set AC = {c1, c2, . . . , cn} represents the

set of all constraints in the problem for diagnosis; that is, AC
is the union of the consistent base knowledge B and the set of
constraints subject of conflict search C: AC = B ∪ C. Then,
a diagnosis is a set of constraints1 ⊆ C such that (B ∪ C −
1) results in a consistent or conflict-free set. 1 is minimal if
¬∃ 1′ such that 1′ ⊂ 1. A minimal diagnosis is of minimal
cardinality if there does not exist a minimal diagnosis1′ such
as |1′| < |1|.
A minimal diagnosis for the FM configuration of Figure 3

has to consider solutions for each conflict. Hence, this
example contains two diagnosis options. To get a conflict-
free model, the user has to solve each diagnosis. Cases
with multiple diagnosis instances exist, and determining
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TABLE 2. QUICKXPLAIN execution tracking on configuration example of Figure 3.

Algorithm 3 FASTDIAG(C,AC) : diagnosis 1
1: if C = ∅ or INCONSISTENT(AC − C) then
2: return(∅)
3: else
4: return(FD(∅,C,AC))
5: end if

all the diagnoses can be computationally expensive. Model
constraints can be in relevant order for obtaining a preferred
diagnosis, then obtaining all the diagnoses to look for the
preferred one is a time-demanding and lost time activity since
solving one diagnosis is enough for a conflict-free model.
The next lines describe the FastDiag algorithm to determine
a minimal preferred diagnosis.

FastDiag algorithm permits determining a preferred
or leading diagnosis concerning a previously defined
relevance order of constraints in the knowledge base.
FastDiag follows the algorithmic structure and reason-
ing of QuickXPlain for a different purpose: diagno-
sis detection without the calculation of MCS instances.
Hence, FastDiag is based on conflict-independent search

Algorithm 4 FD(D,C = {c1..cq},AC) : diagnosis 1
1: if D 6= ∅ and CONSISTENT(AC) then
2: return(∅)
3: end if
4: if |C| = 1 then
5: return(C)
6: end if
7: k = b q2c
8: Ca← c1 . . . ck ; Cb← ck+1 . . . cq;
9: 11← FD(Cb,Ca,AC − Cb);
10: 12← FD(11,Cb,AC −11);
11: return(11 ∪12)

strategies [35]. Algorithms 3 and 4 give the pseudo-code of
FastDiag functions.

Assuming that conflicts to diagnosis exist, If the conflict
setC is non-empty, andAC withoutC is consistent, algorithm
FastDiag calls and waits for the recursive results algorithm
FD. FD first reviews the consistency of AC as a source
of diagnosis. Because always AC contains C and does not
contain D, S is the constraints set with conflicts, and D is
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TABLE 3. Tracking of the FASTDIAG execution of configuration example of Figure 5 (part 1).

empty; when D is not empty, and AC is consistent, D is the
source of conflict. When that base case is not accomplished,
either because D is empty (such as at the beginning) or AC
is consistent (this is only possible after removing elements
from AC−D represents the last removed elements from AC),
then AC is still in conflict, and C is a source of conflict.
Then, FD reviews the size of C since if it were minimal
(size 1), then C is the diagnosis. If C is not of minimal
size, FD proceeds to partition C in the sets C1 and C2,
of which the last one corresponds to the most preferred
partition. Afterwards, FD calls FD overC2,C1 andAC−C2 to
review if C2 is the diagnosis source, and if not so, to continue
reviewing C1 with that goal. Tables 3 and 4 show the tracking
execution of FastDiag on the FM product configuration of
Figure 3. The diagnosis corresponds to the solution of each

MCS, in this case, {glchess, ¬gnome}. In column AC , the
symbol 0 represents the consistent knowledge base of the
FM.

A. PRODUCT COMPLETION
Completing partial configurations consists of finding the
non-selected components necessary to update that per-
mit evolving the partial setting into a complete prod-
uct configuration. In FM configurations, each feature is
decided to be either present or absent in the resulting
products, whereas in partial configurations, some features
are undecided. The completion of partial configurations is
a non-trivial and computationally expensive task mainly
for the FM constraints [36], a process that is usually
computationally more expensive in large-scale FMs. Product
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TABLE 4. Tracking of the FASTDIAG execution of configuration example of Figure 3 (part 2).

configurations can result in misconfigurations (i.e., non-
valid configurations) which can impact the system avail-
ability [37]. Unavailability of the Facebook platform [38],
service-level problems of Google [39], and invalid opera-
tion of Hadoop clusters [40] are known misconfiguration
examples.

A usual and efficient solution for the completion of partial
products is the application of reasoning tools such as CSP and
SAT solvers for obtaining a set of necessary features for the
completion of the partial configuration. Those solutions can
be minimal, but they do not always represent the preferred
configuration [41].

Figure 5 illustrates a conflict-free partial product and
features for a FM minimal completion. The partial con-
figuration presents the selection of four features, {Debian,
texteditor , bash, gui} (features in background color grey).
Given the rest of the model’s features (background colour
white and background colour green), features in background
colour green represent a preferred minimal completion; that
is, the set of features necessary for obtaining a preferred
and minimal completion of the partial configuration. That
completion per default takes the typographic order of each
non-selected feature as the order of preference.

In summary, QuickXPlain, FastDiag, and solvers for
completing the partial product are efficient algorithm and tool
solutions for identifying MCS, minimal diagnosis and the
completion of partial products. Even though they are efficient
sequential-computing solutions, such as Vidal et al. [2]
highlight, they are not adequate to workwith large-scale FMs.
The next section reviews the computing performance of those
solutions.

IV. AAFM PRODUCT CONFIGURATION SOLUTIONS IN
PRACTICE
Next, we summarize experiments to evaluate the computing
performance of QuickXPlain, FastDiag and the product
completion using a CSP tool.

QX Complexity: Assuming a splitting k = bm2 c of C =
{c1..cm}, the worst-case time complexity of QuickXPlain
in terms of the number of consistency checks needed for
calculating one minimal conflict is 2k × log2(mk )+ 2k where
k is the minimal conflict set size and m represents the
underlying number of constraints [18]. We should optimize
the computing performance of consistency checks becuase
they are the most time-consuming part of conflict detection.
FD Complexity: Assuming a splitting d = b n2c of S =
{s1..sn}, the worst-case time complexity of FD in terms of
the number of consistency checks needed for calculating one
minimal diagnosis is 2d×log2( nd )+2d where d is theminimal
diagnosis set size and n represents the underlying number of
constraints [35]. The runtime performance of the underlying
algorithmsmust be optimized because consistency checks are
the most time-consuming part of diagnosis detection.
Execution Environment: For QuickXPlain and FastDiag,

all experiments reported were conducted using an AMD
EPYC 7571 machine equipped with a CPU with eight
cores and 2.60GHz. Each core maintained up to 2 threads,
which means that 16 cores could be simulated using hyper-
threading. It had 64 GB of RAM.
Characteristics of the Knowledge Bases: For evaluation

purposes of QuickXPlain and FastDiag, we generated
configuration knowledge bases (feature models) from the
publicly available Betty tool suite [42], which allows for sys-
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FIGURE 5. Example of a partial product and features for completion in a Debian
derivative example [1].

tematic testing of different consistency checking and conflict
detection approaches for knowledge bases. The knowledge
base instances (represented as background knowledge B in
QuickXPlain and AC in FastDiag) that were selected for the
purpose of our evaluation had around 1.000 binary variables
(derived from the 1.000 features used) and also varied in
terms of the number of included constraints depending on the
different feature relationships and the total of derived clauses
(around 1,600 SAT clauses in the generated CNF files).
Based on these knowledge bases, we randomly generated
requirements (ci ∈ C) that covered 10% of the variables
included in the knowledge base. These requirements have
been generated so that conflict sets of different cardinalities
could be analyzed. We also shuffled C to get different orders
because this can affect the number of consistency checks
needed.
Completion of a Feature Model Partial Configuration

Complexity: The completion of a FM partial configuration is
the problem of how to extend that partial configuration into a
consistent configuration of the FM. Figure 6 illustrates a par-
tial configuration (grey features {Debian} represent selected
features), and the Figure 7 shows the complete configuration
by the preferred minimal solution (grey features {Debian,
texteditor, openoffice.org-1, openoffice.org-1.2, bash, gui,
gnome}).

A. QuickXPlain RESULTS
Table 5 presents a summary of the results of the QuickXPlain
performance analysis to identify a preferred minimal conflict
of product configurations. In this table, each entry represents
the average runtime in msec for all knowledge bases with
a preferred conflict set of cardinality n (1–16). We can
appreciate that the time increases when more conflicts exist
in the analyzed product configurations. For the mentioned
issue that QuickXPlain identifies only one conflict that,
after solving it, a new execution is necessary to identify the
remaining one.

FIGURE 6. Example of a partial product configuration [1].

FIGURE 7. Example of completion of partial product configuration of
Figure 6 [1].

B. FastDiag RESULTS
Table 6 presents a summary of the results of the Fast-
Diag performance analysis to identify a preferred minimal
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TABLE 5. Avg. runtime (in msec) of QX when determining minimal
conflicts.

TABLE 6. Avg. runtime (in msec) of FD (lmax=1) for determining
preferred diagnosis.

diagnosis of product configurations. In this table, each entry
represents the average runtime in msec for all knowledge
bases with a preferred diagnosis set of cardinality n (1–16).
We can appreciate a surprisingly time execution difference
between the conflict and diagnosis detection; that is, FastDiag
results more efficient than QuickXPlain even though they
pursue different tasks. We can appreciate in Table 6
that the time increases when more conflicts exist in the
product configurations because FastDiag requires identifying
diagnosis of more cardinality.

C. COMPLETION RESULTS
To evaluate the performance of the traditional CSP-based
approach for product completion, first, we generate a
set of random FMs using the Betty tool-suite [43] to
define the number of features and structure of randomly
generated FMs. Betty also allows us to define the number
of cross-tree constraints in the model. In our experiment,
we generate models with the following number of features
|F | = {50, 100, 500, 1000, 2000, 5000} and the following
percentages of cross-tree constraints c = {5, 10, 30, 50, 100}.
For each model, we generate partial configurations with
the following percentages of assigned features a =

{10, 30, 50, 100}. We generate 10 random instances for each
model and partial configuration. We evaluated the Choco
CSP solver [44] for consistency checks. We executed all
experiments in an Intel(R) Core (TM) i7-3537U CPU @
2.00 GHz with 4 GB RAM using a Windows 10 64 bits
operating system.

The QuickXPlain, FlexDiag and the product completion
code and data for experiments are available in,12 and,3

respectively.

1https://github.com/cvidalmsu/A-Python-QX-implementation
2https://github.com/cvidalmsu/A-Python-FD-implementation
3https://github.com/cvidalmsu/BOLON-FaMaProdConf-TestSuite

TABLE 7. Avg. time (in milliseconds) on the completion of partial product
configuration of randomly generated Betty FMs by the number of
features n.

V. DISCUSSION
Such as report Vidal-Silva [1], the Conflict detection,
diagnosis detection, and product completion represent the
most relevant operation for assisting the product completion
of VIS. Even though various solutions exist, some of the
most relevant and efficient still are QuickXPlain, FastDiag
and CSP tools. Just Vidal-Silva et al. [2] present an optimized
version of QuickXPlain for parallel computing that represents
the future for conflict detection. Likewise, Vidal et al. [45]
show the usability and efficiency of applying diagnosis
solutions such as FastDiag for product completion.

To show the functionality and evaluate the performance
of our solutions, we implemented them using Python and
FAMA [46]. Specifically, Python for QuickXPlain and
FastDiag, and FAMA and Java for the product completion.

VI. THREATS TO VALIDITY
This work presents relevant operations for the Automated
Analysis of Product Configuration of Feature Models.
Nonetheless, it is necessary to discuss the following practical
issues:
• We implemented our solutions to run in Python and
FAMA [46]. For executing QuickXPlain and FastDiag,
Python and FAMA should be in the computer. That
seems not a problem because Python in 2022 is one of
the most used programming environments, and FAMA
is freely online accessible.

• We used generated FMs by the use of Betty. Applying
product configuration solutions in real models and
configuration cases can be more precise. Nonetheless,
generated models are adequate for simulation goals.

VII. SPECULATIVE PROGRAMMING
Speculative programming is an optimization technique for
writing programs with portions of code that can execute
before needing their results. Speculative execution is the
pre-execution or pre-calculation of results that can contribute
to computing the expected outcome [47]. We can define
parallel tasks for executing those pre-calculations for a
Thread Level Speculation (TLS) [48]. We can differentiate
effective and non-valid speculative executions for which the
program execution time can improve or even deteriorate
for the cost of orchestrating the parallel tasks, respectively.
The current availability of parallel computing resources
permits developing solutions using speculative programming
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FIGURE 8. Flow diagram example with four tasks A, B, C, and D [1].

FIGURE 9. Tracking options for the tasks of Figure 8 [1].

FIGURE 10. Speculative tracking for the tasks of Figure 8 [1].

for eventually getting more efficient solutions [49]. Figure 8
shows a flow diagram with four tasks A, B, C, and D. A is
the first task, and after it, task B or C can occur depending on
a condition, and then task D would execute before the end.
Task D depends of the results of B or C to proceed. Figure 9
shows the tracking for the sequential execution options, each
one containing three steps according to the defined sequential
order. Figure 10 shows an speculative execution that executes
tasks A, B and C in parallel, and then executes task D. Then,
task D would proceed after getting the correct input from the
previous tasks. In this example, tasks B and C would give an
output; then, it is necessary to decide the correct input for
D before its execution. Executing this example in a machine
with adequate parallel resources would permit the execution
more efficient of the speculative solution than the sequential
one. This example illustrates that speculating about future
actions permits improving the execution time of a set of tasks
when resources for parallel computing are able. We can use
speculative programming to look for a parallel and more
efficient version of existing solutions to solve the first two
issues.

The work of Vidal et al. [2] presents the use of speculative
programming for conflict detection. Because that work
extends QuickXPlain for applying parallel computing and
efficiently detecting conflicts, we can apply the approach
for diagnosis (one of the ongoing works of this research
team). Regarding product completion, a speculative version
of FastDiag will be a more efficient solution for that purpose.

VIII. CONCLUSION
This article reviewed the functionality, computing perfor-
mance, and main details of QuickXPlain, FastDiag and the
use of CSP solver that are relevant solutions for conflict
detection, diagnosis, and product completion. Additionally,
the study provides the base and highlights the speculative pro-
gramming approach as an algorithmic optimization technique
applicable for solutions such as QuickXPlain, FastDiag and
diagnosis by completion solutions. This work supports this
line of research allowing the appreciation of the relevance of
product completion and the operation to follow that purpose.
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