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ABSTRACT Weighted K-Means (WKM) algorithms are increasingly important with the increase of data
dimension.WKMfaces an initialization problem that ismore complicated thanK-Means’ because in addition
to picking initial cluster centers, it should also provide feature weights. Moreover, the one-dimensional
solution to WKM’s widely used objective function is unacceptable in most cases. Yet, the initialization of
WKM, especially the initialization of featureweight, has been largely ignored. This paper studies the problem
by analyzing Feature weight self-adjustment K-Means(FWSAK-Means), a popularWKMproposed to avoid
the one-dimensional solution. Experimental results suggest that the algorithm is actually easy to cluster
mainly based on a single feature information when it is not well initialized. Moreover, the paper argues that
initial feature weights and cluster centers are equally important in determining the final partition. Therefore
it suggests using feature level constraints to improve the initialization and proposes a semi-supervised
algorithm Constrained FWSA K-Means (CFWSA K-Means). The algorithm uses constraints in evaluating
feature weights and clusters to guide their evolution at the stage of initialization. Experimental results suggest
that it is effective and robust in utilizing constraints. In addition, if its initialization process is started by the
cluster centers provided by BRIk, an initialization approach for K-Means, the performance can be further
improved.

INDEX TERMS Weighted K-Means, initialization, feature level constraint, semi-supervised clustering.

I. INTRODUCTION
With the improvement of data acquisition, processing, and
storage capacity, datasets contain more and more features.
As different features often differ greatly in terms of their use-
fulness to a specified clustering task, they may not be treated
equally. Clustering with feature selection and clustering with
feature weighting have become hot research topics in the past
20 years [1], [2], [3], [4]. Allowing features closely related
to the current clustering task to have a major influence, they
often achieve an improvement in partitions.

Weighted K-Means (WKM), an important method of clus-
tering with feature weighting, introduces feature weights, and
evolves them in the clustering process to get high quality
clusters, which are not necessarily spherical and fit the data
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better [5]. On the other hand, the addition of the feature
weight makes both the decision model and the training pro-
cess of WKM more complicated than K-Means’. As a result,
it may be harder for ordinary users to get expected partitions.

The difficulty of WKM stems from K-Means. Being sim-
ple and useful, K-Means is recognized as one of the most
popular clustering methods. Starting from some initial cluster
centers, K-Means iteratively labels instances and updates
cluster centers until the partition does not change. Yet,
users are sometimes confused about the changeable partitions
returned by the algorithm, because the final partition closely
relates to the initial state, and some initial states may lead to
unacceptable partitions [6]. This is the initialization problem
of K-Means. WKM is an extension of K-Means, so it is
expected that the choice of initial cluster centers will affect
final partitions. However, the influence of the additional fea-
ture weight to the initialization is rarely addressed.
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Deciding K, the cluster number, is sometimes considered
as K-Means’ initialization problem too. This paper considers
only the problem whose K is fixed, so adaptively deciding K
is not studied here.

A. MOTIVATION
WKM is gaining more and more attention, many novelWKM
algorithms have been being proposed and applied in various
research or engineering areas over the past 10 years. As an
extension of K-Means, WKM is expected to have an ini-
tialization problem. Yet, compared with a large number of
studies on the initialization problem of K-Means, it is strange
that there are few studies dedicated to WKM’s initialization.
One possible explanation for this phenomenon is: most peo-
ple believe WKM and K-Means have similar initialization
problems, and the methods for them are also similar. In other
words, most people believe that initial cluster centers, not
initial feature weights, have a decisive influence on WKM’s
final partition. However, this does not conform to the facts.
Initial feature weights clearly affect final partition, so many
researchers advice to initialize all features with an equal
weight [3], [7].

Who has more influence on the final partition, initial fea-
ture weight or cluster center? How can we initialize wisely
to decrease the possibility of getting the one-dimensional
solution? We would study WKM’s initialization by focusing
on FWSA K-Means, and present an approach to improving
the algorithm.

B. CONTRIBUTIONS
The main contributions of this paper are as follows:

(1) It suggests that feature weights and cluster centers are
equally important in the initialization. The argument is proved
through a simple example (section III B) and experiments on
a synthetic dataset (section V B).

(2) It suggests introducing feature level constraints
into the initialization of FWSA K-Means, and presents a
semi-supervised algorithm (section IV). The algorithm’s per-
formance is shown through the experiments on a synthetic
dataset and 12 UCI datasets (section V).

(3) It suggests a feature level constraint-based cluster qual-
ity evaluation approach to picking the worst cluster even in
case of small clusters (section IV B).

(4) It suggests FWSAK-Means, an algorithm proposed for
avoiding the one-dimensional solution, may cluster mainly
using one feature information when it is not carefully ini-
tialized. The argument is proved through experiments on a
synthetic dataset (section V B).

II. RELATED WORKS
There is a widespread concern over K-Means’ initialization
problem. Some users start K-Means randomly by setting
initial cluster centers as arbitrarily selected instances, or the
centers of randomly constructed clusters [8]. Such methods
are simple, but often lead to bad results. Thus K-Means is
often repeated several times to obtain multiple partitions,

of which the best one is picked [8], [9]. To further improve the
initialization, various data distribution information is useful.
Maximin method chooses the first cluster center randomly,
then repeatedly selects the instance that is the farthest from
the nearest selected centers to be the following cluster center
[8], [10], [11]. On the other hand, the remainingK−1 centers
may be selected in a probabilistic way instead. For exam-
ple, K-Means++ selects the i-th instance with a probability
di/(

∑n
i=1 di) as cluster center [12]. Here di is the distance

between the i-th instance and its closest selected center; and
n is the size of the dataset. Subspace information may also
be utilized. For example, Onoda calculates K independent
components (ICs) and then chooses the instances that are the
closest to these ICs [13]. In addition, some methods pick
initial cluster centers using cluster-level information. They
often include a brief clustering process, which is independent
from or combined into the following clustering process. PCA-
Part starts by putting all instances in one cluster; then it
iteratively splits the cluster with the greatest sum-squared-
error in the direction of the cluster’s largest eigenvector [14].
BRIk clusters bootstrap replicas to get a large set of cluster
centers, from which it picks the deepest ones [15]. Ran-
dom swap and deterministic swap, which moderately change
the partition by resetting a cluster center, enable continuous
improvement of the initial state of K-Means [16]. Getting
two partitions at first, COTCLUS improves initialization by
simultaneously replacing two cluster centers, which are bor-
rowed from another partition [17]. The latter two methods
run an independent K-Means process after each round of
randomly adjusting centers, so their initialization processes
become the integral part of the evolution of partitions. Such
continuous way is effective, which is also proved by Evolu-
tionary K-Means approaches [18], [19].

Compared with K-Means, an additional weight vector is
introduced by Weighted K-Means(WKM), yet how to ini-
tialize it is rarely addressed. For example, early works on
WKM suggest starting with an equal feature weight without
further analysis [3], [7]. After a few years, researchers find
the one-dimensional solution. That is, when the exponent of
feature weight is 1, there is an unacceptable solution: one
feature’s weight is 1 and the other features’ weights are 0 [20].
As the equal-weight initial state is far from the solution, later
works keep the same practice [21], [22], [23]. On the other
hand, someWKM algorithms just start with arbitrary clusters
without considering initialization [24]. As far as we know,
there is no other research on the initialization of WKM’s
feature weight vector. To what extent can the selection of
initial feature weights affect the final partition? This is still
an open problem.

Background information can be helpful to the initialization
of K-Means type algorithms. A few labelled instances can
improve the quality of initial cluster centers (seeds) [25],
[26], [27]. Instance-level constraints can be used to con-
struct neighbourhoods of instances that are connected by
constraints, then initial cluster centers are selected from these
neighbourhoods [28].
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There are numerous works on the initialization of K-Means
type algorithms. Only the most related ones are introduced
here. Interested readers can look for the introduction and
comparison of more methods in [8], [9], and [29].

III. THE INITIALIZATION PROBLEM OF FWSA K-MEANS
A. FWSA K-MEANS ALGORITHM
Suppose there is a set of p-dimensional instances D =

{x1, x2, . . . , xN }. Instance xi is presented as (xi1, xi2, . . . , xip).
Now we want to group them into K non-overlapping clus-
ters C = {C1,C2, . . . ,CK }, whose centers are U =

{u1, u2, . . . , uK } respectively. An N × K partition matrix
L = (lij) details the partition information: lij = 1 when
xi ∈ Cj, otherwise lij = 0. As each instance xi is assigned
to one cluster, we have

∑K
j=1 lij = 1. In addition, there is a

feature weight vector w = (w1,w2, . . . ,wp). All weights are
non-negative; and

∑p
i=1 wi = 1.

In the clustering process, the objective function to be mini-
mized isW in (1), the sum of the weighted distances between
each instance and its corresponding cluster center. Here we
only consider a simple case that all clusters share a subspace.
Practically, cluster-wise feature weights are also often used,
interested readers may refer to [5] and [30].

W =
K∑
r=1

N∑
i=1

(lir × dis(xi, ur )) (1)

dis(xi, ur ) =
p∑
j=1

(wj × (xij − urj)2) (2)

urj =

∑N
i=1(lir × xij)∑N

i=1 lir
(3)

Theoretically there is a solution of the feature weight to
the minimization of (1): 1 for one element of w, and 0 for the
other elements [20]. We may rewrite the objective function
as (4).

W =
p∑
j=1

(wj × aj) (4)

aj =
K∑
r=1

N∑
i=1

(lir × (xij − urj)2) (5)

Because both wj and aj are non-negative, we have:

W ≥ (
p∑
j=1

wj)×min
j
aj = min

j
aj (6)

Therefore, given a partition,W is minimized if wj′ = 1 and
wj = 0, j 6= j′, where aj′ ≤ aj. This argument is the second
part of Theorem 1 in [20], where interested readers may look
for detailed analysis.

Such partition is clearly unacceptable in most cases,
so there are various approaches to this problem. An exponent
α (α < 0 or α > 1) could be added to feature weight
[20]. However, choosing a suitable and explainable α is not

easy. Another method is adding an item to (1). For example,
the entropy of feature weights or cluster sizes can be added
[31], [32]. These methods actually complicate the model.
In addition, how to balance the influence of original objective
function and the added item is an open problem. Compara-
tively, finding a local solution without changing the model is
simpler.

FWSA K-Means is a popular method that evolves the
solution of W in an iterative way [21]. The algorithm sets
initial feature weight vector as (1/p, 1/p, . . . , 1/p). At each
iteration, it adjusts feature weights using (7), where 1wj is
the adjustment margin of the jth feature.

w(new)
j =

1
2
(w(old)

j +1wj) (7)

1wj =
bj/aj∑p
i=1(bi/ai)

(8)

bj =
K∑
r=1

((
N∑
i=1

lir )× (urj − gj)2) (9)

gj =

∑N
i=1 xij
N

(10)

where aj, computed by (5), is the sum of the squared dif-
ferences between each instance and its corresponding cluster
center according to the jth feature; and bj, computed by (9),
is the weighted sum (here the weight is cluster size) of
the squared differences between each cluster center and the
global center according to the jth feature. A comparatively
larger bj/aj suggests clusters are well separated according to
the jth feature, so its weight should be larger.

FWSA K-Means is based upon the iterative weight updat-
ing process (Algorithm 1).

Algorithm 1 FWSA K-Means Algorithm [21]
Input:

a set of instances D;
cluster number K ;

Output:
a set of cluster centers U ;
feature weight vector w;

1: initialize cluster centers U
2: initialize feature weight vector w = (1/p, 1/p, . . . , 1/p)
3: while termination condition unsatisfied do
4: based upon U and w, compute partition matrix L
5: based upon L, update cluster center U
6: based uponU and L, compute weight change1w, then

update w
7: end while

The first 2 steps of Algorithm 1 initialize cluster cen-
ters and feature weights. After that, the algorithm itera-
tively updates the partition and the feature weight vector.
Step 4 and 5 are similar to that of K-Means. At step 4,
distances between every instance and every cluster center
are computed using (2); then each instance is assigned to its
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closest cluster. At step 5, the center of each cluster is updated
to the mean of the instances from the cluster using (3).
At step 6, a feature weight change is calculated using (8),
and then the feature weight is updated using (7). As the
value of the objective function in (1) strictly decreases in the
process, FWSA K-Means converges after several iterations
[21]. A commonly used termination condition at step 3 is
that L does not change and w’s change is marginal in the last
iteration.

B. INFLUENCE OF FWSA K-MEANS’ INITIAL FEATURE
WEIGHTS
FWSA K-Means has an initialization problem. In fact,
this argument is intuitively easy to get: when we set
the initial state with final partition and the corresponding
one-dimensional feature weight solution, the algorithm stops
at the point because the algorithm strictly decreasesW in each
iteration.

We will further analyse FWSA K-Means’ initialization
problem experimentally with a toy example in figure 1. The
dataset has two different 2-cluster partitions, which are shown
in the two sub-figures.

Partition A is shown in the left sub-figure. One cluster
is at the top-left, and the other one is at the bottom-right.
The top-left cluster consists of 135 red points, distributed
in three lines. The leftmost line has 39 points: (−2, −0.95),
(−2, −0.9), (−2, −0.85), . . . , (−2, 0.95). The rightmost line
has 39 points too, but their x values are changed to 2. The
middle line has 57 points: (0,−1.4), (0,−1.35), (0,−1.3), . . . ,
(0, 1.4). Then we move the three lines right by 2 and down
by 3. As a result, we get 135 black points distributed in 3 lines.
Two cluster centers are shown with green solid dots.

The right sub-figure presents another possible partition—
partition B: one cluster on the left, and the other on the right.
Cluster centers are also shown in green solid dots.

As there are totally 2 features and the sum of their weights
is fixed at 1, we need only give the weight of the first feature.
Here and hereafter in this subsection: when we consider fea-
ture weight, only the weight of the first feature is presented.

Firstly we test the influence of initial feature weight to final
partitions based on the evolution of first feature weight. The
results are shown in figure 2. Left sub-figure presents the
evolution starting from partition A, that is, the initial cluster
centers are: (0, 0) and (2,−3). And the right sub-figure shows
the evolution starting from partition B.

We test 11 initial feature weights, which are 0, 0.1,
0.2, . . . , 1. After several iterations, FWSA K-Means con-
verges. Yet, the feature weight converges at two different
points, which are shown as dashed red lines. The bottom line,
which is about 0.085 at the first feature weight, corresponds
to partition A, whereas the top line, about 0.945 instead,
corresponds to partition B. So the left sub-figure suggests that
an initial feature weight not less than 0.7 changes the partition
from A to B. And the right sub-figure tells a similar story:
when the initial first feature weight is not bigger than 0.4, the
partition changes from B to A. In other words, when initial

FIGURE 1. Two possible 2-cluster partitions of a dataset.

cluster centers are fixed, wemay change initial feature weight
to get an expected partition.

FIGURE 2. Evolution of the weight of the first feature.

Secondly we evaluate the joint influence of the initial
cluster center and the initial feature weight to final partition
from the possibility of converging to partition A in the case
of a given initial feature weight value.

We test totally 101 different initial feature weights, which
are 0, 0.01, 0.02, . . . , 1. For each weight, a black point and
a red point from partition A are selected as initial cluster
centers. We constantly use a black point as one initial cluster
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center, but choose the other initial center from the 135 red
points. In this way, for each weight, we test 135 different sets
of initial cluster centers. As a result, each point of the curve
in figure 3 is the possibility of converging at partition A in the
135 experiments.

The constantly selected initial center is located at the end
area of a black line segment of partition A. In other words,
we have tried 6 different constant initial cluster centers, which
are (0,−2), (0,−4), (2,−1.6), (2,−4.4), (4,−2), (4,−4).
Therefore, there are six curves in figure 3. For example,
when initial feature weight is 0.4. We always get parti-
tion A when the constantly selected initial cluster center is
(0,−4), (2,−4.4) or (4,−4). The possibility decreases to
about 0.9 when the center is (2,−1.6) or (0,−2). And the
possibility further decreases to about 0.8 when the center is
(4,−2).

The situation of an empty cluster hardly ever happens in the
experiments, so its influence to final possibility is marginal.
When there is a null cluster, we randomly select a point as the
cluster’s center and continue iterations.

FIGURE 3. Possibility of converging at partition A under different initial
feature weights and initial cluster centers.

From figure 3, it is clear that both initial cluster centers
and feature weights significantly influence the final parti-
tion. Firstly, when the initial first feature weight is between
0.2 and 1, different initial cluster centers may lead to different
final partitions. Secondly, the increase in initial first feature
weight clearly decreases the possibility of having partition A
as the final partition.

We all know that initial cluster centers are important for
K-Means type algorithms, but the experiments in this sub-
section show that initial feature weight is also important:

(1) Initial feature weight significantly influences final par-
tition. In both figure 2 and figure 3, FWSA K-Means may
change its output when feature weight changes. Even when

initial cluster centers are true cluster centers, some initial
feature weights change the final partition (figure 2).

(2) Initial feature weight closely relates to the final weight.
In other words, a small initial weight often leads to a not big
final weight, whereas a big weight usually causes a not small
final weight. This is obvious in figure 2. On the other hand,
figure 3 suggests a small initial feature weight often leads to
partition A. As partition A corresponds to the case that the
first feature weight is 0.085, which is far less than partition
B’s 0.945, figure 3 actually gives the same judgement.

IV. FWSA K-MEANS WITH FEATURE LEVEL
CONSTRAINTS
A. CLUSTERING WITH FEATURE LEVEL CONSTRAINTS
Though clustering is generally considered to be unsupervised,
it often needs some background knowledge to get an accept-
able partition. Given a dataset, usually there are multiple
plausible partitions, each of which may be expected by some
users. How to find a segmentation expected by current users is
a challenging problem. For subspace clustering, the problem
becomes more difficult and deserves even more attention
because the variability of subspace greatly increases the num-
ber of plausible partitions. For example, the earth, the moon,
Jupiter, and Saturn are celestial bodies in solar system. How
should we cluster them, astronomers and astronauts may give
different answers:

(1) Astronomers tend to cluster the earth, Saturn and
Jupiter into a group because they all move around the sun,
whereas the moon moves around the earth.

(2) Astronauts would group the moon, Jupiter and Saturn
together, as they are possible destinations of space flight
missions, whereas the earth is the place of departure.

For such a simple clustering task, different people have
different expectations because they pay attention to different
features. Astronomers pay more attention to the motion mode
of celestial bodies, while astronauts only care about whether
the celestial bodies are a suitable destination for an interstellar
travel. Clearly, it is important for subspace clustering algo-
rithms to know which features are more interesting to current
users.

Moreover, the experiments in the last subsection suggest
initial feature weight closely relates to the final weight. If we
want a feature to have a big weight, we may initialize it with
a big weight.

Feature level constraint, also named as feature order con-
straint or attribute level constraint, provides constraints on the
feature weight vector w by directly describing the relative
importance on some feature-pairs. The constraint set is a
group of 3-tuples Z = {z1, z2, . . . , zc}, each of which defines
the minimum difference between two elements of w [33],
[34]. For example, zi = (i1, i2, δi) suggests that users expect
wi1 − wi2 ≥ δi. Here i1, i2 ∈ {1, 2, 3, . . . , p}, i1 6= i2, and
δi ∈ [0, 1).

Given a set of feature level constraints Z , we use (11) to
evaluate a feature weight vector w. The algorithm thinks wa
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is better than wb if and only if f (wa) > f (wb).

f (w) =
∑
zi∈Z

min(wi1 − wi2 − δi, 0) (11)

Recently another feature level constraint is proposed. It uses
a preference vector, which is the expected feature weight.
Besides, a confidence level is introduced to enable users to
express their confidence to the vector [35]. As it is hard for
users to give the whole vector, in this paper, we would use the
3-tuple based constraints.

B. PARTIAL WEIGHT CHANGE BASED CLUSTER
SELECTION
K-Means type algorithms can be improved by adjusting
the center of the worst cluster. For example, Evolutionary
K-Means algorithms usually evolve partitions by splitting
or removing the worst cluster [18], [19]. To improve the
initialization of FWSA K-Means, we would adjust the center
of the worst cluster.

To pick the worst cluster, we use cluster-wise feature
weight to evaluate each cluster’s contribution separately. Both
aj and bj can be regarded as the cumulative result of clusters.
We can see this more clearly by changing (5) to (12), and
replacing (9) with (14).

aj =
K∑
r=1

arj (12)

arj =
N∑
i=1

(lir × (xij − urj)2) (13)

bj =
K∑
r=1

brj (14)

brj = (
N∑
i=1

lir )× (urj − gj)2 (15)

Based upon arj and brj, we may use (16) to compute
cluster-wise feature weight, or cluster-wise feature weight
change. The two cluster-wise indices were actually proposed
for a WKM approach, which computed a cluster-wise feature
weight change using (17) [30].

1ŵrj =
brj/arj∑p
i=1(bri/ari)

(16)

1wrj =
brj/(arj + δ)∑p

i=1 [bri/(ari + δ)]
(17)

Here δ is a small positive constant added to prevent the
denominator from being extremely small, which is very likely
to happen in case of small clusters. However, it is hard to
choose a suitable δ. When it is small, small clusters may have
an unacceptable influence on feature weight. Yet, a big δ may
make the feature weight insensitive to the change in small
clusters.

In order to avoid using δ and make the approach robust to
small clusters, in stead of picking the worst cluster directly,

we choose the cluster whose removement leads to the best
feature weight. Given a K -cluster partition, after removing
cluster r , the weight change computed on the remaining
instances is shown as (18). As1ŵ(r)

j calculates weight change
on K − 1 clusters, we call it partial weight change. When
1ŵ(r)

j is the best according to given feature level constraints

(using (11)), the r th cluster is considered as the worst cluster,
which should be changed significantly. Thus we randomly
select an instance as the cluster’s new center.

1ŵ(r)
j =

b̂(r)j /â
(r)
j∑p

i=1(b̂
(r)
i /â

(r)
i )

(18)

â(r)j = aj − arj (19)

b̂(r)j = bj − brj (20)

C. CONSTRAINED FWSA K-MEANS
Initializing feature weight and cluster centers based upon
give constraints, Constrained FWSA K-Means algorithm is
as follows.

CFWSA K-Means incorporates constraints in the initial-
ization process (step 1 to 19).

From step 1 to 5 of Algorithm 2, feature weight vector
is initialized. At step 3, new feature weight is generated
by adding Gaussian noise in (21) and normalizing in (22).
It replaces the current feature weight when it is better (step 5).
In our experiments, we set σ = α/p, where p is the number of
features and α = 0.1. In the algorithm, function f evaluates
feature weight using (11).

w̄j = max(0,wj + N (0, σ )) (21)

w̃j =
w̄j∑p
i=1 w̄i

(22)

From step 6 to 20, the algorithm iteratively evolves ini-
tial cluster centres. Firstly partition and feature weight are
adjusted using one step FWSA K-Means (step 8 to 10).
Then partial weight changes 1ŵ(1),1ŵ(2), . . . ,1ŵ(K ) are
computed (Step 12). At step 13, the cluster that leads to
the best partial weight change is selected. If the change is
better than current weight change, it becomes current weight
change(step 15), and the center of the cluster will be replaced
by a randomly selected instance(step 16).

To make the partial weight change estimation robust to
noise, too big cluster is ignored. Sometimes there is a big
cluster, which is so big that removing it means ignoring
most instances and the remaining instances can not make a
robust evaluation of the partial weight change. Such cluster
is ignored ( step 11 to 12). Here Ci is the i-th cluster; and |Ci|
is the size of the cluster.

At step 6, the initialization of cluster centers is started ran-
domly. Yet, we may use initialization methods for K-Means
to get better cluster centers.

V. EXPERIMENTS
The algorithms are compared on a synthetic dataset
and 12 UCI datasets.
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Algorithm 2 Constrained FWSA K-Means(CFWSA
K-Means) Algorithm
Input:

a set of data instances D;
cluster number K ;
a set of constraints Z;
rounds of adjusting initial feature weight Nw;
rounds of adjusting initial cluster centers Nc;

Output:
cluster centers U ;
feature weight vector w;

1: set initial feature weight vector w = (1/p, 1/p, . . . 1/p)
2: for i=1 to Nw do
3: randomly generate w̃ by adding Gaussian noise to w
4: if f (w̃) > f (w) then set w = w̃
5: end for
6: randomly set initial cluster centers U
7: for iter=1 to Nc do
8: based upon U and w, compute partition matrix L
9: based upon L, update cluster center U
10: based upon U and L, compute weight change 1w
11: for (i = 1 to K ) if (|Ci| < |D|/2) then add i to S
12: for (r in S) compute 1ŵ(r) using (18)
13: set r = argmaxr∈S f (1ŵ(r))
14: if f (1ŵ(r)) > f (1w) then
15: set 1w = 1ŵ(r)

16: sample an instance as the center for cluster r
17: end if
18: update w using (7)
19: end for
20: while termination condition unsatisfied do
21: based upon U and w, compute partition matrix L
22: based upon L, update cluster center U
23: based uponU and L, compute weight change1w, then

update w
24: end while

A. GENERATION OF FEATURE LEVEL CONSTRAINTS
1wj, computed with (8), is the expected weight of the
j-th feature, so we use it as the ‘‘true’’ feature weight for
constraint generation.

We generate constraints using the method adopted by [33].
Firstly features are sorted according to their weights. To gen-
erate a feature level constraint z = (x, y, δ), we randomly
select a feature x from the top 50% features, and a feature
y from the bottom 50% features respectively. Then set δ =
wx − wy, here wx and wy are the weights of feature x and y.

Each constraint is generated independently. That is, new
constraints are generated without considering the constraints
generated, so they are generally not independent of each
other, and may even be repeated. All constraints are applied
to evaluate constraints using (11).

In the second rounds of experiments on UCI datasets,
noisy constraints are applied. Firstly, we get the true order

of features according to their weights. Then p uniformly
distributed positive random numbers are generated, sorted
and assigned to corresponding feature according to the order
(p is the data dimension). At last, the feature weights are
normalized so their sum is 1. In this way, features keep the
true order. That is, if feature A’s true weight is bigger than
feature B’s. Then A’s noisy weight will not be less than B’s
noisy weight.

B. EVALUATION ON SYNTHETIC DATASETS
1) DATASET
We test algorithms on a synthetic dataset. It has 4 clusters,
each containing 300 instances. The dataset has 4 features,
but only the first 2 features are informative. Expected cluster
centers are (−1, −1, 0, 0), (−1, 1, 0, 0), (1, −1, 0, 0) and
(1, 1, 0, 0). Zero-mean Gaussian noise with a standard devia-
tion σ = 0.5, is added to the centres to generate instances.
The data distribution of the first 2 dimensions is show in
figure 4.

FIGURE 4. First two dimensions of the synthetic dataset.

2) EXPERIMENT ON THE QUALITY OF RETURNED FEATURE
WEIGHT
Firstly, we would compare the algorithms’ performance of
finding true feature weight. Using different seeds to initialize
random number generator, we get 1000 replicas of the dataset.
Then two initial feature weight vectors and two sets of initial
cluster centers are tested.

The feature weights are:
wa = (0.5, 0.5, 0, 0) and wb = (0.25, 0.25, 0.25, 0.25).
Clearly wa can be recognized as the true feature weight.
The initial cluster center sets are:
ua: {(−1,−1, 0, 0), (−1, 1, 0, 0), (1,−1, 0, 0), (1, 1, 0, 0)}
ub: {(0, 1, 0, 0), (0, −1, 0, 0), (1, 0, 0, 0), (−1, 0, 0, 0)}
Clearly ua can be recognized as the true cluster centers.
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For FWSA K-Means, the initial state is a combination of a
feature weight vector and a set of cluster centers, so there are
2 ∗ 2 = 4 possible initial states. In addition, the initial state
suggested by [21] is also tested.

We also test CFWSA K-Means on the replicas. Two con-
straints are incorporated: (1, 3, δ), (2, 4, δ), here two different
δs have been tried.
Thus 7 different methods are compared:
State A (FWSA K-Means): using wa as initial feature

weight vector, and ua as initial cluster centres.
State B (FWSA K-Means): using wa as initial feature

weight vector, but ub as initial cluster centres.
State C (FWSA K-Means): using wb as initial feature

weight vector, and ua as initial cluster centres.
State D (FWSA K-Means): using wb as initial feature

weight vector, and ub as initial cluster centres.
State E (FWSA K-Means): using wb as initial feature

weight vector, and 4 randomly selected instances as initial
centres.

State F (CFWSA K-Means): δ = 0.4, that is, constraints
(1, 3, 0.4) and (2, 4, 0.4) are applied.
State G (CFWSA K-Means): δ = 0.2, that is, constraints

(1, 3, 0.2) and (2, 4, 0.2) are applied.
The cumulative distributions of the maximum feature

weight are shown in figure 5. When the maximum feature
weight is close to 1, the data is clustered mostly based on
one feature. Yet, there are 2 informative features, so the curve
should not rise significantly at the right end.

The cumulative distributions of the weight of the first
feature are presented in figure 6. The true weight should be
close to 0.5. Thus the expected curve is staying at zero when
feature weight is much smaller than 0.5; increasing sharply
near 0.5; and staying at 1 when it is much bigger than 0.5.
In other words, the curse should have a sharp increase in the
middle, and be smooth otherwise.

The figures suggest, in terms of final feature weights,
different initial states lead to a huge gap in the quality of
partitions:

(1) Initial state has a significant impact on the final parti-
tion, and good initial cluster center seems to be more impor-
tant than good feature weight. State A assigns both the true
feature weight and the true cluster centres, so it completely
avoids the single dimensional solution (Figure 5). State C
provides the true cluster centres only, yet it avoids the solution
too. In addition, both states make the first feature weight close
to 0.5 (Figure 6).

(2) Adding feature level constraints into the initialization
process improves the clustering result. The feature weight
returned by CFWSA K-Means (State F and G) is better than
the cases when bad or random cluster centres are provided
(State B, D and E).

(3) Strict constraints make a difference. Constraint with
a bigger δ is a stricter constraint because it is harder to be
satisfied. In figure 6, when δ = 0.4 (State F), the returned
first feature weight has a nearly 80% chance of approaching
0.5, whereas the chance decreases to about 70%when δ = 0.2

FIGURE 5. Cumulative distributions of the maximum feature weight using
different initialization approaches.

FIGURE 6. Cumulative distributions of the weight of the first feature
using different initialization approaches.

(State G).Moreover, the CFWSAhas 90% chance of avoiding
the one-dimensional solution when δ = 0.4, whereas the
chance becomes 80% when δ = 0.2 (Figure 5).
This experiment suggests that initial cluster centers are

more important than initial feature weight. This is contrary
to the judgement in III B, which tells that they are equally
important. There are two reasons. Firstly, the dataset used
in III B has two stable partitions whose difference is not
big, whereas the dataset used here has only one clear sta-
ble partition. Therefore, it is harder to change the partition
when true cluster centers are presented. Secondly, and more
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importantly, only equal feature weight has been tried here,
so more different feature weights should be tested.

3) EXPERIMENT ON THE RELATION BETWEEN INITIAL
CLUSTER CENTERS AND INITIAL FEATURE WEIGHTS
The result of the last experiment suggests initial cluster cen-
ters may be more important. This experiment tests whether
we are to get good result when true initial cluster centers are
provided. Here we run FWSA K-Means, and initial cluster
center set is ua. Three additional feature weights are tested:
wc = (0.5, 0, 0.5, 0), wd = (0, 0, 0.5, 0.5) and we =
(0.05, 0.05, 0.45, 0.45).
The cumulative distributions of the weight of the first

feature are presented in figure 7. And the cumulative distri-
butions of the maximum feature weight are shown in figure 8.
The curve of last experiments’ State A (the blue line) is kept
for comparison. Clearly, 3 different initial feature weights
lead to significantly different results. Both wc and wd very
likely lead the algorithm to the one-dimensional solution.
On the other hand, though we is also far away from the
true weight, it often leads to the true feature weight and
completely avoids the one-dimensional solution.

FIGURE 7. Cumulative distributions of the weight of the first feature
using different initial feature weights.

We further check the cluster centers after first round of
iteration. When feature weight is wc or wd , the cluster centers
change a lot in the first two dimensions, whereas we leads
only a minor change to cluster centers. In figure 9, we show
the distribution of the closest cluster center according to point
(1,1) in the first 2 dimensions. When feature weight is wc
or wd , the cluster center goes to the boundary areas between
clusters. With such cluster centers, even traditional K-Means
will return unpredictable partitions [6].

From the last 2 experiments we can see that both ini-
tial cluster centers and initial feature weights are important,
because each of them can exert enough influence to change

FIGURE 8. Cumulative distributions of the maximum feature weight using
different feature weights.

FIGURE 9. Distributions of the cluster center which is the closest to point
(1,1) after first iteration.

the other one significantly. As a result, WKM approaches
should initialize both of them carefully.

C. EVALUATION ON REAL DATASETS
1) DATASETS AND ALGORITHMS
We test CFWSA K-Means on 12 UCI datasets, which have
also been used for evaluating MAP K-Means [35], [36]. All
data are preprocessed with z-score normalization. A brief
introduction of the datasets is in Table 1. Ionosphere’s 2nd
feature has been removed. The abbreviation of a dataset is
presented in the parentheses after the dataset’s name (for
Table 2, 3 and 4).
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TABLE 1. Descriptions of the data sets.

In addition to FWSA K-Means and CFWSA K-Means,
2 feature level constrains based WKM algorithms, which
are CFP and MAP K-Means, are compared for evaluating
the effectiveness of constraints. Moreover, two initialization
approaches for K-Means, which are K-Means++ and BRIk,
are compared for evaluating the effectiveness of initialization.
In addition, we also combined BRIk into CFWSA K-Means,
using it to start the initialization of cluster centers. So totally
7 approaches are compared:

(1) FWSAK-Means (abbreviated as FKM in Table 2, 3 and
4): Algorithm 1 (introduced in section III A).

(2) Constrained FWSA K-Means (abbreviated as CFK
in Table 2, 3 and 4): Algorithm 2 (proposed in
section IV C).

(3) CFP: proposed in [33], default parameter values are
used.

(4)MAPK-Means (abbreviated asMKM in Table 2 and 3):
proposed in [35], default parameter values are used.

(5) FWSA K-Means + BRIk (abbreviated as FKB in
Table 2 and 3): Algorithm 1, but using BRIk to initialize
cluster centers at step 1 (BRIk is proposed in [15]).

(6) FWSA K-Means+ K-Means++ (abbreviated as FK+
in Table 2 and 3): Algorithm 1, but using K-Means++ to
initialize cluster centers at step 1 (K-Means++ is proposed
in [12]).

(7) Constrained FWSA K-Means + BRIk (abbreviated as
CFB in Table 2, 3 and 4): Algorithms 2, but using BRIk to
start cluster centers at step 6.

Some algorithms’ codes are kindly contributed by others:
(1) Both CFP and MAP K-Means codes are updated from

https://github.com/adnan-el-moussawi/MAPK-Means [35].
(2) The K-Means++ codes are from https://github.com/

jacquesattack/kmeanspp.
(3) Algorithm BRIk is provided by function brik from an

R package briKmeans [15].

2) QUALITY MEASURE
Two quality criteria, which are rand index and normalized
mutual information(NMI) are used to evaluate partitions. Ten
times of 10-fold cross validation are performed.

3) CLUSTERING WITH SUFFICIENT CONSTRAINTS
Firstly, p randomly generated constraints are added into
the clustering process of CFP, Constrained FWSA K-Means
(CFK), Constrained FWSA K-Means started with BRIk
(CFB). Here p is the number of data dimension. On the
other hand, true feature weight is provided to MAP
K-Means(MKM) as the preference vector.

TABLE 2. Comparison of the rand index averages of the partitions
obtained using different approaches.

TABLE 3. Comparison of the NMI averages of the partitions obtained
using different approaches.

The performance of the 7 algorithms are compared in
table 2 and 3.

(1) Feature level constraints clearly improves FWSA
K-Means. When we compare the third column (CFK, Con-
strained FWSA K-Means) with the second column (FKM,
FWSA K-Means), it wins 11 times in the 12 experi-
ments according to rand index, and wins all according to
NMI. In addition, Constrained FWSA K-Means also wins
two unsupervised initialization approach, which are FWSA
K-Means with K-Means++(FK+) and FWSA K-Means
with BRIk (FKB). Moreover, Constrained FWSA K-Means
wins CFP, a feature level based WKM. And it is only a little
inferior to MAP K-Means, which is provided with the whole
true feature weight vector. This also suggests initialization is
very important for WKM.
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(2) We may improve Constrained FWSA K-Means by
using initialization methods for K-Means to start the initial-
ization of cluster centers. We have tried to incorporate BRIk
(at step 6 of Algorithm 2), sometimes there is a significant
improvement (dataset PageBlocks).

4) CLUSTERING WITH LIMITED AND NOISY CONSTRAINTS
Then we test algorithms using only p/2 noisy constraints,
As MAP K-Means requires the whole feature weight vector,
it is not included. In addition, most unsupervised algorithms
are not included. We keep only FWSA K-Means (FKM) for
comparison. The comparison of the NMI averages is shown
in table 4. The result of rand index is similar, so we do not
present them here.

TABLE 4. Comparison of the NMI averages of the partitions obtained
using different approaches with limited and noisy constraints.

Compared with table 3, we can find using limited and noisy
constraints instead of enough and precise ones causes only
a minor decrease in the performance of Constrained FWSA
K-Means (CFK) and Constraint FWSAK-Means started with
BRIk (CFB), whereas it leads a significant decrease for
CFP. This is because we use constraints only at the stage
of initialization. As the noisy constraints are not against the
order of the true feature weights, they are helpful in getting a
good initial state. The following clustering process does not
consider the constraints, so the final partition is more robust
to the noise in constraints.

5) CHOICE OF THE PARAMETERS
Constrained FWSAK-Means uses two parameters: rounds of
adjusting initial feature weight Nw, and rounds of adjusting
initial cluster centers Nc. In our experiments, we set Nw =
20 andNc = 10. Based upon Iris andWine dataset, we test the
impact of changing parameters in two scenarios: which are p
precise constraints, and p/2 noisy constraints. The results are
shown in figure 10 and 11.

Figure 10 suggests that the clustering quality improves
with the increase of Nc when Nc is less than 10. After that,
the changes are no longer significant. So we set Nc = 10 in
all experiments.

FIGURE 10. Influence of the rounds of adjusting initial cluster centers Nc .

FIGURE 11. Influence of the rounds of adjusting initial feature weight Nw .

Figure 11 suggests that parameter Nw’s influence is not as
significant asNc does. This is because the feature weight con-
tinues its evolution in the following stage with the evolution
of clustering centers. AsNw = 0 often causes a relative worse
result, we may set it as a positive number which is not too
small. As the computation cost for adjusting initial feature
weight is marginal, we set Nw = 20 in all experiments.

VI. CONCLUSION
As a K-Means type algorithm, WKM often requires initial
cluster centers. In addition, it uses an initial feature weight
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vector. As a result, WKM’s initialization problem is more
complicated than that of K-Means. Yet, the problem is rarely
addressed. This paper analyzes experimentally the initial-
ization of FWSA K-Means, a popular WKM method pro-
posed to avoid the one-dimensional solution. It suggests that
FWSAK-Means must initialize carefully to sidestep the solu-
tion. Then it proposes a novel semi-supervised initialization
approach, which utilizes feature level constraints to guide the
evolution of featureweights and cluster centers. Experimental
results prove the effectiveness of feature level constraints to
the initialization.

This paper analyses the initialization of WKM experimen-
tally. We do not intend to analyse the problem theoretically
here. This is our future work. On the other hand, as initializa-
tion is the focus of this research, feature level constraints have
not been applied to improve the iterative process of FWSA
K-Means. This is also our future research direction.

REFERENCES
[1] E. Hancer, B. Xue, and M. Zhang, ‘‘A survey on feature selection

approaches for clustering,’’Artif. Intell. Rev., vol. 53, no. 6, pp. 4519–4545,
Aug. 2020.

[2] D. S. Modha and W. S. Spangler, ‘‘Feature weighting in K -means cluster-
ing,’’ Mach. Learn., vol. 52, no. 3, pp. 217–237, Sep. 2003.

[3] E. Y. Chan, W. K. Ching, M. K. Ng, and J. Z. Huang, ‘‘An optimization
algorithm for clustering using weighted dissimilarity measures,’’ Pattern
Recognit., vol. 37, no. 5, pp. 943–952, May 2004.

[4] Z. Deng, K. Choi, Y. Jiang, J. Wang, and S. Wang, ‘‘A survey on soft
subspace clustering,’’ Inf. Sci., vol. 348, pp. 84–106, Jun. 2016.

[5] R. C. de Amorim, ‘‘A survey on feature weighting based K -means algo-
rithms,’’ J. Classification, vol. 33, no. 2, pp. 210–242, Jul. 2016.
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