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ABSTRACT In this article, a new metaheuristic algorithm called Siberian Tiger Optimization (STO) is
designed to deal with optimization applications. The fundamental inspiration of STO is the imitation of
the natural behavior of the Siberian tiger during hunting and fighting. First, the whole design of STO and
its mathematical model’s two phases are explained. Then, the efficiency of the proposed STO approach in
optimization tasks is evaluated on sets of various standard benchmark functions from the CEC 2017 test
suite. In addition, the CEC 2011 test suite and four engineering design problems are employed to analyze
the ability of STO to handle real-world applications. Finally, the quality of the optimization results obtained
from the proposed STO approach is compared with the performance of twelve well-known metaheuristic
algorithms. The simulation results show that STO, with its high power in exploration and exploitation and
creating a balance between them, has provided better results than competitor algorithms and has superior
performance in handling optimization applications.

INDEX TERMS Optimization, bio-inspired, metaheuristic, Siberian tiger, exploration, exploitation.

I. INTRODUCTION
One of the first to realize the importance of optimization
methods was P. L. Chebyshev, who wrote: ‘‘Most practical
questions can be reduced to problems of largest and smallest
magnitudes. . . and it is only by solving these problems that
we can satisfy the requirements of practice which always
seeks the best, the most convenient.’’ [1]. Optimization refers
to the act of searching for the best combination for a set
of decision variables to solve a problem [2]. The global
optimization of special functions with a lot of local minima
occurs in many fields of science and engineering [3]. This
is while researchers are looking for more suitable solutions
for optimization tasks. Therefore, there is a need for opti-
mization solving methods that are compatible with the com-
plex nature of engineering and scientific optimization chal-
lenges [4]. These techniques are developed from traditional
approaches based on linear and nonlinear programming [5].
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Many optimization challenges have emerged in real-world
applications. These challenges have characteristics such as
non-convex, non-linear, high-dimensional, complex, discrete
search space, and multiple local optima [6]. Although tradi-
tional methods are effective in handling many optimization
problems, one of the main disadvantages of these approaches
is that they depend on gradient information or a set of initial
conditions [7]. Optimization methods can be split into two
primary groups: exact and approximate. Exact techniques
provide the global optimum for optimization problems in a
reasonable time. However, exact techniques are very time-
consuming in dealing with NP-hard and complex problems.
Approximate techniques can overcome this difficulty of exact
techniques and provide acceptable solutions for optimiza-
tion problems in a reasonable time. Traditional techniques
are able to provide the global optimum in handling simple
engineering challenges, linear problems, convex problems,
and optimization problems with low complexity [8]. These
techniques depend on the complete information and details
of the problem, so they may not be effective in dealing with
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current and emerging optimization applications. Traditional
techniques, when employed in the optimization of complex
optimization challenges that are nonlinear in nature, non-
convex, and in a nonlinear and unknown search space, may
get stuck in local optima where they have no guarantee to
provide the global optima [9]. In addition to achieving the
desired solution, the time to accomplish this solution should
be within a reasonable and acceptable range [10]. A new
concept of approximation algorithms, called metaheuristic
methods, has been introduced by [11]. Metaheuristics are
often used over the last four decades as they offer simplicity,
easy implementation, and the strong ability to avoid a local
optima [2]. Metaheuristic algorithms are efficient approaches
in providing solutions for optimization applications based on
a random search. Although these methods are independent
of the type of problem and do not need gradient informa-
tion, they do not guarantee that they will provide the best
solution [12]. To solve these difficulties and to provide opti-
mal solutions in a reasonable time, metaheuristic algorithms
have attracted the attention of researchers. Features such as
simplicity of concepts, convenient implementation, indepen-
dence from the type of problem, efficiency in nonlinear and
unknown search spaces, and efficiency in handling nonlinear,
non-convex, NP-hard, high-dimensional, and complex issues
have made metaheuristic algorithms highly popular [13].
Finding a solution in metaheuristic algorithms is based on
a random search in the problem-solving space based on the
strength of the search agents of these algorithms, which is
called the algorithm population. Algorithm populations scan
the search space using random operators, unique algorithm
steps, and trial and error processes [14]. A metaheuristic
algorithm should be able to scan different regions of the
search space accurately. This scanning ability can be caused
by sudden changes in the position of the population members
in the search space. This process, known as exploration,
enables metaheuristic algorithms to avoid getting stuck in
local optima and move through the search space to discover
the original optimal region. In addition, a meta-heuristic
algorithm should scan the surroundings of those promising
solutions locally to achieve better solutions. This scanning
can be achieved by small steps and small changes in the
position of the population members. This search process,
which is known as exploitation ability, makes metaheuris-
tic algorithms converge to better solutions for optimization
problems [15]. Exploration directs the algorithm to better
areas of the search space, and exploitation leads the algorithm
to better solutions. Therefore, exploration and exploitation
pursue contradictory goals. Hence, metaheuristic algorithms
must balance these two search abilities with adequate power
of exploration and exploitation. They must be able first
to discover the original optimal region and then converge
to the appropriate solution [16]. The investigation of new
metaheuristic methods for a diverse range of applications
significantly has influenced the further development of recent
search technologies. Unfortunately, manymetaheuristic algo-
rithms are relatively knowledge-intensive to be implemented

in easy-to-use and cheap computer programs. Hence, users
still use simple heuristics that are easy to implement but
often perform poorly. Real-world commercial and industrial
organizations usually do not need to solve their creating opti-
mization problems to full optimality. Instead, they are only
interested in ‘‘good enough—soon enough—cheap enough’’
solutions to these problems [17]. One way to solve this prob-
lem with the real practical usability of metaheuristic methods
is to consider the use of metaheuristic algorithms that do
not use any complex ‘‘expertly adjustable parameters’’ [14].
The so-called hyper-heuristics, hybrid-metaheuristics, hyper-
metaheuristics, or metaheuristic methods, in which the main
idea is to use a set of heuristics [17], metaheuristics [18],
[19] and or a combination of metaheuristic and exact methods
[20], respectively, to solve a problem so that we associate
each heuristic, metaheuristic or exact method with a different
phase of the problem-solving process, belong among other
possible ways of solving the problem with ‘‘low applicability
in practice.’’

Many metaheuristic algorithms have been designed to
achieve better and more efficient solutions [21]. These algo-
rithms are employed in various branches of science and real-
world applications, e. g., facial expression recognition [22],
action recognition [23], internet of things applications [24],
object tracking [25]. Therefore, the main research question
opened up for researchers, whether there is still a need to
continue to search for new metaheuristic algorithms. No Free
Lunch (NFL) theorem [26] explicitly answers this question
that no metaheuristic algorithm provides the best perfor-
mance in all optimization tasks. This type of answer is due
to the random search nature of metaheuristic algorithms,
which does not carry any guarantee of reliably reaching
the best solution. Furthermore, according to the NFL the-
orem, even if a metaheuristic algorithm performs better in
a set of optimization problems compared to several algo-
rithms, it may not provide the same performance in handling
other optimization applications. Hence, the NFL theorem,
by keeping the research area of metaheuristic algorithms
open, encourages scientists to introduce metaheuristic algo-
rithms to provide efficient solutions for existing and emerg-
ing optimization applications in the real-world and science
field.

The novelty of this paper is in the introduction of a new
metaheuristic algorithm called Siberian Tiger Optimization
(STO), which has applications in dealing with optimization
applications in various sciences and real-world problems. The
key contributions of this paper are as follows:

• STO is a bio-inspired meta-heuristic algorithm that
mimics the behavior of Siberian tigers.

• The fundamental inspiration of STO is simulating the
behaviors and strategies of the Siberian tiger when hunt-
ing prey and fighting with bears.

• The STO theory is described and then mathematically
modeled in two phases (prey hunting and fighting with
a bear, respectively).
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FIGURE 1. Photo of a siberian tiger; downloaded from free media
wikimedia commons.

• The efficiency of STO in handling optimization tasks is
evaluated on twenty-nine benchmark functions from the
CEC-2017 test suite.

• The ability of STO to handle real-world applications
is challenged on four engineering design problems and
twenty-one real-world optimization problems from the
CEC-2011 test suite.

• The quality of the results obtained from STO is com-
pared with the performance of twelve well-known meta-
heuristic algorithms.

The continuation of the paper is organized as follows:
firstly, the literature review is presented in the section
II. Then, the proposed Siberian Tiger Optimization (STO)
approach is introduced and mathematically modeled in the
section III. Next, simulation and evaluation studies on han-
dling optimization tasks are presented in the section IV.
The performance of the proposed algorithm in real-world
handling applications is evaluated in the section V. Finally,
conclusions and prospects for future studies are provided in
the section VI.

II. LECTURE REVIEW
Various sources of inspiration, including natural phenom-
ena, laws of physics, game rules, human interactions, and
biological sciences, have been employed in the design of
metaheuristic algorithms. Based on the main idea used in
the design, metaheuristic algorithms are classified into five
groups: swarm-based, evolutionary-based, physics-based,
game-based, and human-based approaches.

Swarm-based metaheuristic algorithms simulate swarm-
ing phenomena in nature, including the natural behaviors
of animals, birds, insects, aquatic animals, and other living
organisms. Among the most famous algorithms of this group
can mention to Particle Swarm Optimization (PSO), Artifi-
cial Bee Colony (ABC) [27], and Ant Colony Optimization
(ACO) ()[28]. The design idea of PSO is the searching strat-
egy of birds and fishes to obtain food sources. The concept
used in the design of ABC is the activities of the bee colony

searching for food sources. The design idea of ACO is the
strategy of the ant colony that seeks to find the shortest
path from the nest to the food sources. Living organisms’
most common swarming strategies and behaviors are for-
aging, hunting, and migration. These processes can be seen
as searching for an optimal solution. Hence, they have been
used in the design of several optimization algorithms, such
as the African Vultures Optimization Algorithm (AVOA)
[29], Grey Wolf Optimizer (GWO) [30], Golden Jackal Opti-
mization (GJO) [31], Whale Optimization Algorithm (WOA)
[32], Honey Badger Algorithm (HBA) [33], Marine Predator
Algorithm (MPA) [34], White Shark Optimizer (WSO) [35],
Reptile Search Algorithm (RSA) [36], and Tunicate Swarm
Algorithm (TSA) [37].

Evolutionary-basedmetaheuristic algorithms simulate bio-
logical and genetic sciences by relying on concepts such
as natural selection, survival of the fittest, Darwin’s theory
of evolution, and random operators. Among the most used
algorithms of this group are Genetic Algorithm (GA) [38] and
Differential Evolution (DE) [39]. Simulating the reproduction
process and using random selection, crossover, and mutation
operators is the basic idea behind GA and DE. The reaction
of the body’s immune system against microbes and diseases
is the idea used in the design of Artificial Immune Systems
(AISs) approaches [40].

Physics-based metaheuristic algorithms model the phe-
nomena, laws, and processes of physics. One of the most
famous physics-based approaches is Simulated Annealing
(SA) [41]. SA simulates the physical process of metal anneal-
ing, in which the metal is melted under heat and then cooled
to achieve an ideal crystal. Physical forces have been the
source of inspiration for researchers in designing algorithms
such as: the Gravitational Search Algorithm (GSA) and
Momentum Search Algorithm (MSA) [42]. The gravitational
force has been the design idea of GSA, spring tension force
has been the design idea of SSA, and the force resulting
from the momentum has been the design idea of MSA.
Other metaheuristic algorithms based on physics can be men-
tioned as Water Cycle Algorithm (WCA) [43], Archimedes
Optimization Algorithm (AOA) [44], Multi-Verse Opti-
mizer (MVO) [45], Electro-Magnetism Optimization (EMO)
[46], Equilibrium Optimizer (EO) [47], and Lichtenberg
Algorithm (LA) [48].

Game-based metaheuristic algorithms simulate the rules
that govern various individual and group games and the strate-
gies and behaviors of players and other influential people.
Simulating the behavior of players and competitions in sports
leagues has been the idea of designing algorithms such as
Football Game Based Optimization (FGBO) [49] and Volley-
ball Premier League (VPL) [50]. Mathematical modeling of
players’ behavior in how to collect points in different games
has inspired the design of algorithms such as Tug of War
Optimization (TWO) [51], ArcheryAlgorithm (AA) [52], and
Puzzle Optimization Algorithm (POA) [53].

Human-based metaheuristic algorithms model the indi-
vidual and social relations of humans in society. The most
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FIGURE 2. Flowchart of STO.

famous algorithm in this group is Teaching-Learning Based
Optimization (TLBO) [54]. TLBO simulates interactions
between students and teachers in the classroom learning envi-
ronment. The strategies used by doctors to treat patients have

inspired the design of Doctor and Patient Optimization [55].
The effort of the members of a team in achieving the set
goals has been the basic idea in the design of the Teamwork
Optimization Algorithm (TOA) [56]. The most common
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Algorithm 1 Pseudocode of STO
Start STO.

Input: The problem information (variables, objective function, and constraints).
Set STO population size (N ), the maximal number of function evaluations (MFEs), and T =

⌈
MFEs−N

4N

⌉
by (13).

Generate the initial population matrix at random by (1) and (2).
Evaluate the objective function by (3).

For t = 1 to T
For i = 1 to N
Phase 1: Prey hunting

Update proposed preys set for the ith STO member using (4). PPi = {Xk |k ∈ {1, 2, . . . ,N } ∧ Fk < Fi} ∪ {Xbest }
Calculate new position of the ith STO member based on the 1st stage using (5). xP1S1i,j ← xi,j + ri,j ·

(
TPi,j − Ii,j · xi,j

)
Update the ith STO member using (6). Xi ←

{
XP1S1i , FP1S1i < Fi
Xi, else

Calculate new position of the ith STO member based on the 2nd stage using (7). xP1S2i,j ← xi,j +
ri,j·

(
ubj−lbj

)
t

Update the ith STO member using (8). Xi ←
{
XP1S2i ,&FP1S2i < Fi
Xi,&else

Phase 2: Fighting with bear
Select one population member as the bear location Xk randomly.

Calculate the new position of the ith STO member based on the 1st stage using (9). xP2S1i,j ←

{
xi,j + ri,j ·

(
xk,j − Ii,j · xi,j

)
, Fk < Fi

xi,j + ri,j ·
(
xi,j − Ii,j · xk,j

)
, else

Update the ith STO member using (10). Xi ←

{
XP2S1i , FP2S1i < Fi
Xi, else

Calculate new position of the ith STO member based on the 2nd stage using (11). xP2S2i,j ← xi,j +
ri,j·

(
ubj−lbj

)
t

Update the ith STO member using (12). Xi ←

{
XP2S2i , FP2S2i < Fi
Xi, else

end
Save the best candidate solution found so far.

end
Output: The best solution obtained by STO.

End STO.

human-based metaheuristic algorithms can be mentioned as
War Strategy Optimization (WSO) [57], Coronavirus Herd
Immunity Optimizer (CHIO) [58], andAli Baba and the Forty
Thieves (AFT) [59].

Based on the best knowledge from our literature review,
no metaheuristic algorithm has been designed based on sim-
ulating the Siberian tiger’s behaviors and strategies. Thus,
this paper introduces a new swarm-based algorithm based on
mimicking the intelligent natural behavior of Siberian tigers
while hunting and fighting other animals to fill this research
gap in the existing metaheuristic algorithms. Our proposed
algorithm is discussed in the next section.

III. SIBERIAN TIGER OPTIMIZATION
In this section, the proposed Siberian Tiger Optimization
(STO) approach is introduced, then its implementation steps
are mathematically modeled.

A. INSPIRATION OF STO
The Siberian tiger or Amur tiger is a species of ‘‘Panthera
tigris’’ whose habitat is Northeast China, North Korea, and
the Russian Far East [60]. Various names have been given
for the Siberian tiger, including ‘‘Amur tiger,’’ ‘‘Ussurian
tiger,’’ ‘‘Korean tiger,’’ and ‘‘Manchurian tiger,’’ based on
the different areas where they live [61]. The color of the
Siberian tiger is rusty-yellow or reddish-rusty with narrow

white and black stripes. The minimum body length of this
animal is 150 cm, the zygomatic width is 18 cm, the skull
length is 25 cm, and the teeth are larger than 26 mm. The
Siberian tiger has a flexible body; therefore, it can stand on
its hind legs [62]. The weight range of this tiger is between
180 and 306 kg for the male species and between 100 and
167 kg for the female species [63]. A picture of the Siberian
tiger is shown in Figure 1. Despite their large size, Siberian
tigers are very fast and agile. They are powerful predators
whose prey species include: Siberian musk deer (Moschus
moschiferus), Manchurian wapiti (Cervus Canadensis xan-
thopygus), moose (Alces alces), long-tailed goral (Nae-
morhedus caudatus), sika deer (Cervus nippon), Siberian
roe deer (Capreolus pygargus), wild boar (Sus scrofa), and
even sometimes brown bears (Ursus arctos) and small size
Asiatic black bears (Ursus thibetanus). Smaller prey such as
pikas, rabbits, hares, and even salmon are eaten by Siberian
tigers, too [64]. During hunting, Siberian tigers select the
prey, then attack it, and finally hunt the prey in a chasing
process.

Siberian tigers fight with black bears and brown bears due
to disputes over prey and defending themselves. In this fight,
the Siberian tiger first ambushes and then attacks the bear
from above, blocks it from the chin with one forepaw, grabs
the bear’s throat with the other forepaw, and finally kills it by
biting its spine [62].
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TABLE 1. Optimization results of the CEC-2017 test suite (dimension m = 10).
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TABLE 1. (Continued.) Optimization results of the CEC-2017 test suite (dimension m = 10).
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TABLE 1. (Continued.) Optimization results of the CEC-2017 test suite (dimension m = 10).
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TABLE 2. Optimization results of the CEC-2017 test suite (dimension m = 30).
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TABLE 2. (Continued.) Optimization results of the CEC-2017 test suite (dimension m = 30).
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TABLE 2. (Continued.) Optimization results of the CEC-2017 test suite (dimension m = 30).
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TABLE 3. Optimization results of the CEC-2017 test suite (dimension m = 50).
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TABLE 3. (Continued.) Optimization results of the CEC-2017 test suite (dimension m = 50).
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TABLE 3. (Continued.) Optimization results of the CEC-2017 test suite (dimension m = 50).
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TABLE 4. Optimization results of the CEC-2017 test suite (dimension m = 100).
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TABLE 4. (Continued.) Optimization results of the CEC-2017 test suite (dimension m = 100).
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TABLE 4. (Continued.) Optimization results of the CEC-2017 test suite (dimension m = 100).
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FIGURE 3. Boxplot diagram of STO and competitor algorithms performances on the CEC-2017 test suite (dimension m = 10).
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FIGURE 3. (Continued.) Boxplot diagram of STO and competitor algorithms performances on the CEC-2017 test suite (dimension m = 10).

The natural behaviors of Siberian tigers in nature (i.e.,
their strategy of hunting prey and their approach to fighting
brown bears) are intelligent processes, which can be the
basis for designing a newmetaheuristic algorithm. Therefore,
mathematical modeling of these two exciting strategies of the
Siberian tiger is employed in creating the proposed STO.

B. MATHEMATICAL MODELLING
The process of updating the position of Siberian tigers in the
STO is modeled in two different phases based on the natural
behaviors of this animal.

1) INITIALIZATION
The proposed STO can provide a suitable solution to the prob-
lem by benefiting from the searching power of its population
members in an iteration-based process. The STO population
consists of Siberian tigers, which seek better solutions by
changing their locations in the search space. Each Siberian
tiger is a member of the STO population. Thus, it describes
a candidate solution to the problem. Its position in the search
space represents values for the variables of the problem.
Therefore, from a mathematical point of view, each Siberian
tiger can be modeled using a vector, and the population of
Siberian tigers can be modeled using a matrix according to
(1).

X =



X1
...

Xi
...

XN


N×m

=



x1,1 · · · x1,j · · · x1,m
...

. . .
... . .

. ...

xi,1 · · · xi,j · · · xi,m
... . .

. ...
. . .

...

xN ,1 · · · xN ,j · · · xN ,m


N×m

(1)

where X is the population matrix of Siberian tigers’ locations,
Xi is the ith Siberian tiger (a candidate solution) and N is the
total number of Siberian tigers.

The initial position of Siberian tigers in the search space
at the beginning of STO implementation is randomly deter-
mined using (2).

xi,j = lbj + ri,j ·
(
ubj − lbj

)
, i = 1, 2, . . . ,N ,

j = 1, 2, . . . ,m, (2)

where xi,j is jth dimension of Xi in the search space (problem
variable), m is the number of problem variables, ri,j are
random numbers in the interval [0, 1], lbj, and ubj are the
lower bound and upper bound of the jth problem variable,
respectively.

As mentioned, the position of each Siberian tiger in the
search space determines the values of variables of the prob-
lem. Therefore, corresponding to each Siberian tiger, a value
of the objective function of the problem can be evaluated.
The set of calculated values for the objective function can be
displayed using a vector called the objective function vector
according to (3).

F =



F1
...

Fi
...

FN


N×1

=



F (X1)
...

F (Xi)
...

F (XN )


N×1

(3)

where F is the objective function values vector and Fi is the
obtained objective function value for the ith Siberian tiger.

The obtained values for the objective function provide
valuable information about the quality of these candidate
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FIGURE 4. Boxplot diagram of STO and competitor algorithms performances on the CEC-2017 test suite (dimension m = 30).
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FIGURE 4. (Continued.) Boxplot diagram of STO and competitor algorithms performances on the CEC-2017 test suite (dimension m = 30).

solutions. The best value obtained for the objective function
determines the best member Xbest (the best candidate solu-
tion). Therefore, as new values of the objective function are
calculated in each algorithm’s iteration, the best member in
each iteration must be updated by comparing its value of the
objective function with these new values too.

2) PHASE 1: PREY HUNTING
Siberian tigers are powerful predators that feed by attacking
different prey. Therefore, in the first phase, STO members
are updated based on simulating the Siberian tigers’ hunting
strategy. In this strategy, after selecting the prey, the Siberian
tiger attacks it and then kills the prey in a chasing process.
Therefore, the prey hunting phase is simulated in two stages.

In the first stage, the position of population members is
updated based on the selection and attack on the prey. This
stage causes sudden and extensive changes in the position
of the STO members, and as a result, it increases the ability
of the global search and exploration of the algorithm in the
accurate scanning of the search space. In the STO design, the
proposed prey positions for each Siberian tiger are selected
from other members of the population that have a better
objective function value than that member. The set of posi-
tions of these proposed preys is shown in (4).

PPi = {Xk |k ∈ {1, 2, . . . ,N } ∧ Fk < Fi} ∪ {Xbest } , (4)

where Xbest is the best candidate solution (the best STOmem-
ber) and N is the total number of STO members. Then, one
member (we denote it as TPi ) from this set PPi is randomly
selected as the attacked target by the ith Siberian tiger (i.e.,
the ith population member), and its new position is calculated

based on the simulation of the attack on the prey using (5).

xP1S1i,j = xi,j + ri,j ·
(
TPi,j − Ii,j · xi,j

)
,

i = 1, 2, . . . ,Nandj = 1, 2, . . . ,m, (5)

where TPi,j is the jth dimension of TPi, XP1S1i is the new
position of the ith member based on the 1st stage of the 1st
phase of STO, xP1S1i,j is its jth dimension, m is the number
of problem variables, ri,j are random numbers in the inter-
val [0, 1], and Ii,j are random numbers from the set {1, 2}.
In the process of updating STO members, the new calculated
position is acceptable if it improves the value of the objective
function. This process is modeled using (6).

Xi =

{
XP1S1i , FP1S1i < Fi;
Xi, else,

(6)

where FP1S1i is objective function value of the ith member
XP1S1i .

In the 2nd stage, the position of the population members
is updated based on the chase process. In this process, the
Siberian tiger changes its position in the area where it is
attacking the prey. This process increases the ability of the
algorithm in local search and exploitation to reach better
solutions. To simulate the chase process, first, a new position
for the Siberian tiger near the attack site is calculated using
(7). Then according to (8), if the value of the objective func-
tion is improved, this newly calculated position replaces the
previous position of the corresponding member.

xP1S2i,j = xi,j +
ri,j ·

(
ubj − lbj

)
t

, i = 1, 2, . . . ,N ,

j = 1, 2, . . . ,m, and t = 1, 2, . . . ,T , (7)
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FIGURE 5. Boxplot diagram of STO and competitor algorithms performances on the CEC-2017 test suite (dimension m = 50).
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FIGURE 5. (Continued.) Boxplot diagram of STO and competitor algorithms performances on the CEC-2017 test suite (dimension m = 50).

Xi =

{
XP1S2i , FP1S2i < Fi;
Xi, else,

(8)

where XP1S2i is the new position of the ith Siberian tiger based
on the second stage of the first phase of STO, xP1S2i,j is its
jth dimension, FP1S2i is its objective function value, ri,j are
random numbers in the interval [0, 1], and t is the iteration
counter of the algorithm.

3) PHASE 2: FIGHTING WITH A BEAR
Observations of the natural life of Siberian tigers indicate that
this animal fights with brown and black bears due to disputes
over prey and to protect their lives. Therefore, in the second
phase, STO members are updated based on simulating the
strategy of Siberian tigers when fighting bears. In this fight,
the Siberian tiger first ambushes and then attacks the bear.
In the continuation of this fight, the conflicts between these
two animals will continue on the battlefield until the Siberian
tiger kills the bear. Therefore, the strategy of the Siberian
tiger’s fight with the bear is simulated in two stages: attack
and conflict.

In the 1st stage, to model the attack of the ith Siberian tiger
on the bear, the other population members are considered the
set of bears. From this set of possible bears, the position of the
attacked bear is randomly selected (this position is denoted
as k). This step leads to significant and sudden changes in the
position of STO members, which can increase the proposed
method’s global search and exploration capability. Therefore,
to simulate the above concepts, a new position is first calcu-
lated for the ith STO member, i = 1, 2, . . . ,N , based on (9).

xP2S1i,j =

{
xi,j + ri,j ·

(
xk,j − Ii,j · xi,j

)
, Fk < Fi;

xi,j + ri,j ·
(
xi,j − Ii,j · xk,j

)
, else,

(9)

where xk,j is the jth dimension of a bear location, j =
1, 2, . . . ,m, where k is randomly selected from the set
{1, 2, . . . , i− 1, i+ 1, . . . ,N }, XP2S1i is the new position of
the ith member based on the 1st stage of the 2nd phase of
STO, xP2S1i,j is its jth dimension, ri,j are random numbers in
the interval [0, 1], and Ii,j are random numbers from the set
{1, 2}. Then, according to (10), if the value of the objective
function is improved, this newly calculated position replaces
the previous position of the corresponding member.

Xi =

{
XP2S1i , FP2S1i < Fi
Xi, else,

(10)

where Fk is the value of the objective function of the bear (the
kth member of STO) and FP2S1i is objective function value of
XP2S1i .

In the 2nd stage, the position of the population members
is updated based on the simulation of conflicts during com-
bat. This behavior causes small changes in the population
members’ position, leading to improved the local search of
STO and exploitation ability. To model this behavior, first,
a random position near the place of the fight is calculated
using (11).

xP2S2i,j = xi,j +
ri,j
t

(
ubj − lbj

)
, i = 1, 2, . . . ,N ,

j = 1, 2, . . . ,m, and t = 1, 2, . . . ,T , (11)

where XP2S2i is new position of the ith Siberian tiger based
on the 2nd stage of the 2nd phase of STO, xP2S2i,j is its jth
dimension, and t is the iteration counter of the algorithm.

Then, this new position is acceptable for the update
process if it improves the value of the objective function
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FIGURE 6. Boxplot diagram of STO and competitor algorithms performances on the CEC-2017 test suite (dimension m = 100).
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FIGURE 6. (Continued.) Boxplot diagram of STO and competitor algorithms performances on the CEC-2017 test suite (dimension m = 100).

according to (12).

Xi =

{
XP2S2i , FP2S2i < Fi;
Xi, else,

(12)

where FP2S2i is the objective function value of XP2S2i .

C. REPETITIONS PROCESS, FLOWCHART, AND
PSEUDO-CODE OF STO
The first iteration of STO is completed after updating all
Siberian tigers based on the first and second phases. Then,
the algorithm enters the next iteration with the new values
obtained, and the process of updating the position of the
Siberian tigers is repeated until the last iteration of the algo-
rithm based on Equations (4) to (12). After the full imple-
mentation of STO, the best candidate solution found during
all iterations of the algorithm is placed in the output as the
solution to the problem. The steps of STO implementation
are presented in the form of a flowchart in Figure 2 and the
structure of pseudocode in Algorithm 1.

D. COMPUTATIONAL COMPLEXITY
This subsection discussed the computational complex-
ity analysis of the proposed STO. Since the most
time-consuming step in the entire algorithm is calculating the
values of the objective function, which are very complicated
in most real applications, the computational complexity of
STO can be estimated based on the number of needed func-
tion evaluations FEs. The initialization process of STO has
the complexity FEs =N , where N is the number of Siberian
tigers. In each iteration, each STO member is updated in
two different phases. Each of these phases has two stages of
calculating the objective function. Therefore, the process of

updating population members in the proposed STO has the
complexity FEs = 4N · T , where T is the total number of
iterations of the algorithm. Hence, the total computational
complexity of STO by the total number of function eval-
uations MFEs is equal to (4T + 1) · N . Thus, we get the
following formula

MFEs = (4T + 1) · N ⇐⇒ T =
⌈
MFEs−N

4N

⌉
. (13)

IV. SIMULATION STUDIES AND DISCUSSION
In this section, the ability of the proposed STO approach
to solving optimization problems is tested on twenty-nine
standard benchmark functions from CEC 2017 test suite.
CEC-2017 test suite has thirty objective functions, of which
C17-F1 to C17-F3 are unimodal, C17-F4 to C17-F10 are
multimodal, C17-F11 to C17-F20 are hybrid, and C17-F21 to
C17-F30 are composition. From this set, the C17-F2 function
has been removed from the simulations due to its unbalanced
behavior. Precise details of CEC-2017 test suite are pro-
vided in [65]. Twelve well-known metaheuristic algorithms:
LSHADE-SPACMA [66], FDB-SOS [67], FDB-SFS [68],
FDB-RUN [69], FDB-AGDE [70],WSO, AVOA, RSA, TSA,
WOA, GWO, GSA are employed in order to compare with
the performance of the proposed approach in optimizing
the benchmark functions. In the implementation of com-
petitor algorithms on benchmark functions, the population
size for LSHADE-SPACMA, FDB-SOS, FDB-SFS, FDB-
RUN, FDB-AGDE, and GSA approaches is considered equal
to 50 and for WSO, AVOA, RSA, TSA, WOA, and GWO
approaches is considered equal to 30. The experimentation
has been done on MATLAB R2020a version using 64-bit
Core i7 processor with 3.20 GHz and 16 GB main memory.
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The proposed STO approach and competitor algorithms are
employed in the optimization of the mentioned benchmark
functions. Simulation results are reported using four statisti-
cal indicators: mean, best, standard deviation (std), and rank.
In order to better present and display the tables and figures,
the competitor algorithm of LSHADE-SPACMA is specified
with the symbol L-S.

A. EVALUATION OF CEC 2017 TEST SUITE
The proposed algorithm and competitor algorithms are imple-
mented on the CEC 2017 test suite for dimensions m =
10, 30, 50, and 100 to analyze the efficiency of the proposed
STO approach in solving optimization problems. For all test
functions in the CEC 2017 test suite, STO has employed a
population of 30 Siberian tigers (thus, N = 30) along with a
maximum number of FEs equal to 10000 · m (thus, MFEs =
10000m), where m is the number of variables (dimensions of
the problem). The stop criterion for the proposed STO is set to
the maximum number of function evaluations MFEs. To get
statistical results on the behavior of the proposed STO, we ran
51 times independently the computation of STO for each
benchmark function in each experiment. The optimization
results of the CEC-2017 test suite are reported in Tables 1 to
4.

Based on the results obtained for the number of dimensions
m equal to 10, the proposed approach STO is the best opti-
mizer in solving functions C17-F1, C17-F3 to C17-F11, C17-
F14 to C17-F17, C17-F19 to C17-F21, C17-F23, C17-F28,
and C17-F29. For dimensions m equal to 30, the proposed
approach STO is the best optimizer for handling functions
C17-F1, C17-F3, C17-F5 to C17-F11, C17-F13, C17-F16,
C17-F17, C17-F20, C17-F21, C17-F24, C17-F25, C17-F28,
and C17-F29. For the number of dimensions m equal to 50,
the proposed approach STO is the best optimizer in handling
functions C17-F1, C17-F3, C17-F5 to C17-F13, C17-F15 to
C17-F18, C17-F20 to C17-F25, and C17-F28 to C17-F30.
For the number of dimensions m equal to 100, the proposed
approach STO is the best optimizer for optimizing functions
C17-F1, C17-F3, C17-F5 to C17-F13, C17-F15 to C17-F17,
and C17-F20 to C17-F29.

The analysis of the optimization results shows that the pro-
posed STO approach has performed better than the competi-
tor algorithms in most of the CEC-2017 test suite functions.
Overall, it has obtained the first rank as the best optimizer in
handling the CEC-2017 test suite. The performance boxplot
of STO and competitor algorithms in handling the CEC-
2017 test suite for different dimensions m = 10, 30, 50, and
100 are drawn in Figures 3 to 6.

B. STATISTICAL ANALYSIS
In this subsection, the statistical analysis of the performance
of the proposed STO approach against competitor algorithms
is presented to check whether the superiority of STO is
significant from a statistical point of view. For this purpose,
Wilcoxon rank sum test [71] is used. Wilcoxon rank sum
test is a non-parametric statistical test that shows whether

TABLE 5. p-values obtained from Wilcoxon rank sum test.

there is a significant difference between the average of two
data samples. The results obtained from the implementation
of the Wilcoxon rank sum test on the performance of STO
compared to each of the competitor metaheuristic algorithms
are published in Table 5. Based on the simulation results, it is
clear that in cases where the p-value is less than 0.05, STO has
a significant superiority over the corresponding competitor
algorithm from a statistical point of view.

V. STO FOR REAL-WORLD APPLICATION
In this section, to evaluate the proposed STO approach in
dealing with real-world applications, its efficiency in the
optimization of the CEC-2011 test suite and four engineering
design problems is challenged.

A. EVALUATION OF CEC 2011 TEST SUITE
The CEC 2011 test suite includes twenty-two real-world
problems, of which CEC11-F3 is excluded from the simu-
lations. Full details and information on the CEC-2011 test
suite are provided [72]. For all test functions in the CEC
2011 test suite, STO is employed 30 Siberian tigers along
with a maximum number of FEs of 150,000. The stop cri-
terion for the proposed STO is set to the maximum number
of FEs, where it ran 25 times independently for each function
in each experiment. The implementation results of the STO
and competitor algorithms on the CEC-2011 test suite are
published in Table 6.

Based on the simulation results, it is evident that the pro-
posed approach is the best optimizer in solving C11-F1, C11-
F2, C11-F4 to C11-F10, C11-F12 to C11-F14, and C11-F16
to C11-F22. Furthermore, analysis of the simulation results
shows that the proposed STO approach is acceptable for
dealing with real-world applications. Therefore, compared to
the competitor algorithms, it has won the first rank for the
CEC-2011 test suite. Also, the results of p-values obtained
from theWilcoxon statistical analysis show that the proposed
STO approach has a significant statistical advantage over
competitor algorithms in dealingwith the CEC2011 test suite.
The boxplots of the performance of STO and competitor
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TABLE 6. Optimization results of the CEC-2011 test suite.
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TABLE 6. (Continued.) Optimization results of the CEC-2011 test suite.

VOLUME 10, 2022 132423



P. Trojovský et al.: STO: A New Bio-Inspired Metaheuristic Algorithm

TABLE 6. (Continued.) Optimization results of the CEC-2011 test suite.

TABLE 7. Performance of optimization algorithms on pressure vessel design problem.

algorithms in the CEC-2011 test suite optimization are drawn
in Figure 7.

B. APPLICATION OF STO IN FOUR ENGINEERING DESING
OPTIMIZATION PROBLEM
In this subsection, the performance of STO in solving four
engineering design problems from real-world applications

is evaluated. animal. For each engineering design problems,
STO is employed 25 Siberian tigers along with a maxi-
mum number of FEs of 100,000. The stop criterion for
the proposed STO and competitor algorithms is set to the
maximum number of FEs equal to 100,000, where it ran
20 times independently for each design problem in each
experiment.
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TABLE 8. Statistical results of optimization algorithms on pressure vessel design problem.

TABLE 9. Performance of optimization algorithms on speed reducer design problem.

TABLE 10. Statistical results of optimization algorithms on speed reducer design problem.

1) PRESSURE VESSEL DESIGN PROBLEM
Pressure vessel design is a minimization problem whose
object is to reduce the design cost. Pressure vessel design
schematic is presented in Figure 8. The mathematical model
of this problem is presented in [73]. This problem has four
design variables:

X = [x1, x2, x3, x4] = [Ts,Th,R,L] . (14)

where:

0 ≤ x1, x2 ≤ 100and10 ≤ x3, x4 ≤ 200.

The results of implementing STO and competitor algo-
rithms on pressure vessel design are presented in tables 7 and
8. Based on the obtained results, STO has presented the
optimal design of this problem with the values of the design
variables equal to (0.778027075, 0.384579186, 40.3122837,
200) and the value of the corresponding objective function
equal to 5882.895451. The results of statistical indicators
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FIGURE 7. Boxplot diagram of STO and competitor algorithms performances on the CEC-2011 test suite.

show that STO has provided superior performance in deal-
ing with the problem of pressure vessel design compared

to competitor algorithms. The convergence curve of STO in
handling this design is plotted in Figure 9.
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FIGURE 8. Schematic view of pressure vessel design problem.

FIGURE 9. Convergence analysis of the STO for the pressure vessel design
optimization problem.

2) SPEED REDUCER DESIGN PROBLEM
Speed reducer design is aminimization problemwhose object
is to reduce the weight of the speed reducer. Speed reducer
design schematic is presented in Figure 10. The mathematical
model of this problem is presented in [74] and [75]. This
problem has seven design variables:

X =
[
x1,x2, x3, x4, x5, x6, x7

]
= [b,m, p, l1, l2, d1, d2] .

(15)

Where:

2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3
≤ 28, 7.3 ≤ x4 ≤ 8.3, 7.8 ≤

x5 ≤ 8.3, 2.9 ≤ x6 ≤ 3.9, and5 ≤ x7 ≤ 5.5.

The results of optimizing the design of speed reducer using
STO and competitor algorithms are presented in Tables 9 and
10. Based on the obtained results, STO has presented the
optimal design of this problem with the values of the design
variables equal to (3.5, 0.7, 17, 7.3, 7.8, 3.350215, 5.286683)
and the value of the corresponding objective function equal to
2996.348165. Comparing the results of statistical indicators
shows that STO has performed better in optimizing speed
reducer design compared to competitor algorithms. The STO
convergence driver while reaching the solution is plotted in
Figure 11.

3) WELDED BEAM DESIGN PROBLEM
Welded beam design is a minimization problem whose object
is to reduce the fabrication cost of the welded beam. Welded

FIGURE 10. Schematic view of speed reducer design problem.

FIGURE 11. Convergence analysis of the STO for the speed reducer design
optimization problem.

beam design schematic is presented in Figure 12. The math-
ematical model of this problem is presented in [32]. This
problem has four design variables:

X = [x1, x2, x3, x4] = [h, l, t, b] . (16)

Where:

0.1 ≤ x1, x4 ≤ 2and0.1 ≤ x2, x3 ≤ 10.

The results of employing STO and competitor algorithms in
dealing with the welded beam design problem are presented
in Tables 11 and 12. Based on the obtained results, STO has
presented the optimal design of this problem with the values
of the design variables equal to (0.20572964, 3.470488666,
9.03662391, 0.20572964) and the value of the corresponding
objective function equal to 1.724679823. From the analy-
sis of the statistical results, it is concluded that STO has
provided superior performance in solving the welded beam
design problem compared to competitor algorithms. The STO
convergence curve during the optimization of this design is
drawn in Figure 13.

4) TENSION/COMPRESSION SPRING DESIGN PROBLEM
Tension/compression spring design is a minimization
problem whose object is to reduce the weight of ten-
sion/compression spring. Tension/compression spring design
schematic is presented in Figure 14. The mathematical model
of this problem is presented in [32]. This problem has three
design variables:

X = [x1, x2, x3] = [d,D,P] .

VOLUME 10, 2022 132427



P. Trojovský et al.: STO: A New Bio-Inspired Metaheuristic Algorithm

TABLE 11. Performance of optimization algorithms on welded beam design problem.

TABLE 12. Statistical results of optimization algorithms on welded beam design problem.

FIGURE 12. Schematic view of the welded beam design problem.

where:

0.05 ≤ x1 ≤ 2, 0.25 ≤ x2 ≤ 1.3 and 2 ≤ x3 ≤ 15.

The simulation results of tension/compression spring
design problem are presented in tables 13 and 14. Based
on the obtained results, STO has presented the optimal
design of this problem with the values of the design vari-
ables equal to (0.051689061, 0.356717736, 11.28896595)
and the value of the corresponding objective function
equal to 0.012601907. Based on the analysis of statistical

FIGURE 13. Convergence analysis of the STO for the welded beam design
optimization problem.

FIGURE 14. Schematic view of tension/compression spring problem.

results, STO has been more effective in handling the ten-
sion/compression spring design problem compared to com-
petitor algorithms. The convergence curve of STO while
achieving the optimal design of this problem is drawn in
Figure 15.
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TABLE 13. Performance of optimization algorithms on tension/compression spring design problem.

TABLE 14. Statistical results of optimization algorithms on tension/compression spring design problem.

FIGURE 15. Convergence analysis of the STO for the tension/compression
spring design optimization problem.

VI. CONCLUSION AND FUTURE WORKS
This paper introduced a new swarm-based metaheuristic
algorithm called the Siberian Tiger Optimization (STO),
which imitates the natural life of Siberian tigers in nature. The
basis of the proposed STO is the mathematical modeling of
the strategy of Siberian tigers during hunting (in two stages:
attack and chase), as well as the modeling of the strategy of
the Siberian tiger fighting with bears (in two stages: attack
and conflict). The proposed STO was tested on twenty-
nine standard benchmark functions from the CEC 2017 test
suite. In addition, the optimization results of the proposed

STO were compared with the results of twelve well-known
metaheuristic algorithms. Analysis of the simulation results
showed that the proposed STO approach, having high abil-
ity in exploration, exploitation, and balance in exploration
and exploitation, compared to competitor algorithms, has
provided better results and has superior performance. Also,
the implementation of the proposed STO approach on the
CEC-2011 test suite and four engineering design problems
indicated the acceptable ability of STO to handle real-world
applications.

Following the introduction of the STO approach, several
research tasks are activated for further studies in the future.
The development of binary and multi-objective versions of
the proposed STO approach is this paper’s most extraor-
dinary research potential. Employing the STO approach in
optimization tasks in various sciences and other real-world
applications are among other suggestions of the authors for
future works.
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