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ABSTRACT Low-Resolution Thermopile Array Sensors are widely used in several indoor applications such
as security, intelligent surveillance, robotics, military, and health monitoring systems. It is compact, cost-
effective, and offers a low-resolution thermal image of the environment, attracting its use in privacy-focused
applications. Many industries migrating towards Industry 4.0 are facing challenges in using sensors and
automating the systems. One of the areas in which automation could be implemented is by using sensors to
operate the systems smartly based on occupancy. The major challenge in such applications is maintaining
privacy; conventional imaging mechanisms using optical camera systems fail to achieve it. The same could
be achieved by using thermopile sensors which provide thermal data of the desired region. This generates
the possibility to identify the number of people in a specified area without revealing their identity. This paper
proposes various approaches to detect human occupancy using a low-resolution infrared thermopile array
sensor to keep their identity safe and avoid privacy issues. The proposed system detects IR-emitting objects
using a low-resolution thermopile array Grid-EYE sensor (AMG8833). The sensor acquires 8 × 8 pixels
of thermal distribution. These thermal distribution data are subjected to interpolation, filtering, adaptive
thresholding, and background suppression to attain the set goal of human detection.

INDEX TERMS Thermopile array sensor, human target detection, bicubic interpolation, Gaussian filter,
adaptive threshold, Raspberry Pi.

I. INTRODUCTION
The occupancy detection system is vital in a wide variety
of applications in any indoor environment. For example,
the temperature and lighting load of a room could be esti-
mated and controlled based on the occupancy data to save
energy [1], [2], [3]. It can also be used in the home, libraries,
museums, and offices to monitor the movement activities
of people. This helps in minimizing the use of space facili-
ties and building resources. Human detection could be man-
aged with many portable devices like wearable sensors [4],
optical cameras [5], Radio Frequency Identification Devices
(RFIDs) [6], and WLAN devices [7]. However, wearable
sensors are not convenient for users. Moreover, cameras are
not only affected by lighting conditions but also pose identity
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privacy issues [8]. In RFID and WLAN-based localization,
users need to carry the receiving devices with them. This
paper addresses these challenges by proposing thermal sen-
sors for human detection to keep people’s personal identities
private. In these sensors, thermal values of a region are con-
verted into electrical signals [9], [10]. Human detection could
be done by processing and analyzing the received signals.
These cost-effective thermal sensors are also gaining popu-
larity in surveillance and smart housing due to their accuracy
and performance [11].

The human target detection is one of the most essential
and desirable information in real world applications. This
could be achieved by using multiple Pyroelectric Infrared
(PIR) sensors [12], [13] and sensors need to be placed
in different places at different angles. This conventional
method is easy to implement, however poses the limitation
like – detection is possible only when the target is in motion.
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A thermopile thermal array sensor could be an alternative to
address the limitation as it can detect both static and moving
objects. The detectivity and responsivity of the thermopile
array sensors are high and have a better signal-to-noise ratio,
which makes them more suitable for temperature measure-
ments in different applications compared to the pyroelectric
sensors [14], [15].

The advancement in the human detection field used ther-
mopile sensors to detect a person [16] for applications like
counting at doors and pedestrian detection using robots.
These efforts could not address the limitations like object
detection with background removal. To enhance the detec-
tion capability, a greater number of thermopile sensors
are used [17] to identify and detect the object locations.
To remove the image background fuzzy techniques are tried
and results are suffered due to poor thermal image.

The probabilistic method using Grid-EYE sensor [18] pro-
vided promising results in the form of human detection but
posed limitation due to the object size. The Grid-EYE sensor-
based detection work is being extended to tracking [19] and
also energy-related activities are recognized in the work-
place [20]. The application of Grid-EYE sensor is observed
in the applications like – detection of finger movements [21],
detect and track people within a FOV of 2.5m × 2.5m [22]
and passenger detection inside the car [23]. All the work
carried out usingGrid-EYE sensor involvesminimal post pro-
cessing of the data and very less real time implementations.

Various applications like - tracking of fall detection of
elderly people using k-Nearest Neighbor [24] using 16 × 4
thermopile array, detection of human posture like walking,
lying, sitting [25] using 16 × 16 thermopile array sensors
and tracking of person walking on two polygonal paths with
a high-resolution 24 × 32 [26] thermopile sensor. But there
is a distortion in the edges of the detection area due to the
large angle of view of the sensor. People have worked to
improve the detection area by employing more sensors [27]
by sacrificing on the system cost.

In this paper, the proposed method uses a single ther-
mopile array sensor (Grid-EYE) to detect multiple objects
in real time. The sensor data is collected and processed
in real time to detect the occupancy of the object. In this
paper, effective human detection using a thermal sensor is
achieved by interfacing the thermal sensor to a Raspberry
Pi and implementing signal processing algorithms in real
time. An initial simulation study is carried out by using a
single thermopile array sensor to detect multiple targets in the
detection area using MATLAB. Later, using the Raspberry Pi
and Python programming, the same is implemented in real-
time. A comparison of different interpolation and filtering
techniques is carried out to select the most suitable method
for the detection of the target. The computation time taken
for detection of the target using simulation in MATLAB and
real time implementation is compared. The main focus of
this paper is to achieve real time implementation of human
detection using thermopile sensors. The effort is towards
achieving computation time of signal processing algorithm

computed in Raspberry Pi to be less than the frame rate of
sensor.

The rest of this paper is ordered as follows. Section II
presents the specifications of the thermopile array sensor
(Grid-EYE sensor), the details of the Grid-EYE sensor eval-
uation kit used, and the specifications of Raspberry Pi.
Section III introduces the method used to detect station-
ary/multiple humans. Section IV presents the experimental
results of human target detection in real time. Section V is
the conclusion part.

II. THERMOPILE ARRAY SENSOR
The infrared radiation of the target is captivated by the ther-
mal infrared sensors to detect the temperature variation and
translate this temperature variation into an electrical signal.
Many thermocouples are connected in series in the thermopile
thermal detectors, and they work on the principle of the
Seebeck Effect [13]. The thermopile array sensors receive
infrared radiation emitted by humans and detect both moving
and stationary objects by giving the thermal values of the
target. The thermal values are received from the thermopile
array sensor (Grid-EYE-AMG8834) by using the Grid-EYE
sensor evaluation kit as shown in Figure 1 [28].

FIGURE 1. Grid-EYE infrared array sensor evaluation kit [28].

A component AMG8834 Grid-EYE sensor is implanted
in the evaluation kit. The Grid-EYE sensor is interfaced
with themicrocontroller (ATSAMD21G18A) through the I2C
protocol. The kit is powered through a micro USB port. The
processed temperature values in the microcontroller are fed
to the Personnel Computer (PC) through the USB protocol.
The connection between Grid-EYE, the microcontroller, and
the PC is shown in Figure 2. Specifications of the Grid-EYE
sensor are as in Table 1.

The Grid-EYE sensor gives a thermal image of size 8× 8.
Figure 3 shows the thermal sensor output, where the human
is present in the detection area. In this image, red and blue
colors signify high and low temperature respectively.
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FIGURE 2. Connection block diagram.

TABLE 1. Specifications of grid eye sensor [29].

FIGURE 3. Grid-EYE sensor data.

The histogram of the thermal image with the human is
shown in Figure 4. It is observed from the figure that,
the number of occurrences of a particular temperature in a
room [30].

A. AREA OF TARGET IN THERMAL IMAGE
The 64 (8 × 8) pixels received from the Grid-EYE sensor
are used for further data processing. If the range between the
Grid-EYE sensor and the target increases, the sensor covers
more detection area. A target covered in the detection area
is shown in the output image of the Grid-EYE sensor with
some high-temperature pixel values as shown in Figure 5.

FIGURE 4. Histogram of thermal image.

The thermopile array consists of 64 sensing elements and
each element has a FoV of 7.5◦.

Figure 5 also shows the area enclosed by each pixel for
the different distances between the object and the sensor. The
heat target occupies more pixels in the thermal image when
the target is very close to the sensor. Similarly, if the sensor
is kept at a far distance (5m), it can cover a human within a
pixel. The human presence in the output image diminishes as
the human moves away from the sensor.

FIGURE 5. Distance versus object size [29].

Figure 6 shows a number of heat pixels indicating the
presence of the target in an interpolated thermal image
(100× 100). The number of heat pixels in the thermal image
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FIGURE 6. Detected heat pixels versus distance.

decreases as the target moves away from the sensor. This
feature is then used to estimate the location of the human in
the FoV [31]. From this analysis, one can keep the sensor at
suitable distance depend on their application.

B. TEMPERATURE OF TARGET
The different temperature values measured from the ther-
mopile sensor by varying the range between the human and
the sensor is shown in Figure 7. The distance between the
sensor and the human varied from 0.5 to 5m at the step
of 0.5m. It is observed that as the range between the human
and the sensor increases, the measured thermal values of the
target decrease. From this, it could be concluded that there is
a limit on the range of the sensor for detection [32].

FIGURE 7. Target temperature versus distance.

C. FIELD OF VIEW OF GRID-EYE SENSOR
The detection area and FoV of the Grid-EYE sensor are
shown in Figure 8. The sensor was placed horizontally and
covers the square detection area below it.

FIGURE 8. Field of view and detection area of Grid- EYE [29].

The larger detection area can be covered, if the range
between the sensor and the floor is increased. The detection
area range, R is calculated based on the geometry as:

R = 2 ∗ X ∗ tan
(
θ

2

)
(1)

where,X is the distance between the sensor and the object and
θ is the FoV. In this study, the sensor was kept at the height of
2.8m on the ceiling, and the detection area on the floor is 9m2.

D. RASPBERRY PI
In this paper, for real-time detection of human the Grid-EYE
sensor is interfaced to Raspberry Pi. Raspberry Pi will act as
a mini cheap PC. It is mainly used for real time image/video
processing. Signal processing algorithms are implemented in
Raspberry Pi to process the received data frames from the
sensor. The different components of the Raspberry Pi 4 are
shown in Figure 9 [33].

FIGURE 9. Raspberry Pi 4 [33].

The specifications of Raspberry Pi 4 are listed in Table 2.

III. STATIONARY/MOVING MULTIPLE HUMAN
DETECTION SYSTEM
The steps involved to detect the stationary multiple humans
in the FoV of the sensor are shown in Figure 10. The thermal
values are collected from the infrared thermopile array sensor
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TABLE 2. Specifications of raspberry Pi [33].

(8 × 8 frame) and these temperature values are interpolated
to get 100 × 100 frame. The interpolated frame is sub-
tracted from the interpolated background temperature. The
result is further smoothed by using a Gaussian filter. The
smoothed frame is used for the target detection using adaptive
thresholding.

A. DATA FROM GRID-EYE SENSOR
The thermal values collected from the thermopile sensor are
displayed in the form of an array of 8×8 pixels when human
targets move in the detection area of the Grid-EYE sensor.
The Grid-EYE sensor thermal values are collected each time
at the rate of 10 frames/sec through the serial port to the PC.
These 12-bit thermal values are converted to degree Celsius.

FIGURE 10. Flow chart of the detection of human targets.

B. INTERPOLATION
The Grid-EYE sensor output has an 8 × 8 resolution and it
consists of 64 pixels, which is very low resolution for human

detection. It is required to increase the resolution of the
original thermal image. Interpolation of an image increases
the resolution of the image without losing the quality of
the image. Initially, the Grid-EYE sensor output thermal
image is interpolated, and the thermal image of resolution
100 × 100 is obtained. Different interpolation techniques
like Nearest Neighbor, Bilinear, and Bicubic Interpolation are
compared and the suitable method of interpolation is selected
for the human detection.

1) NEAREST NEIGHBOR INTERPOLATION
In this interpolation technique, the new interpolated pixel
value is selected from the very nearby surrounding coordi-
nates of it. The nearest neighbor interpolation just copies
the existing values. The nearest-neighbor interpolation kernel
is [34]:

f (x) =

{
0x < 0
1x > 0

(2)

where, x is the distance between interpolated pixel and nearby
pixel points. For a two-dimensional image, let interpolated
pixel is A = f (x, y). The neighboring pixels be at (i, j), (i, j+
1), (i+ 1, j), (i+ 1, j+ 1).
The distance between (x, y) and (i, j), (i, j + 1), (i + 1, j)

and (i + 1, j + 1) are calculated, then the values of (x, y) is
set as the value of the point which is nearest to (x, y) [32].
The distance D, between the two pixels f (i, j) and f (x, y) are
calculated:

D =
√
(x − i)2 − (y− j)2 (3)

The actual image of size of 2×2 is shown in Figure 11a. Each
pixel in the actual image is interpolated to 4 pixels and the
final interpolated image has sixteen pixels as in Figure 11b.
Both the images should have similar characteristics.

FIGURE 11. a. Actual image b. Interpolated image.

2) BILINEAR INTERPOLATION
In this, the new interpolated pixel value is calculated from
the weighted mean value of the 4 nearest pixels. It uses
three linear interpolations, two in the horizontal direction
and one in the vertical direction. The bilinear interpolation
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kernel is [34]:

f (x) =

{
0 |x| > 1
1− |x| , |x| < 1

(4)

where, x is the range between interpolated pixel and other
pixel grid point.

In a two-dimensional image, let P be the pixel to be inter-
polated and Q1,Q2,Q3,Q4 are the four points closer to P,
as illustrated in Figure 12.

FIGURE 12. Bilinear interpolation.

Initially the point R is calculated by doing the linear inter-
polation in the horizontal direction taking reference ofQ1 and
Q2 points [35]. This gives:

R = f (xi, y2) =
(x2 − xi)
(x2 − x1)

Q1 +
(x1 − xi)
(x2 − x1)

Q2 (5)

The point S is calculated by doing the linear interpolation in
the horizontal direction taking reference ofQ3 andQ4 points.
This gives:

S = f (xi, y1) =
(xi − x1)
(x2 − x1)

Q3 +
(x2 − xi)
(x2 − x1)

Q4 (6)

Finally, the value P is calculated by doing the linear inter-
polation in the vertical direction taking reference of P and S
points. This gives:

P = Bl (xi, yi) =
(y2 − yi)
(y2 − y1)

S +
(yi − y1)
(y2 − y1)

R (7)

P = Bl (xi, yi) =
1

(y2 − y1) (x2 − x1)
×{(x2 − xi) (yi − y1)Q1 + (xi − x1) (yi − y1)Q2

+ (xi − x1) (y2 − yi)Q3

+ (x2 − xi) (y2 − yi)Q4} (8)

Here Q1 = f (x1, y2), Q2 = f (x2, y2) ,Q3 = f (x2, y1) and
Q4 = f (x1, y1).

3) BICUBIC INTERPOLATION
In Bicubic interpolation, the interpolated value is calculated
by using the weighted average of 4×4 (16) neighbor’s pixels.
The distance between these calculated and unknown pixels
in an image are different. The bicubic interpolation kernel is

given as [36]:

f (x) =


3
2
|x|3 −

5
2
|x|2 + 1 0 ≤ |x| < 1

−
1
2
|x|3 +

5
2
|x|2 − 4 |x| + 2 1 ≤ |x| < 2

0 2 < |x|

(9)

where, x is the distance between grid point and interpolated
point. For two-dimensional image, it uses the third order
polynomial to evaluate the value of image F on the subpixel
(rf , cf ) [37]. A Bicubic interpolation is defined by:

Bc (x, y) =
3∑

m=0

3∑
n=0

αmnxmyn (10)

To calculate the value of pixel at location (rf , cf ), the
16 neighbor coefficients αmn are measured from the values of
the image and 4-pixel location [F(r, c),F(r + 1, c),F(r, c+
1),F(r + 1, c+ 1)] derivatives at the surrounding of (rf , cf )
shown in Figure13.

FIGURE 13. Bicubic interpolation [37].

The calculation steps for Bicubic interpolation as follows:
1) The original image data is taken and is interpolated to

generate smooth image. The interpolation is done along
row, column and diagonals.

2) Let F be the image with size R × C , a new image
S is created from image F with size R′ × C ′ with
pixel positions x × y, where x = 1, 2, . . . .R′ and
y = 1, 2, . . . .C ′.

3) The pixel values of the output image S(r ′, c′) is
determined by the neighboring pixels (4 values),
that is by the F (r, c) ,F (r + 1, c) ,F (r, c+ 1) and
F (r + 1, c+ 1).

4) The partial derivatives of each these 4 neighboring
pixels along the row and along the column is ∂I

∂r = Fr
and ∂I

∂c = Fc
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5) The cross derivatives of each these 4 neighboring pixels
along the diagonal is ∂2I

∂r∂c = Frc. Thus, the calculation
involves 16 values in the case of the Bicubic Interpola-
tion that is for each of the neighboring 4-pixel values,
their partial derivatives along row, column and finally
its cross derivatives (along diagonals).

6) The cross derivatives of each these 4 neighboring pixels
along the diagonal is ∂2I

∂r∂c = Frc. Thus, the calculation
involves 16 values in the case of the Bicubic Interpola-
tion that is for each of the neighboring 4-pixel values,
their partial derivatives along row, column and finally
its cross derivatives (along diagonals).
For example, consider pixel F(r, c):

Bc (r, c) = F (r, c) (11)
∂Bc (r, c)

∂r
=
∂F (r, c)
∂r

(12)

∂Bc (r, c)
∂c

=
∂F (r, c)
∂c

(13)

∂2Bc (r, c)
∂r∂c

=
∂2F(r, c)
∂r∂c

(14)

where,

∂Bc (r, c)
∂r

=

3∑
m=0

3∑
n=0

αmnmrm−1cn (15)

∂Bc (r, c)
∂c

=

3∑
m=0

3∑
n=0

αmnnrmcn−1 (16)

∂2Bc (r, c)
∂r∂c

=

3∑
m=0

3∑
n=0

αmnmnrm−1cn−1 (17)

Fr =
∂F (r, c)
∂r

=
F (r + 1, c)− F(r − 1, c)

2
(18)

Fc =
∂F (r, c)
∂c

=
F (r, c+ 1)− F(r, c− 1)

2
(19)

Frc =
∂2F (r, c)
∂r∂c

=
F (r + 1, c+ 1)− F (r + 1, c− 1)

2

+
F (r − 1) (c− 1)− F(r − 1)(c+ 1)

2
(20)

7) Similarly, the function values and its derivatives
at other 3-pixel locations [F (r, c+ 1) ,F (r + 1, c) ,
F (r + 1, c+ 1)] are calculated.

8) The [r, c] takes the continues values over the inter-
val [0 × 1] and the values of the source image
F (r, c) ,F (r + 1, c) ,F (r, c+ 1) ,F (r + 1, c+ 1)
are redefined as F (0, 0) ,F (1, 0) ,F (0, 1) ,F(1, 1).

9) The above equations are reformulated into a matrix for
the linear equation AX = B. Where,

X =
[α00 α10 α20 α30 α01 α11 α21 α31
α02 α12 α22 α32 α03 α13 α23 α33]

T

(21)

B =
[F (0, 0) ,F (1, 0) ,F (0, 1) ,F (1, 1) ,
Fr (0, 0) . . . . . .Fc (0, 0) . . . . . .Frc (0, 0)]

T

(22)

10) The 16 coefficients are given by:

X = A−1B (23)

11) Using these 16 coefficients the new interpolated image
is obtained by using the formula:

S (x, y) =
3∑

m=0

3∑
n=0

αmnxmyn (24)

The experimental observations and comparison of the differ-
ent interpolation techniques are discussed in the Section IV.
It is found that the Bicubic Interpolation technique produces
better results in the enhancement of thermal image resolution.

C. BACKGROUND SUBTRACTION
Background frames are collected andmean temperature value
of the background frames are calculated. The mean temper-
ature value of the background frames is subtracted from the
foreground frames as,

B (i, j) = F (i, j)−
1
N

N∑
k=1

Bk (i, j) (25)

B(i, j), is the background subtracted image. F(i, j), is the
thermal image with human. Bk (i, j), is the background image
without human beings. N , is the number of frames of the
image. Background subtraction helps in removing all the
static noises. The human presence in the detection area
will have the peak temperature value in the foreground
image [38], [39], [40].

D. FILTERING
The Grid-EYE sensor is susceptible to noises from the exter-
nal environment. The image is processed with filtering tech-
niques to enhance the image and to suppress noise. In image
processing, the spatial domain refers to the image plane itself,
where the operations are performed directly on the pixels of
the input image [41]. In the filtering process, any pixel value
in the output image is calculated by using a predefined rela-
tionship to the neighboring pixel values of the input pixel. The
process uses a filter mask which is moved on the image from
point to point. Spatial domain operation is being expressed
as:

P (p, q) = T [f (p, q)] (26)

where the input image is f (p, q), the output image is P(p, q)
and T is the operator on the input image f defined by its
neighboring points. By using smoothing spatial filters, the
images are blurred and noises are removed. The blurring pro-
cess is applied to the image before the object removal. In the
blurring process, small details from an image are removed
and it connects the small gaps between the lines or curves.
The different types of Spatial smoothing filters are Mean
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Filter, Gaussian Filter, andMedian Filter. In this paper, differ-
ent filtering techniques are compared and Gaussian filtering
method is selected as most suitable for this application. The
experimental comparison of the different filtering techniques
is done in Section IV.

The Mean and Gaussian Filters is a Linear Spatial Filter.
Linear spatial filtering of an input image MxN with filter
mask w of size mxn is:

P (p, q) =
a∑

s=−a

b∑
t=−b

w (s, t) f (p+ s, q+ t) (27)

The p and q are varied so that every pixel inw overlaps each
pixel in f . But some pixels do not overlap. So, the padding of
zeros on either side f makes each pixel in w to overlap with
each pixel in f . If the filter mask is of size m, m− 1 zeros are
padded on either side of f .

1) GAUSSIAN FILTER
By using 2D Gaussian function, the Gaussian filtering is
performed on the images. The 2D Gaussian function is given
as:

w (x, y) =
1

2πσ 2 e
−( x

2
+y2

2σ2
) (28)

where, σ is the standard deviation of the Gaussian distribution
with mean of 0 [43]. The 3 × 3 filter mask for Gaussian is
given as:

w =
1
16

 1 2 1
2 4 2
1 2 1

 (29)

The 2D Gaussian distribution with mean (0,0) and σ = 1 is
shown in Figure 14.

FIGURE 14. 2D Gaussian distribution [42].

2) MEAN FILTER
The filtered value at every pixel of f (x, y) is calculated by tak-
ing average of the pixel values of the neighborhood defined
by the filter mask.

G (x, y) =
1
mn

∑
(x,y)

f (x, y) (30)

where, mxn is the mask size. For example, taking a 3 × 3
neighborhood about (x, y) gives:

w =
1
9

 1 1 1
1 1 1
1 1 1

 (31)

In themean filter, all the elements have the sameweights [41].

3) MEDIAN FILTER
It is a nonlinear filter. Each pixel value in an image is replaced
with the median of the values in the local neighborhood. For
example, take a 3×3 window and in each window the median
of the pixels is calculated as:

i) Keep all the pixel values of the window in ascending
order.

ii) Select the middle pixel value as the median value for the
pixel (x, y) [41].

E. ADAPTIVE THRESHOLDING
The temperature can vary frequently in the indoor environ-
ment.When the Grid-EYE sensor is placed in a different envi-
ronment, the atmospheric temperatures and thermal values of
human targets may vary. It is assumed that the background
temperature of a room has a constant mean value and it varies
according to the Gaussian distribution. There are multiple
temperature peaks in the sensor output image other than the
target place, which gives an error in the measurement. It is
necessary to remove these peaks otherwise it could produce
false detection. For the purpose, threshold value of the tem-
perature is calculated by using adaptive thresholding method.
In this method, the threshold (T) is calculated by [26]:

T = Max ∗ 0.6 (32)

where, Max is the maximum value of heat distribution of
the background temperature. The threshold is selected as
60% of the maximum value. Since the temperature of the
human target is knowingly greater than the threshold value,
the human targets can be detected easily.

F. BINARY THERMAL IMAGE AND TARGET DETECTION
The foreground region is obtained by using the above cal-
culated threshold value and converted into a binary thermal
image. The Gaussian filtered thermal distribution value is
compared with the threshold value. If the filtered value is
greater than the threshold value, then the output thermal
image value is set to one, otherwise to zero. From this, the
segmented binary image is obtained. In a binary thermal
image, all the foreground object temperature values are binary
ones and the background are binary zero [43], [44]. The
foreground image shows the occupancy of humans.

IV. EXPERIMENTAL RESULTS
Initially, the sensor captures temperature values of an empty
room for two seconds. All the frames obtained from this
unoccupied room are interpolated and the mean of all frames
gives the background temperature. The thermal frames with
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FIGURE 15. Data acquisition setup.

FIGURE 16. Sensor and interpolated image of empty room.

FIGURE 17. Comparison of different interpolation techniques.

humans are captured and these frames are interpolated. After
the interpolation, thermal frames with humans are subtracted
by the background temperature. Any random noises that
appear in the image are filtered and smoothened using Gaus-
sian filter. In the Gaussian thermal image, the accurate region

FIGURE 18. Comparison of different filtering methods.

is extracted by converting it into a binary thermal image.
The thermal image is converted into a binary thermal image
by selecting a suitable threshold value. The threshold value is
used to segment an image into 2 regions, all the temperature
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FIGURE 19. (a) Camera image (b) Sensor data (c) Interpolated image (d) Background subtracted image (e) Gaussian filter (f) Binary thermal image of a
single person.

values above a threshold are selected as one and below a
threshold are made zero.

From this, the required temperature values in the fore-
ground region are extracted. After obtaining the threshold
temperature, the desired foreground region is detected and
is represented using the boundary box. Initially, the algo-
rithm was implemented using MATLAB and later the same
algorithm is tested in real-time by interfacing the Grid-EYE
sensor to Raspberry Pi.

A. DATA ACQUISITION SETUP
The experiment was carried out indoors. The data
acquisition setup is shown in Figure 15. TheGrid-EYE sensor

has a FoV of 60◦. Here, the sensor is placed horizontally on
the ceiling at a height of 2.8m and covers the detection area
of approximately 9m2. The Grid-EYE sensor detection area
is as shown in Figure 15. The outer square box indicates the
detection area of 9m2 and the inner square box indicates the
area of 2m2. The thermal image of the empty room and its
interpolated output is shown in Figure 16.

B. COMPARISON OF DIFFERENT INTERPOLATION
ALGORITHMS
The experiment was conducted by considering the 8×8 pixels
from the thermal sensor. This resolution of the thermal image
is resized into 100×100 pixels by using theNearest Neighbor,
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FIGURE 20. (a) Camera image (b) Sensor data (c) Interpolated image (d) Background subtracted image (e) Gaussian filter (f) Binary thermal image of a
two person.

Bilinear, and Bicubic interpolation. The following perfor-
mance metrics are used to compare the different interpolation
methods: Mean Absolute Error (MAE)

1) Mean Square Error (MSE)
2) Root Mean Square Error (RMSE)
3) Signal to Noise Ratio (SNR)
4) Peak Signal to Noise Ratio (PSNR)
5) Similarity Index (SSIM)
6) Execution Time

It is observed from Table 3 that, the performance metric
values for different interpolations can reflect the quality of
the images. The higher the SNR, the quality of image is
higher. It is observed that for thermal images, the SNR
value of the bicubic interpolation is more compared to other

interpolation methods. From the SSIM value, the nearest
neighbor interpolated image has a 39% similarity with the
original image compared to other interpolations.

The PSNR value of the Bicubic interpolation is 28dB,
which is more compared to other interpolation methods.
The MAE and MSE value of Bicubic Interpolation is less
compared to other interpolations. By observing these per-
formance metrics for different interpolations, the Bicu-
bic interpolation performance is better compared to other
methods.

The nearest neighbor interpolation is simple, requires less
time, and easy to implement compared to other methods.
In this interpolation, some of the information at the edges
is lost. Bilinear interpolation gives better performance than
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FIGURE 21. (a) Camera image (b) Sensor data (c) Interpolated image (d) Background subtracted image (e) Gaussian filter (f) Binary thermal image of four
persons.

nearest neighbor and takes less computation time compared
to bicubic interpolation.

The execution time for the bicubic interpolation is more
compared to other methods. Even though the execution time
is longer, the image of the Bicubic interpolation is more
precise and sharper compared to other interpolation methods
shown in Figure 17. From these observations, the Bicubic
interpolation method’s performance is better and it is used
in detection algorithm.

C. COMPARISON OF DIFFERENT FILTERING ALGORITHMS
After the interpolation, spatial filtering is used to reduce noise
and to smoothen the image. The different filtering methods

used are Mean, Median, and Gaussian filters. The same
above-mentioned performance metrics are used to compare
the different filtering methods. By applying the Gaussian
filtering to the image, the MSE and RMSE values of the
thermal images are less compared to the other filtering meth-
ods as in Table 4. The PSNR value of the Gaussian filtering
is 28dB, which is more compared to other filtering methods.
The execution time required for the Gaussian filtering is less
compared to the Median filtering.

By observing these performance metrics, the Gaussian
filtering gives better performance compared to other filter-
ing methods and is selected for the detection algorithm.
The images of the different filtering methods are shown
in Figure 18.
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TABLE 3. Performance metrics for different interpolation techniques.

TABLE 4. Performance metrics for different filters.

D. ROOM TEMPERATURE VERSUS OBJECT SIZE
The experiment is conducted in two room temperatures to
check the effect of the temperature on the thermopile sensor.
The experiment was repeated by detecting a person in differ-
ent locations of the detection area. In each location, 10 frames
are measured and the average number of active pixels are
calculated. The Table 5 shows an active number of pixels
in an interpolated thermal image at a different location of a
detection area.

It is observed that, as the room temperature decreased
the number of active pixels in a thermal image is increased.
If the person enters into room which contain less temperature
compare to outside, then the detected active pixels in the
thermal image will be more.

E. OCCUPANCY DETECTION ALGORITHM
Camera image and different steps to detect the thermal image
of a single person in the detection area is shown in Figure 19.
In this image, the person is standing still. The different images
in the Figure 19 shows the different steps used in the occu-
pancy detection algorithm. The yellow-colored region in the
Binary thermal image indicates the detected object.

The camera image and different steps to detect ther-
mal image of two persons in the detection area is shown
in Figure 20. It is observed from the binary thermal image
that the two yellow regions indicate two humans present in
the detection area and marked with the rectangular boundary

TABLE 5. Room temperature versus object size.

FIGURE 22. Detected two people in boundary box.

FIGURE 23. Detected four people in boundary box.

as shown in Figure 22. The camera image and different steps
to detect the thermal image of four persons in the detec-
tion area is shown in Figure 21. The four yellow regions
in the binary thermal image indicate that four people are
detected and marked with the rectangular boundary as shown
in Figure 23.

F. REAL TIME IMPLEMENTATION OF DETECTION
ALGORITHM
The real time implementation is carried out by using the
Raspberry pi processor by connecting Grid-EYE sensor to
it. The real time detection of a single human in the FoV of
the sensor is shown in Figure 24. The interpolation tech-
nique used in the algorithm is Bicubic Interpolation. The
detected human is represented inside the square box. If the
person is moving in the detection area, it can also be detected
immediately within a millisecond and represented inside the
rectangular box. The multiple object detection (3 people)
in real-time is shown in Figure 25. The computation time
taken by the detection algorithm in real time implementation
using Raspberry Pi is 90ms. The computation time taken
by the detection algorithm using the MATLAB simulation
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FIGURE 24. Single person detection.

FIGURE 25. Multiple person detection.

tool is 10 seconds in PC. This indicates the response of
the algorithm in real time implementation is faster than the
MATLAB simulation. As the computation time of real time
implementation (90ms) is less than the frame rate (100ms) of
the sensor it is possible to carry out human detection without
loss information.

V. CONCLUSION AND FUTURE WORK
Initially, the paper proposes the study of detection of multiple
humans using Grid-EYE sensor (AMG3388) by calculating
the thermal distribution radiated by the body in an indoor
environment using a MATLAB simulation tool. Later, the
paper discusses real-time multiple human detection using
the same sensor. With this low-resolution sensor, human tar-
gets are detected easily. One of the main advantages of the

thermopile array sensor compared to the optical camera-
based systems is that it is not expensive and is not affected by
the environment’s lighting variations. So, instead of expen-
sive optical cameras, thermopile sensors can be used for
human detection.

Real time implementation of Bicubic interpolation and
Gaussian filter method are carried out in Raspberry Pi and
found that the computational time is less than the frame
rate of the sensor. These results encourage the use of this
sensor in real time applications. The room temperature highly
affects the thermopile sensor. The research work could be
further improved by optimal implementation of algorithms to
reduce the computational time and could be extended to high
resolution and frame rate sensors. In addition, the obtained
results open the door for extending the technique to multiple
sensor installation scenario.
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