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ABSTRACT Unintentional islanding is a problem in electrical distribution networks; it happens when the
central utility is unintentionally separated from the rest of the distributed power system. The islanding
detection problem becomes severe in non-detection zones. We propose an intelligent islanding detection
technique with zero non-detection zone for a hybrid distributed generation system. It is based on the com-
putation of frequency spectrum variations over time using short-term Fourier transform and convolutional
neural networks. For various islanding and non-islanding occurrences, the three-phase voltage at the point
of common coupling is monitored, and time-series data is collected. Then computations for a set of multiple
frequencies on scaled time-series data are carried out, and complex numbers are split into magnitude and
phase values. To detect islanding and non-islanding occurrences, a modified convolutional neural network
with forward propagation was utilized. For the IEC 61850-7-420 test system, several islanding and non-
islanding scenarios are created and deployed to train the convolutional neural network for the proposed
approach. The efficacy of the proposed islanding detection learning model is assessed using 5-fold cross-
validation. The findings reveal that under normal and noisy conditions, the proposed methodology has zero
non-detection zone with original dataset, excellent accuracy, selectivity, and sensitivity.

INDEX TERMS Convolution neural networks (CNN), distributed generation (DG), islanding detection,
non-detection zone (NDZ), short-term-Fourier-transform (STFT).

I. INTRODUCTION from the main utility. The critical issues related to uninten-

The quick integration of distributed generation (DG) has
attracted increasing attention, because of energy market lib-
eralization, capital investment, the need for stable and higher
power quality (PQ), and environmental concerns. Electricity
generation is centralized in a traditional electrical power
system (EPS), and it is transferred to users via transmis-
sion and distribution networks. DG integration, apart from
its paybacks and leads, also introduced new challenges and
glitches in the power system such as unintentional islanding
caused by unintentional tripping of the circuit breaker (CB)
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tional islanding are personnel safety, overvoltage, reconnec-
tion out of phase, PQ, and equipment protection [1], [2],
[3]. Islanding detection criteria and standards are provided
in a variety of international and local standards. According
to the international standards, islanding should be identified
between 0.16 to 2 seconds [4], [5], [6], [7]. Therefore, the
unintentional islanding detection problem has received much
interest from researchers over the last decade to conquer
this foremost concern of DG power systems. As a result, an
accurate, dependable, and rapid islanding detection technique
(IDT) is essential for the DG power system’s security.
Research is ongoing, and several IDT have been described
in the literature, with three basic categories: local, remote, and
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intelligent techniques. Active, passive, and hybrid islanding
detection techniques are the three types of local techniques.
Active methods like Slip-mode frequency shift (SMFS), Slip-
mode voltage shift (SVS), Sandia frequency shift (SFS), etc.
have noise and power quality issues [8], [9], [10], while pas-
sive islanding schemes like under/over voltage and frequency,
voltage phase jump, harmonic measurement, etc. have a large
non-detection zone (NDZ) and low speed [11], [12], [13].
Hybrid schemes are a combination of active and passive
methods; they have a long detection time and complicated
execution [14], [15]. Remote techniques need a contact link,
and they are consistent for big systems, but for small scale
and microgrid system remote techniques are impractical due
to their complexity and high cost [16], [17].

Intelligent islanding detection schemes are considered the
most desirable as they are faster and more reliable than local
and remote schemes. The main reasons for this dominancy
are fast detection, low NDZ, high accuracy, and negligible
effect on PQ of the DG power system [18]. In [19] authors
presented a hybrid IDT for multiple inverter-based DG that
combines DT and SFS. In [20], a unique method based on
active and reactive power for creating DT logic for the cat-
egorization of islanding and non-islanding occurrences was
presented, that promptly correlates to NDZ. In [21], IDT was
presented for inverter-based DG using naive-Bayes classifier
for event classification and rotational invariance approach for
feature extraction at the point of common coupling (PCC) to
approximate the signal parameter.

A universal islanding detection solution for multi DGs was
proposed using ANN in [22]. Using SVM, [23] introduced a
novel IDT for single-phase inverter-based DG. phase inverter-
based DG. IDT for hybrid DG with IEEE 30-bus proposed in
[24] based on the SVM classifier. In [25], the authors intro-
duced a unique hybrid approach for NDZ removal employing
SES and FL. In [26] author suggested an islanding detec-
tion system that uses fuzzy positive feedback (PF) to limit
interfering injection. An IDT for inverter-based DG based on
ANFIS has been presented in [27]. A novel ANFIS system
methodology for detecting islanding in low-voltage inverter-
interfaced microgrids was suggested in [28]. Deep neural
learning was initially used and described in [29] to identify
islanding and other grid disruptions in PV single-phase power
production systems. In 2019, CNN was first used for PV DG
power system applications, and IDT was proposed based on
CNN image categorization [30].

This work’s fundamental motivation is the in-depth liter-
ature review and investigation mentioned above. Intelligent
IDT must have minimum NDZ, high precision, and quick
detection times, as well as both inverter and synchronous
based DG. This method eliminates the drawbacks of remote
techniques, which require a communication link, work well
for bigger systems, but are impractical because of their com-
plexity and high cost [17]. Furthermore, this IDT resolves the
issues with power quality, a big NDZ, and a lengthy detection
time associated with local schemes [2]. The contribution of
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the study is outlined based on this research gap in the existing
studies.

o This paper proposes a novel hybrid IDT that is a
combination of CNN and short-term Fourier trans-
form (STFT) spectrogram, with time-frequency domain
analysis using time variations in the frequency spectrum
is conducted for islanding detection of the DG-EPS.

« Forislanding detection of DG-EPS, a modified convolu-
tional neural network architecture is proposed, as CNN-
based IDT does not require any threshold adjustments
and communication link for detection.

« Extensive simulations are conducted for islanding that
includes small and large power mismatch, while for non-
islanding scenario; various line faults, load switching,
and capacitor switching are considered. Additionally,
the suggested IDT performs superbly in noise conditions
with SNRs of 30, 35, and 40.

« Finally, the suggested scheme’s performance is assessed
using several indexes like accuracy, selectivity, sensitiv-
ity, NDZ, and noisy conditions. K-fold cross-validation
method is adopted for better depiction of proposed algo-
rithm performance, and reproducibility of the reported
results.

o To illustrate the efficacy of the suggested method, it is
also compared to existing state-of-the-art islanding tech-
niques in term of accuracy, NDZ, multi DG, zero-
power mismatch, non-islanding disturbances, and power
quality.

To address the paper’s goal, the remaining sections are
organized as follows: In Section II Theoretical details of the
STFT spectrogram and CNN are introduced. The proposed
methodology and flow chart are explained in section III.
Section IV represents the introduction of the test system, data
mining, simulation results and extensive comparison. Lastly,
in Section V, the conclusions proposed study is presented.

Il. THEORETICAL DETAILS
A. STFT SPECTROGRAM
Signal and system techniques can retrieve the unseen/hidden
attributes of the measured signal that are useful for island-
ing detection. Signal processing techniques such as STFT,
wavelet transform (WT), S-transform (ST), hyperbolic
S-transform (HST), and time-time transform (TTT) [24],
[31], [32], [33], [34] are considered to enhance the oper-
ation of islanding detection especially for NDZ in passive
techniques. The most popular method in frequency domain
analysis is the Fourier transformation. It basically simulates
a signal by computing sinusoidal terms at various frequen-
cies. While the properties of the stationary signal at different
frequencies are extracted, the temporal distribution of the
different frequencies is not revealed. It, therefore, cannot
address any momentary details relevant to fluctuations [35].
Therefore, STFT is used in this research for time-frequency
analysis, STFT spectrogram is used to extract the voltage
data on various islanding and non-islanding disturbances, and
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then the mined numeric data is fed to CNN for classification
of islanding and non-islanding. STFT is a Fourier transform
modification that separates a signal into tiny frames, each
of which may be stationary. The moving window evaluates
these multiple frames of the signal. This moving window
displays the link between time and frequency shift [32],
[36]. Using the fast Fourier transform (FFT) to create a
spectrogram is a digital procedure. In the temporal domain,
discretely sampled data is divided into eight non-overlapping
360-sample chunks and Fourier transformed to generate the
complex frequency spectra for each chunk. Later, the phase
and magnitude of these frequency spectra are determined;
this produces a vertical line in the image that represents a
measurement of signal strength versus frequency for a certain
period. These spectra can be “‘laid side by side” to produce
the image or a three-dimensional surface [4], where power
spectral density is represented by a color bar, to visually
represent the obtained frequency spectra as shown in Fig. 1.
STFT is essentially discrete Fourier transform (DFT) compu-
tations over short overlapping or non-overlapping windows,
which for a discrete-time signal x(n) might be expressed as
equation (1).

Xmo)=Y " xnlon—me " )

n=—oo

Where x[n] is the input signal to be transformed and w[n]
is the window function. The squared magnitude of STFT
results in a spectrogram representing the power spectral den-
sity of the function. According to the uncertainty principle,
the time-frequency resolution of the resulting spectrum is
determined by the window size used. A bigger size yields
higher spectral, but lower temporal, resolution, whereas a
smaller size yields the opposite.

B. CNN

The CNN is a well-known deep learning architecture influ-
enced by the automatic visual experience of living beings.
Over the last decade, the CNN has had groundbreaking results
in a variety of pattern recognition-related fields, from image
processing to voice recognition. The most advantageous func-
tion of CNNs is the reduction of the number of parameters
in the ANN. The selection of features in supervised learning
methods is a key stage in the training, testing, and deployment
processes. Such attributes must be chosen correctly to ensure
reasonable classification accuracy. CNNs, in contrast, use
end-to-end learning, which means that the classifier discov-
ers all the features and then classifies the images, resulting
in a data-driven method [37]. A typical CNN model is a
combination of a few main layers. The convolutions layer
constructs a feature map to predict class probabilities. The
batch normalization (BN) layer standardizes the inputs to
a layer to avoid internal covariate shift. After calculating a
nonlinear function of the input, a rectified linear unit (ReLU),
activates the specific neuron. Pooling layers decrease the
amount of information by retaining the most relevant infor-
mation created by the convolution layer. Fully connected (FC)
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layers perform the following tasks: 1) the FC input layer can
flatten output generated by the previous layer, 2) FC layers
apply weights to simulate precise labels, and 3) the FC output
layer produces final probabilities. Finally, the SoftMax layer
measures the class likelihood for the input sample, which is
mostly employed in combination with the cross-entropy (CE)
loss function. Equation (2) is the mathematical description of
five layers of CNN.
Convolution layer:

x/l_l (s—o,t— v)wfj (o,v) (2a)

o=—nl o=—n2

Activation or ReLU layer:

x! = max(0, Z gi+b) (2b)
ieMj
Max Pooling (MP) layer:
= () + 6 20)
Fully connected (FC) layer:
“1 = (B2 4 pt (2d)
SoftMax layer:
e’ i
W= - (2e)
L-1
ek Yk

c=1 c=1
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FIGURE 2. Flow chart of the proposed scheme.

The ‘i* feature maps xl.l ~! of the preceding layer are con-
volved with the j' learnable filter (wﬁj) appearing in the cur-
rent or i convolutional layer, which yields the jth new feature
map (x} ) after employing activation or the ReLLU function.
This means that the current layer I’s new feature map is
dependent on feature maps from the preceding layer /-1. The
CNN calculates the divergence between the real distribution
and the distribution created by the model using cross-entropy
loss (Y) [38]. Y is computed using Equation (3)

Y (5,2 =— ) valog(zg) 3)
d

Ill. PROPOSED ISLANDING DETECTION TECHNIQUE
In this section, proposed techniques and CNN architec-
ture designs are discussed. The proposed IDT is based on
CNN and STFT computation for time-frequency analysis;
the stages of the proposed method are summarized as the
flowchart in Fig. 2. The description and theory of both CNN
and STFT are mentioned in section III. There are four phases
of the anticipated IDT. At PCC, the three-phase voltage
data is initially gathered under a variety of islanding and
non-islanding conditions. In the second step, the three-phase
voltage data are concatenated to create a single array of volt-
age data. The concatenated voltage data is then transformed
into frequency spectrum time variations by STFT for time-
frequency analysis in the 3rd stage. In the final stage, the
phase and magnitude of the frequency spectrum numeric
data concerning time variations are fed into the CNN for
inherent feature learning and classification of islanding and
non-islanding events.

For islanding detection, the developed CNN architecture
is adapted for optimized training and test performance. The
CNN architecture layers, convolution filter size, and training
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Classification and Detection

hyperparameters are chosen to acquire maximum accuracy
and efficiency. The accuracy has direct link to the number
of layers to a limit otherwise the CNN will start overfitting.
In this case, three layers are selected for CNN islanding
and non-islanding classification; the detailed architecture is
presented in Table 1. After finalizing the architecture, the next
important step is fine-tuning by varying various hyperparam-
eters. Stochastic gradient descent with momentum (SGDM)
optimizer is used in this architecture, and the best results and
accuracy are captured with a learning rate (LR) of 0.0005.
K-fold cross-validation is also implemented with k = 5 for
this architecture.

During backpropagation in neural networks, the optimiza-
tion algorithm SGDM estimates the gradient of error among
current output of model and the desired output. It then back-
propagates for updating the model weights, at the pace of
given LR. The LR controls the amount of apportioned error
that the weights of the model are updated with each time
they are updated, such as at the end of each batch of training
examples. While a very high LR may leads the model to
diverge, lower LR can never get it to the optimal solution or
to converge at slowly. Hence, the goal of the LR is to help the
model converge quickly. In this work, we have empirically
selected the hyperparameters through grid search, by LR
staring with a broad range of high and low values and then
narrowing the range down as per rate of model convergence.

IV. RESULTS AND DISCUSSIONS

A. SYSTEM UNDER STUDY

The suggested scheme is validated in the IEC
61850-7-420 DG power system. The test system consists of
several DG units with both synchronous and inverter-based
DG as shown in Fig. 3. The whole system was constructed in
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TABLE 1. CNN architecture.

Type Activations Learnable Parameters

Input Layer 513*16*3

Convolution Layer 1 513*16*8 Weights 2*2*3*8, Bias
1*1*8

BN Layer 513*16*8 Offset 1*1*8, Scale
1*1*8

ReLU Layer 513*16*8

MP Layer 256*8*8

Convolution Layer 2 256*8*16 Weights 2*2*8*16, Bias
1*1*16

BN Layer 256*8*16 Offset 1¥1*16, Scale
1*1*16

ReLU Layer 256*8*16

MP Layer 128*4*16

Convolution Layer 3 128*4%*32 Weights 2*2*16*32, Bias
1*#1*32

BN Layer 128%4%32 Offset 1*1*32, Scale
1*1*32

ReLU Layer 128*4%*32

MP Layer 64%2%32

FC Layer 1*1*10 Weights 10¥4096, Bias
10*1

FC Layer 1*%1*2 Weights 2*10, Bias 2*1

SoftMax Layer 1*1*2

Classification Output Layer

a (MATLAB/SIMULINK) environment, the complete details
and parameters of test system illustrated in Tables 2 and 3
[39]. As shown in Fig. 1, the system is partitioned into four
different zones for testing islanding events. Zone 1 contains
all DGs and when CBI is open the DG system goes into
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islanded mode. The zone 2 consists of synchronous based-
DG only, while zone 3 has two inverter-based DGs and a
synchronous DG. A zone 4 has inverter-based DG only and
is islanded using CB4.

TABLE 2. DGs and transformer data for the test system.

DG Power Rating Voltage Rating

Synchronous based DGs (1 & 2) 4 MVA 24kV

Inverter based DGs (3 & 4) 3MVA 311V

Transformer 1 20 MVA 120-25 kV

Transformer 2 & 3 5 MVA 24-25kV

Transformer 4 & 5 5 MVA 0311-25kV
TABLE 3. Load parameters for the test system.

Load P (MW) Q (MVAR) | Load P (MW) Q (MVAR)

L1 1.5 0.6 L4 1.5 0.6

L2 1.5 0.3 L5 0.5 0.1

L3 1.0 0.2 L6 1.0 0.3

B. DATA MINING FOR ISLANDING AND NON-ISLANDING
SCENARIOS

Intelligent techniques are directly affected by the quality and
quantity of data. To train the CNN we required a lot of training
data for better generalization of learned features, so that it per-
forms well for testing data. The data set preparation for CNN
training involves STFT computation on scaled time series
data of various islanding and non-islanding scenarios. The
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zone 4 and d) spectrogram of zone 4.

sampling frequency is kept at 3840 Hz and total simulation
time is 0.75s. To test the proposed method, 3159 distinct cases
were mined at PCC in the form of 3-phase voltage, 1785 cases
for islanding, and 1374 cases for the non-islanding scenario.
For islanding scenarios, the voltage data is extracted by vary-
ing the active power between 0 to £50% and the reactive
power in the range of 0 to £25%. The most important situa-
tion during islanding is NDZ and in this case study 441 cases
were considered within NDZ. The islanding cases are mined
from all 4 zones of the test system. Similarly, for non-
islanding the three different types of disturbances considered
are all types of line faults at distribution lines 1 and 2. Single-
line-to-ground (SLG), double-line-to-ground (DLG), double
line (DL), and three phase to ground (TLG) are inserted for
0.1-100 €2 resistance. Load switching at L3 (0.3-3 MVA),
L4 (30-500 kVA), and L5 (1-100 MVA). Finally, 90 cases
of capacitor switching are considered to collect the voltage
data at bus 3 (0.1-3 MVA), bus 4 (10-150 kVA), and bus 5
(1-10 MVA). Table 4 describes the complete details of island-
ing and non-islanding cases.

C. THE BEHAVIOR OF THE VOLTAGE SIGNAL DURING
ISLANDING

Various islanding detection events are generated as sum-
marized in Table 4. To validate the proposed algorithm’s
performance, all potential islanding instances are simulated.
In addition, numerous active and reactive power imbalances
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between load and generation in the islanded network are
examined for islanding identification. The bulk of current
methodologies have trouble recognizing islanding when there
is a little or tiny difference between the load and the power
generation.

The islanding cases are produced at t = 0.5 s, by trip-
ping different circuit breakers to formulate Zones 1, 2, 3,
and 4. The voltage signal is monitored at PCC and the
corresponding behaviors of the voltage signal are a form
of STFT, and a spectrogram is captured. When there was
almost no power difference between the DG generation and
the load, the three-phase voltage did not display any notable
changes. However, it exhibits a distinct characteristic in the
time-frequency representation of the voltage signal through-
out all islanding situations as shown in Fig. 4. The three phase
voltage behavior for each islanding scenario at different zones
are shown in (a) and (c) of each Fig, while (b) and (d) shows
the corresponding spectrogram.

D. THE BEHAVIOR OF THE VOLTAGE SIGNAL DURING
NON-ISLANDING

A reliable islanding detection approach should not malfunc-
tion in the presence of non-islanding disruptions. To demon-
strate how the proposed IDT performs in non-islanding sce-
narios, a variety of short circuit failures, including some of
the most common disturbances are used like load switching
at various locations and capacitor switching at various busses
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TABLE 4. Data mining for the proposed IDT.

Islanding and Non-islanding cases on various No. of
disturbances Cases
Islanding 1785

e  Islanding by changing AP and AQ from (-50% to 1785
+50%) and (-25% to +25%) respectively.

Non-islanding 1374
e  Faults on bus 1 and bus 2 (SLG, DLG, and TLG) 1194
by changing fault resistance from (0.1-100 Q)
e  Load switching on L3, L4, and L5 in the range of
(0.3-30 MVA), (30500 kVA), and (1-100 90

MVA) respectively.

. Capacitor switching on bus 3, bus 4, and bus 5 in
the range of (0.1-30 MVA), (10-150 kVA), and 90
(1-10 MVA) respectively.

Total islanding and non-islanding cases 3159

are explored. SLG, DLG, and TLG faults are examples of
short-circuit faults.

1) SHORT CIRCUIT FAULTS

Short circuit faults are the most dangerous and difficult
incidents to deal with in DG network. When a distribution
network phase or phases are turned off, either directly or
indirectly, several problems can occur. The existence of such
defects in a distribution network might result in voltage and
current variations, causing the islanding detection approach
to malfunction. These differences, which are primarily SLG
faults, cause misunderstanding between islanding and non-
islanding occurrences. All three types (SLG, DLG and TLG)
of line fault as detailed in Table 3 are injected into the
examined test system after 0.5 seconds for this study as
shown in Fig. 5. The three phase voltage behavior for TLG
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fault is presented in Fig. 5(a), while Fig. 5(b) displays the
corresponding spectrogram.

2) LOAD SWITCHING

For the validation of islanding detection systems, load switch-
ing is also an essential element. Such an occurrence can
result in significant voltage and current variations, which
can lead to erroneous detection. This research looks at RLC
load with active and reactive power changes as detailed in
Table 3. The three phase voltage behavior for load switching
atload 5 is displayed in Fig. 6(a), while Fig. 6(b) displays the
corresponding spectrogram.

3) CAPACITOR SWITCHING

Finally, to accomplish capacitor switching, the capacitor
bank is attached to the distributed test system. To simulate
capacitor-switching occurrences, capacitor banks of varying
ratings, as listed in Table 3, are linked to the DG power
system. The three phase voltage behavior for load switching
at bus 5 is shown in Fig. 7(a), while Fig. 7(b) shows the
corresponding spectrogram.

E. NON-DETECTION ZONE ANALYSIS

An NDZ is often defined as a collection of active and reactive
power imbalances in which voltage and frequency relays
are unable to immediately identify an islanding event. Using
(4) and (5), the NDZ boundary limits may be established, and
the area with critical and non-critical operating conditions can

be located [2].
AP vV \?
= < —1 )
P Vmin

2
<VV ) “l=
2 2
Qf((l— <ff' ) ) s%sg((l— (L) ) )

where Vimax, Vmin, fmax, and fiin are the maximum and mini-
mum voltage/frequency. AP and AQ represent the active and
reactive power mismatches while quality factor is represented

using QOr.
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FIGURE 6. Behavior during non-islanding by load switching a) three phase voltage and b) spectrogram.
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FIGURE 7. Behavior during non-islanding by capacitor switching a) three phase voltage and b) spectrogram.
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FIGURE 8. NDZ assessment of proposed IDT.

The NDZ index may also be used to assess the efficiency load and generation is 0% or approximately 0%. In the sug-
of any IDT. The NDZ is a zone where the difference between gested system to estimate the NDZ, as all the cases of islanded
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FIGURE 9. Misclassified instances of a) Zone 1 and b) Zone 4 with 40dB noise.

events with a (—50% to +50%) percent change in active and
(—25% to +25%) percent reactive power were created. With
original dataset the proposed scheme detects all the islanding
cases accurately with zero NDZ as shown in Fig. 8. The NDZ
of proposed method is compared with [40] and [41]. While
with noisy data (40dB) only 8 instances were misclassified in
Zone 1 out of 441 cases and only 3 cases were misclassified
in Zone 4. Fig. 9(a)-(b) shows the misclassified instances of
Zone 1 and Zone 4 with red triangle respectively.

F. RESULTS IN TERM OF PERFORMANCE INDICES

In this study, the data set is divided into training and test
datasets with a proportion of 80% to 20%. The proposed IDT
is validated using K-Fold validation. Extracted data is split
into 5-folds. Training and testing data are separated, and the
CNN is trained with 4-folds. The remaining 1-fold of data,
which is entirely hidden for the CNN, is utilized for testing
after CNN has been trained using 4-folds of the training data.
There are situations in the data set with almost negligible
power disparity, different faults, load switching, and capacitor
switching. An intrinsic benefit of transforming the time-series
data to STFT time-frequency data is that the variations in
the frequency component of voltage variations are manifested
in the pattern. The proposed IDT can properly distinguish
islanding and non-islanding scenarios based on earlier unseen
test data.

The proposed method was put to the test by including
noise and uncertainty in both the training and testing data
sets. A specific quantity of white Gaussian noise was added
to the obtained dataset to distort it. Three levels of signal-
to-noise ratio (SNR) were used in the simulations: 30, 35, and
40 dB. Noise is added to both training and test data, so that the
technique’s performance on noisy test data can be evaluated.
The summarized confusion matrix with noisy data is shown

131928

in Table 5, the referred table provides a single result set for a
sum of 4 variants (original + 40 dB + 35 dB + 30 dB data),
while the detailed results in the form of performance indices
like accuracy, sensitivity, and selectivity, and the confusion
matrix for the study, are presented in Table 6. From the
results of Table 5 and VI, it can be shown that the CNN
performs well even with noisy conditions. With original data,
the proposed scheme classifies islanding and non-islanding
events with 100% accuracy. With 40 dB noise, the accuracy
is 99.53%, and with 35 dB the average accuracy is 98.42%
while with 30 dB noise the accuracy is 97.09% which is still
reasonably good accuracy. Out of 7140 islanding cases, only
132 cases were misclassified in the collective dataset, while
only 25 non-islanding cases were misclassified as islanding
out of 5496 cases. The averaged accuracy with original and
noisy data as shown in Table 5 is 98.76%. The accuracy of
noisy data compared with the original data set is illustrated
in Fig. 10. In Table 7, results from the suggested IDT are
contrasted with those from other conventional and intelligent
techniques.

TABLE 5. Summarized confusion matrix.

Original Class
foul Islandi Non-Islanding
ng
Predicteg  Slanding 7008 132 (9125&]5(;“
0 0
D e e

V. DISCUSSION
Apart from the sights, integrating DGs into the electric-
ity grid introduces a slew of additional issues. One of the
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TABLE 6. Confusion matrix, accuracy over 5-folds, TPR, and TNR.

Confusion Matrix

Accuracy over 5-fold cross-validation

Data scheme Istfold  2ndfold  3rdfold  4thfold  Sthfold  Overall TPR TNR
TP FP FN TN (sensitivity, (specificity,
accuracy accuracy accuracy accuracy accuracy accuracy recall) selectivity)
Original data 1785 0 0 1374 100.00 100.00 100.00 100.00 100.00 100.00% 1.00 1.00
40dB noise 1774 11 4 1370 99.21 100.00 99.68 99.53 99.21 99.53% 1.00 0.99
35dB noise 1744 41 9 1365 98.10 98.73 98.10 98.42 98.73 98.42% 0.99 0.97
30dB noise 1705 80 12 1362 96.35 97.31 97.47 97.31 96.99 97.09% 0.99 0.94
TABLE 7. Comparison with other islanding techniques.
. Zero power Non-islanding Power Quality
Accuracy NDZ Mulii DG mismatch Disturbances Maintained
[43] 92.86 % Large Yes No Yes Yes
[42] 96.19 % Zero Yes No Yes Yes
[43] 97.1 % Small No No Yes Yes
[44] - Small No Yes No Yes
[45] - - Yes Yes Yes No
[46] 97.5% - No Yes No No
[29] 98.3 % - No No Yes Yes
Proposed IDT 98.76 % Zero Yes Yes Yes Yes

Overall Accuracy over 5-fold cross-validation

30dB noise 97.09%
35dB noise 98.42%
Data
Sl 40dB noise 99.53%
Original data 100.00%

Percentage Accuracy

FIGURE 10. Overall accuracy comparison with original data and noisy
data.

most challenging and essential issues is detecting islanding
quickly. Malfunction to identify islanding during DG dis-
connection has a negative impact on system operations and
local equipment, as well as putting utility workers in danger.
This research suggested and evaluated an intelligent hybrid
islanding detection technique on various islanding and non-
islanding circumstances. The proposed methodology yields
precise and dependable results. The proposed IDT uses just
voltage signals; this technique may be utilized to identify
and classify other power system disturbances. The proposed
approach was tested on an Intel®Core (TM) i5-4690 CPU
running at 3.50 GHz with 16 GB of RAM. The model was
trained on a single NVIDIA GTX-1080 GPU with compute
capability of 6.1, with MATLAB version 2021a.
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VI. CONCLUSION

Using a novel hybrid IDT, this work presented a classifica-
tion of islanding and non-islanding occurrences for hybrid
DG test systems with both inverter-based and synchronous-
based machines. STFT is used to transform time-series data
recorded at PCC into a spectrum of frequencies with temporal
variations in this research. These are grouped in phase and
magnitude to train the constructed CNN for the classification
of islanding and non-islanding scenarios. Under these condi-
tions, a total of 3159 unique cases are gathered. The proposed
IDT’s performance is verified using 5-fold validation, and the
CNN is also trained on noisy data with 40, 35, and 30 dB noise
levels where most of the passive relays fail. 100% accuracy
is achieved with the original dataset with zero NDZ, while
an average accuracy of 98.76% is achieved applying the pro-
posed IDT with the noisy dataset. Also, the proposed IDT has
the fast detection time, which is very critical consideration
in selecting islanding detection technique. The results reflect
that frequency domain features contribute significantly to
the CNN’s performance for islanding detection, and these
features need to be localized in time. The findings also imply
that efficient DG islanding detection in real-time applications
may be accomplished using deep learning-based approaches.
The authors are going to implement the practical system of
our proposed scheme in future work.
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